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Protic ionic liquids, PILs, are promising materials for energy storage applications, in part due to their
ability to decouple proton transport from ion diffusion. In this work, the proton transfer mechanism in
1-ethylimidazolium bis(trifluoromethanesulfonyl)imide ([HEIM][TFSI]) IL was studied by means of three dif-
ferent computational approaches. Classical polarizable molecular dynamics simulations were used to explore
the structure and dynamics of the fully ionized system, while Density Functional Theory calculations were
carried out to estimate the energy barriers for the different proton transfer reactions. Finally, the proton
transfer was explicitly studied by means of Neural Network Force Field simulations. Our results show that
this reaction is indeed possible when doping the IL with an excess of deprotonated cations, and highlight the
importance of the formation of dimers between donor and acceptor species for the proton transfer to occur.
The main driving factor for the reaction was found to be the energy cost for reaching a suitable coordination
environment and form such dimers, which is higher than that for the transfer reaction.

I. INTRODUCTION

The ability to store energy is essential for meeting the
ever-increasing demands of modern society. To transition
from fossil fuels to sustainable energy sources, electro-
chemical energy storage becomes particularly crucial in
ensuring a steady power supply while relying on renew-
able energy sources such as wind or solar, which are in-
termittent by nature. Nowadays, the use of electrochem-
ical devices such as lithium-ion batteries1 (LIBs) and
supercapacitors2 (SCs) is widespread. However, these de-
vices can be hazardous due to the volatility and flamma-
bility of the electrolytes needed for their operation.3,4
Significant efforts have been made to research alternative
electrolytes that do not suffer from these problems, while
retaining or improving the energy storage capabilities of
classical electrolytes.

Ionic Liquids (ILs) have emerged as one of the lead-
ing candidates for next-generation electrolytes.5–7 ILs
are composed entirely of cations and anions and can re-
main liquid at room temperature due to the difference
in size between the ions. This asymmetry hinders tight
packing, and thus allows thermal vibrations to overcome
the Coulomb forces holding them together. ILs exhibit
very desirable properties as electrolytes, such as negli-
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gible vapor pressure due to the high electrostatic forces
between their components, and high thermal stability.
These properties make them interesting candidates for
novel low-risk LIBs or SCs.8–12 Moreover, the wide array
of available cations and anions allows for a high degree
of customizability, enabling to fine-tune the properties of
the electrolyte. Nevertheless, ILs suffer from high vis-
cosities and low diffusivities, which can hinder their ap-
plicability in electrochemical devices, where fast charge
transport in the electrolyte is desired.13

In recent years, much effort has been devoted to the ex-
perimental characterization of PIL-based electrochemical
devices.14,15 Special attention has been paid to studying
the interplay between the electrode and the electrolyte,
and the phenomenon of pseudocapacitance. Materials
such as RuO2, VN and TiN have been found to favour
proton transfer between the PIL and the surface.16–18
Activated carbons have also received attention, since the
porous cavities present in these materials can enhance
both electrolyte wetting and capacitance,19 while the in-
troduction of functional groups into the carbon matrix
was found to increase pseudocapacitance.20

Theoretical methods have been used to probe the
nanostructure of PILs and to complement experimen-
tal findings, providing resolution at molecular level. In
previous works, the properties of mixtures of PILs with
different solvents were studied and compared to those
of aprotic ILs, both in bulk and at interfaces.21–23 The
effect of water on these electrolytes has also been ex-
tensively studied, since large aggregation of water near
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the electrode can cause stability issues.24,25 Recently, A.
Balducci et al. have investigated the properties of a
novel water-in-PIL electrolyte both experimentally and
by means of classical Molecular Dynamics (MD), showing
that despite the hygroscopic nature of PILs, it is possible
to avoid unwanted reactions at the electrode.26,27

When it comes to the simulation of PILs, recent de-
velopments in simulation techniques have made it pos-
sible to correctly describe the phenomena that govern
them. On the one hand, the development of polarizable
force fields allows for a correct accounting of the dynam-
ics, and for a more robust description of the hydrogen
bond network that permeates them.28–30 On the other
hand, proton transfer reactions that take place within
some PILs have historically necessitated ab initio meth-
ods to be reproduced,31 which are usually very limited in
size and time scales that can be investigated. Recently,
the rise in popularity of neural networks has lead to the
development of neural network force fields (NNFFs) that
can extend these scales while retaining the characteris-
tic accuracy of ab initio calculations.32 Nevertheless, the
size of NNFF simulations is still limited to a few hundred
molecules compared to polarizable MD simulations, the
latter remaining the clear favourite for the simulation of
large periods of time and large systems. Recently, Joerg
et al. introduced protex, a tool for the simulation of pro-
ton transfer in ILs that, while still relying on a force field
parametrization, is able to capture proton dynamics us-
ing a polarizable force field with a reduced computational
cost.33,34

In this work, we study the proton
transfer mechanism in 1-ethylimidazolium
bis(trifluoromethanesulfonyl)imide ([HEIM][TFSI])
IL at different length and time scales. The system is
similar to the one previously studied by Hoarfrost and
coworkers, who found evidence of proton transfer in
mixtures of this PIL with imidazole by means of Nuclear
Magnetic Resonance35 (NMR). This was later confirmed
by Mosses et al. using ab initio MD.36 However, the
proton transfer process in the neat IL, as well as its
mixtures with protonated or deprotonated variants of
the anion and cation, respectively, has received little
attention so far. It is thus the focus of this work. First,
a polarizable force field was developed to describe the
different chemical species. It was used to analyze the
structure and dynamics of the PIL, as well as to shed
light on the possible proton transfers in the system.
Then, the energy barriers of the proton transfer reaction
were characterized by means of quantum mechanical
calculations at the Density Functional Theory (DFT)
level. Finally, MD simulations using a NNFF were
carried out to examine the proton hopping within the
IL medium.

FIG. 1. Structural formulae of cation, anion, and neutral
species with corresponding labels. Please note that we refer
to [HEIM]+ also as HC+, [EIM] as C, [HTFSI] as HA and
[TFSI]– as A−, respectively.

II. METHODS

A. Polarizable classical MD simulations

Atomistic MD simulations were carried out in
OpenMM37 software, version 7.6. Two systems contain-
ing a total of 600 molecules/ion pairs were considered:
a purely ionic, with a 1:1 ratio of [HEIM]+ cations and
[TFSI]– anions, and a 50% ionic, formed by a 1:1:1:1
ratio of cations, anions and neutral [EIM] and [HTFSI]
species. The corresponding structural formulae are given
in Fig. 1.

A polarizable force field was first developed for
[HEIM]+, [EIM] and [HTFSI] using the CL&Pol
approach.38 For the charged species, non polarizable
parametrization was taken from the CL&P force field39

and used as a starting point to build the polarizable mod-
els, whereas for the neutral molecules a non polarizable
model had to be built before introducing polarization ef-
fects (see Supporting Information for all the details).

The simulation procedure was the same for all systems.
Initial configurations were built using PACKMOL40 and
fftool,41 and force field files for OpenMM were created
with pol_openmm.42 The systems underwent a 10 ns equi-
libration in the NpT ensemble, followed by another 5 ns
equilibration in the NVT ensemble. Finally, 50 ns pro-
duction runs in the NVT ensemble were carried out us-
ing a timestep of 1 fs. Three independent replicas were
simulated for each system, starting from different config-
urations, in order to adequately sample the phase space.
The reported properties were calculated as averages over
these replicas. During production runs, positions of all
particles were recorded every 0.5 ps, while the electric
current vector was recorded at every timestep. For all
simulations, temperature was kept at a constant value
of 298.15 K by means of a temperature grouped Nose-
Hoover thermostat,43,44 whereas in the NpT simulations,
pressure was held at 1 atm by means of a Monte Carlo
barostat.45,46 More details on the simulation setup can
be found in the Supporting Information.
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B. DFT calculations

Density functional theory calculations at B3LYP/6-
311++G(d,p) level were used to quantify the probability
of the proton transfer reactions. Representative
molecular pairs were extracted from the classical MD
simulations, and the energy profile was calculated. This
was done by gradually increasing the donor-proton
distance while allowing the rest of the structure to relax
at each step.47 The effect of the medium was taken into
account through a mean field approach (see Supporting
Information for more details).

Once the energy profile along the reaction coordinate
was calculated, in order to estimate the reaction proba-
bility we followed the approach that Jacobi and cowork-
ers previously used for the 1-methylimidazolium acetate
IL.47 The normalized Maxwell-Boltzmann kinetic energy
distribution for the protonated molecule is given by

f(Ek) = β2Eke
−βEk (1)

where Ek is the kinetic energy, and β = (kBT )
−1, with T

absolute temperature and kB Boltzmann’s constant. The
reaction probability was then given by the probability
that a molecule reaches a kinetic energy higher than the
energy barrier

p =

∫ ∞

∆E

f(Ek)dEk (2)

where ∆E is the height of the energy barrier in the di-
rection of the reaction. The above equation can be inte-
grated directly to yield the following probability

p = (1 + β∆E) e−β∆E (3)

C. Neural network force field simulations

The NNFF simulations were carried out using the most
recent version of the NeuralIL force field.48 The NNFF
was developed using configurations extracted from po-
larizable MD simulations with a reduced set of molecules
(7 ion pairs and 5 neutral molecules). DFT calculations
using GPAW49 with the vdW-DF exchange and correla-
tion functional50 and double zeta polarized basis set were
carried out to obtain the energies and forces of 500 con-
figurations extracted from polarizable MD. These data
were used to train a first-generation NN which was used
to perform short simulations (250 fs). From these new
simulations other 500 configurations were extracted and
their energy and forces calculated using DFT. Finally,
with a total of 1000 configurations a second generation
NN was trained, which was the one used for the produc-
tion simulations. Note that this process does not intro-
duce any bias towards proton transfers. However, it was
found that proton transfer was explored by the NN in

the second training batch, as it can be seen in Fig. S4 of
the SI.

The production simulations were performed on larger
systems using JAX MD51 in the NVT ensemble for 500
ps at 448K using a Nosé-Hoover thermostat.52 The initial
configurations were generated using polarizable MD in
the NpT ensemble, and consisted of 90 ion pairs and 10
neutral molecules (either EIM or HTFSI). To analyze
proton transfer during the simulations, cage correlation
functions (CACFs) between hydrogen and donor atoms
were computed. These functions are given by

cij(t) =
⟨θij(t) · θij(0)⟩

⟨θ2ij⟩
, (4)

where θij takes a value of 1 if the distance between the
two particles is less than a given cutoff r0 and 0 other-
wise. The cutoff distances were selected based on coor-
dination distances, since they can be interpreted as the
equilibrium distances for a given bond.

III. RESULTS AND DISCUSSION

A. Polarizable classical MD simulations

We considered two systems, the first one purely ionic,
consisting of a 1:1 ratio of [HEIM]+ cations and [TFSI]–

anions, the second one a 50% ionic system, formed by
a 1:1:1:1 ratio of cations, anions and neutral [EIM] and
[HTFSI] species. It should be noted that experimentally
the high acidity of the proton in [HTFSI] causes it to
fully ionize by transferring its proton to [EIM].53 Be-
cause of this, the pure ionic system is the one that better
represents the experimental conditions, while the 50%
ionic one is used solely to gain access to the coordination
between both charged and neutral species. Therefore,
the calculated properties of the 50% ionic system should
not be compared with experiments, even though some of
the structural features discussed below could be achieved
experimentally by adding an excess of either [EIM] or
[HTFSI] to the pure IL.

1. Force field validation

Since the main advantage of polarizable force fields
over their non-polarizable counterparts is the accurate
prediction of dynamic properties,54 we validate our
model for pure [HEIM] [TFSI] by computing viscosity,
electric conductivity and ion diffusion coefficients. De-
tails on the calculations can be found in the Supporting
Information. The results are reported in Table I,
together with the calculated density.

In the case of density, a very good agreement is ob-
tained between simulation and experiment, with a rel-
ative error of −0.28 %. For dynamic properties, the
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Simulation Exp

ρ / g cm−3 1.5685(25) 1.572955

η / Pa s 0.0583(16) 0.038856

σ / S m−1

0.270(18)† 0.368(15)55

0.279(43)‡ 0.425(43)57

0.549(22)§ 0.244(11)58

Dcat / 10−11 m2 s−1 1.84(10) 2.51(83)58

Dan / 10−11 m2 s−1 1.68(10) -

TABLE I. Calculated density (ρ), viscosity (η), electric con-
ductivity (σ) and diffusion coefficients (D) of pure [HEIM]
[TFSI], compared to experimental values from the literature.
The values are averaged between the three replicas, while the
uncertainty is estimated from the standard deviation between
replicas. Diffusion coefficients and Nernst-Einstein conduc-
tivities include the Yeh-Hummer correction.59,60 Conductivi-
ties are calculated using the Green-Kubo61 (†), the Einstein-
Helfhand62,63 (‡) and the Nernst-Einstein64 (§) methods, re-
spectively.

agreement is lower, but in all cases the same order of
magnitude is obtained. In general, the predicted dy-
namics seem to be slightly slower than the experimental
one, as evidenced by the higher computational viscosity
and the lower diffusion coefficients and electric conduc-
tivity. Regarding the latter, three different methods have
been used to compute it: the Einstein-Helfhand (EH), the
Green-Kubo (GK) and the approximate Nernst-Einstein
(NE) methods (see Supporting Information for the de-
tails). The comparison between the EH and GK cal-
culations with the approximate NE relation reveals that
anion-cation correlations within the liquid contribute sig-
nificantly to the electric conductivity, lowering its value
by approximately a factor of two when compared with
the ideal (NE) case. Finally, it is interesting to remark
that the obtained GK and EH values are in good agree-
ment with each other, up to statistical uncertainty. When
neutral [EIM] and [HTFSI] are added, both viscosity and
density decrease, while diffusion coefficients and conduc-
tivity increase (see Supporting Information). This is ex-
pected as charged species are substituted with their neu-
tral counterparts, and the system becomes less bound
via Coulomb interactions, which should lead to faster
dynamics. In conclusion, the predicted dynamic prop-
erties are in good agreement with the experiments, and
the changes induced by the addition of neutral molecules
are in line with expectations. Therefore, the developed
force field was deemed to be suitable for modelling the
behaviour of these mixtures.
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FIG. 2. RDFs between characteristic atoms of each molecule.
The atom labels are given in Fig. 1, and we refer to [HEIM]+

as HC+, [EIM] as C, [HTFSI] as HA and [TFSI]– as A−,
respectively. The inset in the top panel displays the coordi-
nation numbers of anion atoms around the reference atom.

2. Structural organization of the liquid

In order to study the structure of the system, we
calculated radial distribution functions (RDFs), between
representative atoms of each species for both the pure
ionic and 50% ionic systems.

The RDFs corresponding to the cation-anion interac-
tion are shown in Fig. 2 (top) and in Fig. S8 of the
Supporting Information. The coordination structure re-
mains mostly unchanged when neutral species are added
to the system since no changes in the main coordination
distances are observed. In particular, the donor nitrogen
atom of [HEIM]+ has a greater affinity for the oxygen
atoms of [TFSI]– than for the nitrogen atom. Moreover,
as it can be seen in the inset of Fig. 2(top), the coordi-
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FIG. 3. Combined distribution functions between the donor-acceptor distance (x-axis) and the donor-hydrogen-acceptor angle
(y-axis) for different molecules and sites, as well as representative molecular pairs taken from the MD simulation. The colormap
reflects the occurrence probability. The donor-acceptor pairs are: a) N+

3 atom in [HEIM]+ and N− in [TFSI]– , b) N+
3 atom in

[HEIM]+ and O− atoms in [TFSI]– , c) N0 in [HTFSI] and N0
3 atom in [EIM], d) N+

3 atom in [HEIM]+ and N0
3 atom in [EIM],

e) N0 in [HTFSI] and O− in [TFSI]– , f) N0 in [HTFSI] and N− in [TFSI]– . The selected atoms are circled in red for ease of
viewing.

nation between the cation and the O atoms in [TFSI]–

is one-to-one (i.e the [TFSI]– coordinates the cation in
a monodentate way), since at the coordination distance
the CN is less than one in both cases.

In Fig. 2 (bottom), the RDFs involving atoms of
the neutral molecules are displayed. Concerning [EIM]
molecules, their nitrogen atoms, N C

3 , have strong
affinities for the donor nitrogen atoms of both [HEIM]+

cations and [HTFSI] molecules, hinting at the possible
formation of hydrogen bonds between these species.
Regarding the coordination between [HTFSI] and
[TFSI]– , the nitrogen atom in the neutral species, NHA,
shows very different coordinations with the oxygen and
nitrogen atoms of the anion. In the case of oxygen
atoms, a short range of coordination distances are
found, while in the case of the nitrogen atom, a wider

range is observed. This suggests that the most probable
coordination is with O atoms, and that the broad
distribution in the NHC+

3 - NC
3 RDF corresponds to said

coordinations viewed from the reference N atom, as will
be further discussed later.

To further investigate the different coordination envi-
ronments of hydrogen atoms, combined distribution func-
tions (CDFs) between the donor - acceptor atoms dis-
tance (x-axis) and the donor-hydrogen-acceptor angle (y-
axis) were calculated from the simulation of the 50% ionic
system. The results are shown in Fig. 3, along with rep-
resentative MD snapshots of each molecular pair consid-
ered. For the cation-anion interaction (Figs. 3a and 3b),
the donor atom of [HEIM]+ forms a hydrogen bond with
an oxygen atom of [TFSI]– , as also shown in the snap-
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shot. However, that hydrogen bond is not formed with
the nitrogen atom of the anion, which is the reason for
the larger coordination distances observed in the RDF of
Fig. 2. These two coordination modes can be analyzed in
conjunction with previous experimental findings. Hoar-
frost and coworkers35 found through NMR spectroscopy
that no proton conduction occurs in the pure IL. This is
consistent with our simulations which do not show a N-
H-N hydrogen bond between cations and anions, which
could lead to the formation of a pair of neutral molecules
and thus contribute to proton conduction. Furthermore,
it must be the case that the N-H-O hydrogen bond found
in the simulations does not lead to proton transfer, since
that would also induce proton conduction.

The structure of [HTFSI] and [EIM] (Fig. 3c) is also
revealing of the experimental properties of the pure liq-
uid. A hydrogen bond is formed between the two species,
in contrast with Fig. 3a, where the proton is bound to
the cation. This hydrogen bond allows for the ionization
of a pair of neutral molecules into a cation-anion pair,
as will be discussed later. This is again consistent with
experimental findings, which indicate that stequiometric
amounts of [EIM] and [HTFSI] ionize each other.53

Regarding the [HEIM]+-[EIM] pair, Fig. 3d shows
that they form a hydrogen bond, which should enable
proton conduction, as observed experimentally when an
excess of deprotonated cations are added to the pure
IL.35 Finally, two different coordination modes can be
found between [HTFSI] and [TFSI]– . The first one,
in Fig. 3e, shows a shorter coordination distance, as
found in the RDF of Fig. 2, and it corresponds to
the formation of a hydrogen bond between an oxygen
atom in the anion and the nitrogen atom in the neutral
molecule. On the other hand, the coordination displayed
in Fig. 3f is more interesting, and reveals a proton
bridge structure between the two moieties, in a wide
range of distances between donor and acceptor. Both
these coordinations were found in a study by Munson
and coworkers using NMR spectroscopy in conjunction
with ab initio calculations.65 Of the two structures,
the proton bridge stands out, as it could enable proton
transfer between the two species when an excess of
[HTFSI] is added to the pure IL. However, the proton
bridge structure is the least common of the two, since
the high probability region in Fig. 3f corresponds to the
N-N distance for the other dimer. The N-N coordination
distance for the proton bridge structure was found to be
around 2.7 Å by inspecting the MD snapshots. From
the RDF of Fig. 2b, it can be seen that, even though
the probability of such a coordination is not zero, it is
very low compared to the N-H-O hydrogen bond.

B. DFT proton transfer barriers

As discussed earlier, the existence of hydrogen bonds
between different moieties in the system hints at the pos-
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FIG. 4. Energy profiles for the different proton transfer re-
actions, as well as the calculated jumping probabilities. a:
[HEIM]+ + [EIM] −−⇀↽−− [EIM] + [HEIM]+, b: [HTFSI] +
[TFSI]– −−⇀↽−− [TFSI]– + [HTFSI], c: [HEIM]+ + [TFSI]– −−⇀↽−−
[EIM] + [HTFSI].

sibility of proton transfer between those species. The
corresponding calculated energy profiles, as well as the
probabilities for the forward and backward reactions, are
shown in Fig. 4. Panel 4a refers to the proton trans-
fer from [HEIM]+ to [EIM]. Symmetrical energy profiles
are found for the forward and backward reactions, since
the reactants and the products are the same. The reac-
tion probabilities have values around 20%, showing that
the proton transfer mechanism between these molecules
is indeed possible. In Fig. 4b the energy profile for
the proton transfer between [TFSI]– and [HTFSI] in the
bridged structure (see snapshot of Fig. 3f) is reported.
The proton transfer is possible, albeit with lower prob-
abilities than for [HEIM]+/[EIM]. This, together with
the scarcity of the proton bridge structure, could explain
why the contribution of hopping to proton conduction is
greater when adding [EIM] than when adding [HTFSI].35
Interestingly, the barrier heights are not symmetric for
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the reactions, reflected by the unequal forward and back-
ward reaction probabilities. This is due to the fact that
the reaction involves two conformational isomers, as seen
in the snapshot of Fig. 3f, i.e the proton transfer takes
place between a cis-trans pair of anions. Therefore, the
energy difference between the two minima can be under-
stood in terms of the different bonding energies of the
proton to each of the isomers.

Finally, in Fig. 4c the energy barrier for the transfer-
ence of a proton from [HEIM]+ to [TFSI]– is represented.
Only one minimum is found, corresponding to the ionized
state, meaning that the product state is not stable. This
is consistent both with the coordination between the two
ions, which does not involve a hydrogen bond, and with
the coordination between neutral [EIM] and [HTFSI],
which does. Indeed, the calculated energy profile sug-
gests that as soon as a hydrogen bond is formed between
the neutral molecules, a proton transfer reaction happens
and leads to the formation of a cation-anion pair, which
is no longer hydrogen bonded, and thus the backward re-
action is not possible. Thus, mixing neutral molecules in
equal amounts will result in a pure IL where no proton
transfers take place, as previously mentioned.

C. Neural network force field simulations

NNFF simulations were performed for two systems,
containing an excess of EIM or HTFSI, respectively. To
study the proton transfer mechanism, we started by in-
vestigating the structure between moieties in these new
simulations. In Fig. 5 (top) the RDF between mobile hy-
drogen atoms and donor/acceptor nitrogen atoms is rep-
resented. A sharp peak at a distance around 1 Å, which
corresponds the hydrogen being covalently bound to the
reference atom, can be seen for both systems. Moreover,
a secondary coordination distance around 1.5 Å is ob-
served when adding extra [EIM], which, as will be shown
later, corresponds to the proton having jumped from the
neutral molecule to the cation. For an excess of [HTFSI],
a much broader distribution of distances can be observed,
ranging from 2 to 5 Å.

To further analyze this difference, RDFs between donor
and acceptor sites are displayed in Fig. 5 (bottom). Here
a stark contrast between the two systems is observed. In
the case of the addition of [EIM], a clear coordination
distance of 3 Å can be observed, which agrees with the
results of the polarizable simulations (Figs. 2 (bottom)
and 3d). It corresponds to a N-H-N hydrogen bond be-
tween a [HEIM]+ cation and a [EIM] molecule. On the
contrary, when adding an excess of [HTFSI], the coordi-
nation distances between anions and [HTFSI] are much
broader and take larger values, with no traces of short
coordination distances, again following the same tenden-
cies seen in the classical MD simulations. The fact that
the shortest coordination distances start at 3 Å signals
that all [TFSI]– -[HTFSI] dimers adopt the configuration
shown in Fig. 3e, rather than the bridge structure de-
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FIG. 5. RDFs between donor/acceptor nitrogen sites (NHC+

3

and NC
3 atoms) and hydrogen atoms (top), and between donor

and acceptor sites (bottom) obtained from the NNFF simu-
lations.

picted in Fig. 3f and which exhibits a coordination dis-
tance of 2.7 Å. Thus, between these species a O-H-N hy-
drogen bond is formed, rather than a N-H-N bond leading
to the bridge structure, and therefore no proton transfer
reaction is expected to take place.

In Fig. 6 we represent the CACFs between hydrogen
and donor atoms for the system with an excess of [EIM]
and for a variety of cutoff distances. These range from
1.3 Å, the coordination distance seen in the RDFs, to
slightly larger distances as 1.5 and 2.0 Å. From the cor-
relation functions, it is clear that proton transfer occurs
in the system, since the decrease of the CACF for long
times indicates that some of the hydrogen atoms left the
N atom to which they were originally bonded. Moreover,
two different processes can be clearly appreciated. For
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FIG. 6. Cage correlation functions for the hydrogen - donor
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short times, the choice of cutoff distance noticeably
alters the behaviour of the CACF, whereas for large
times, the three curves collapse into one, independently
of r0. The first regime corresponds to the proton hop-
ping back and forth between donor and acceptor, and
thus it is sensible to the exact definition of the bound
state, while the long time limit can be interpreted as the
proton having jumped from the donor to the acceptor,
and then for both molecules to have diffused apart. This
is to be expected, since once a noticeable number of the
molecular pairs have been broken, the specific definition
of the bound state will no longer be relevant. As such,
the CACFs show evidence for proton diffusion in the
[HEIM][TFSI]+ [EIM] system. However, when analyzing
the trajectories for the [HEIM][TFSI]+ [HTFSI] system,
no proton jumps were found to take place, consistently
with the absence of the proton bridge structure.

To gain some insight as to why no proton diffusion
is found in the presence of an excess of [HTFSI], even
though the potential energy profiles in Fig. 4 show that it
should be possible, energy barriers for the proton trans-
fer reactions were determined from the NNFF simula-
tions. To do so we define a reaction coordinate given by
ξ = ra − rd, where ra(rd) is the distance between the ac-
ceptor (donor) and the hydrogen atom, projected into the
axis that connects the donor and the acceptor (see Fig.
S9). Then, the probability that a given donor-acceptor
pair has a certain value of this reaction coordinate, p(ξ),
is computed from the simulation. Finally, the potential
of mean force (PMF), ∆E(ξ), can be computed as a func-
tion of the reaction coordinate as
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FIG. 7. Potential of mean force and energy profiles obtained
from the NNFF simulations and DFT calculations, respec-
tively, for the proton transfer reaction between [EIM] and
[HEIM]+ (top) and [TFSI]– and [HTFSI] (bottom). The en-
ergy origins for each curve were chosen as that of their respec-
tive minima.

∆E(ξ) = −kBT log p(ξ) (5)

Additional details about the calculation of the PMF
can be found in the SI. The results are shown in Fig. 7,
along with the energy barriers obtained from DFT cal-
culations, expressed in terms of the new reaction coordi-
nate. In the case of excess [EIM], three energy minima,
corresponding to stable configurations, can be seen in the
PMF. The ones at ξ = ±2.75 Å (labeled A±) correspond
to a [HEIM]+ - [EIM] pair that are adjacent to one an-
other but where the coordination is not yet optimal for
a proton transfer reaction to take place. This state is
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separated by a large energy barrier of ∼ 4 kcal/mol (cor-
responding to ∼ 2.4 kBT at room temperature) from the
most stable configuration, with a value of the reaction
coordinate of ±0.5 (labeled C±). This corresponds to a
configuration like the one represented in Fig. 3d, where
the proton is shared between the two nitrogen atoms, al-
though it is closer to one than to the other. Between
these two states, an intermediate configuration is found
(B±), which could correspond to rearrangements of the
N-H-N angle as the two molecules get closer to one an-
other.

The most stable configuration C± has the same values
of the reaction coordinate as the energy minima of the
energy barriers shown in Fig. 4. This energy was chosen
as a common origin for both the PMF and the energy
barriers computed through DFT. Both calculations are
in excellent agreement with one another, for the location
of the minima as well as the width of the proton transfer
barrier, although a difference in the height between the
NNFF estimate and the one obtained with DFT. This is
possibly due to the fact that DFT calculations account
for the effect of the environment through a mean field
approach, whereas in the NNFF simulations it is done
explicitly.

In summary, the mechanism for proton diffusion for
the case of excess [EIM] is the following: Once an ad-
jacent donor-acceptor pair overcomes the energy barrier
between the A± and C± states, they become coordinated
and a process begins where the proton hops between the
two molecules, transitioning back and forth between the
C+ and C− states. At last, if the large barrier is over-
come again, it becomes possible for the two molecules to
diffuse apart, once the proton has been transferred. A
summary of the reaction is shown in Fig. S10 of the SI,
as well as a video of the MD simulation.

The case of excess [HTFSI], shown in Fig. 7 (bottom),
reveals a similar picture, but with a key difference.
Indeed, the PMF displays a single stable state for high
reaction coordinates. Moreover, a large energy barrier is
found between this stable state and the configurations
explored with DFT. This is due to the fact that, as
previously mentioned, no proton bridge structures like
the one depicted in Fig. 4f are formed in these simula-
tions, and instead a N-H-O hydrogen bond is formed.
The energy barrier in the PMF represents the energy
cost associated with shift from such a configuration
to the N-H-N bridge structure, which seems to be
very large. This is in agreement with the polarizable
MD simulations, where such structures were rare, and
explains why no proton jumps are observed even though
the barrier for the proton transfer is relatively small
(since even if that is the case, the configuration needed
for this reaction is not easily reachable).

Therefore, the NNFF simulations, along with the re-
sults presented in the previous section, reveal that the na-
ture of proton transport in the studied systems depends
upon two key factors. From one side, the energy barriers

of the proton transfer reactions determine whether or not
a proton hop can take place once the involved molecules
are coordinated and are forming a hydrogen bond. On
the other hand, reaching a suitable coordination environ-
ment is also important, since the corresponding kinetic
barriers were found to be higher than those for the proton
transfer reaction.

IV. CONCLUSIONS

In this work, the proton transfer mechanism in
1-ethylimidazolium bis(trifluoromethylsulfonyl)imide IL
was studied by means of polarizable MD simulations,
quantum mechanical DFT calculations and NNFF MD
simulations.

The polarizable CL&Pol force field was extended to de-
scribe the pure IL, protonated anions and deprotonated
cations. MD simulations of both pure and 50% ionic sys-
tems were carried out, revealing the formation of a strong
hydrogen bond between [EIM] and [HTFSI]. This re-
flects the tendency of neutral species to ionize each other
to form a cation-anion pair. Moreover, hydrogen bonds
between [EIM] and [HEIM]+ were found, as well N-H-N
bond between [HTFSI] and [TFSI]– (even if less proba-
ble), which could enable proton transfer when an excess
of either neutral species is added to the pure IL.

The analysis of the proton transfer through DFT cal-
culations confirmed that two neutral species undergo ir-
reversible ionization when coming in contact, while the
formation of [EIM]-[HEIM]+ or [TFSI]– -[HTFSI] dimers
can lead to a proton transfer reaction. Such a transfer is
more likely to happen in the excess of [EIM] with energy
barriers of 1.5 and 3 kcal/mol, respectively. To study the
proton transfer in mixtures of pure IL with an excess of
one of the neutral species, a NNFF was developed. Our
simulations reveal that proton transfer indeed takes place
within the IL + [EIM] mixture, while no jumps were de-
tected when [HTFSI] is added. This discrepancy was
resolved through the analysis of the PMFs. For a proton
transfer to take place, the involved molecules must over-
come an energy barrier to form a dimer. This is possible
in the case of the [HEIM]+-[EIM] pair, requiring a barrier
of only 4 kcal/mol, but not for [HTFSI]-[TFSI]– , where
the barrier reaches 9 kcal/mol.

In conclusion, this study shows that the proton transfer
mechanism is driven by two key metrics. On the one
hand, the height of the proton transfer barrier between
one molecule to another determines if a proton jump is
possible once the donor and the acceptor are coordinated
and form a dimer. On the other hand, the coordination
barrier that the molecules must overcome to form such
dimer is also of great importance, since it can prevent
otherwise possible proton transfers. These barriers can
be accurately captured with NNFF simulations, which
achieve the same level of accuracy as DFT results.

Finally, while the developed polarizable force field by
its nature cannot take into account proton exchange, it
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allows for simulating much larger sizes and time scales
than the NNFF. In the future these classical MD simula-
tions could be improved by incorporating proton trans-
fer events, based on DFT reaction probabilities, such as
protex.33 This could allow access to rare configurations
that are not explored during the NNFF simulations, such
as the [HTFSI]-[TFSI]– proton bridge structure, which
will be investigated in upcoming works.
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