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Abstract: We investigate nitrogen substitution defects, also known as P1 centers, in type 1b
diamonds as a source of electron spin polarization that is readily transferred to *C nuclear spins
within the diamond matrix at 14 Tesla by dynamic nuclear polarization (DNP) at room temperature
down to 35 K. The goal was to obtain a quantitative model for clustered P1 centers in diamonds
generated under high pressure and high temperature (HPHT). The study relied on frequency-
stepped measurements of DNP profiles under magic angle spinning (MAS) using the mm-wave
output of a frequency-tunable gyrotron and a regular superconducting NMR magnet set at a single
field. The gyrotron output frequency was controlled via the temperature of the gyrotron cavity
over 260 MHz centered around 395.3 GHz and had an output power of ~1 W across this range.
We observe 3C on/off signal enhancements of up to 700-fold at room temperature under MAS
and in static mode, and 130-fold between 35K and 100 K. Modeling of the experimental results
revealed the dominant role of P1 clusters harboring inter-P1 dipolar and exchange couplings
exceeding 100 MHz in achieving effective 3C DNP at 14.1 T. Clustered P1 centers may be of great
utility in generating highly enhanced *C NMR signal in high-pressure high-temperature diamond
as a source of contrast for NMR and MRI applications, or a major decoherence source in quantum
sensing applications.

Introduction

The inherently low sensitivity of nuclear magnetic resonance (NMR) can be increased by several orders of
magnitude by polarizing nuclear spins above thermal equilibrium using dynamic nuclear polarization
(DNP).! This boost in sensitivity allows for the detection of dilute or low population species that would
otherwise be well below the limits of standard solid state (SS)-NMR,%* and magnetic resonance imaging
(MRI).* DNP can also be used indirectly to increase the sensitivity of quantum sensing via 3*C NMR
magnetometry.® In addition, enhancing the bulk nuclear spin hyperpolarization in an inert material is of
great interest, owing to the potential for achieving long spin relaxation lifetimes and decoherence times,
for quantum information storage,® quantum sensing,”%° or as a source of strong NMR signals or high MRI
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contrast.!! DNP is a highly promising approach to achieve bulk nuclear spin polarization using intrinsic
paramagnetic defects in materials, but the selection or design criteria of defects for achieving high DNP
efficiency is rarely discussed.

The DNP method consists of transferring the high polarization of unpaired electron spins of a polarizing
agent (PA) to the surrounding nuclear spins by means of millimeter-wave (mm-wave) irradiation at a
precise frequency that is determined by the PA, the magnetic field, and the nature of the nuclear spins to
be hyperpolarized.'?> Tremendous efforts have been put into the development of PAs for MAS-DNP with
high fidelity and desirable properties, but the majority of currently used PAs belong to a surprisingly
narrow selection of biradical archetypes consisting of a pair of nitroxides!® or of a nitroxide and a narrow-
line radical such as trityl.}* On the one hand, these existing biradical PAs enabled transformative NMR and
MRI studies.>™” On the other hand, these molecular PAs can be less effective for generating high bulk
nuclear spin polarization at high magnetic fields exceeding 14 T*® and at room temperature (RT),%° and may
not offer inert materials property to withstand desirable conditions that may be highly reducing or
oxidizing.

We turn our attention to paramagnetic centers in diamonds, given their prominence in being utilized as
sensors and probes?>?! through synthesis, surface modification, functionalization, and other material
preparation techniques.?*% These paramagnetic centers have been used for quantum sensing or DNP
under many experimental conditions, typically at magnetic fields ranging from tens of mT to 7 T.2433
Negatively charged nitrogen-vacancy defects (NV') can be optically pumped at RT and the electron spin
polarization subsequently transferred to the surrounding 3C spins by DNP at low magnetic fields.?®> The
resulting hyperpolarized 3C spins have been utilized as qubits for quantum sensing?* and quantum
information processing.3* Hyperpolarization of 3C spins in nanodiamonds has also been performed at
liquid helium temperatures,? employing these nanodiamonds as tracers for magnetic resonance imaging
(MRI).1t Bretschneider et al. reported 3C DNP enhancements of up to ~300-fold and ~150-fold at 100 K
and RT, respectively, using nitrogen defects at a magnetic field of 9.4 T under MAS (referred to as P1 centers,
see Figure 1a) in micrometer-size diamonds, with DNP transfer achieved using a 10 W gyrotron.?*?® Palani
et al. recently showed that the MAS-DNP enhancement at RT and 9.4 T was improved by moderate
spinning and reached saturation using only a few watts of microwave power.® Kato et al. have reported
the use of surface electron spins of nanodiamonds as PAs for MAS-DNP at ultra-low temperature (ULT)
down to 30 K, and demonstrated their potential for boosting multidimensional NMR for biomolecular
studies. Paramagnetic centers in diamond represent a versatile and promising substrate for DNP3® with the
potential of reaching high signal enhancements at RT while requiring weaker microwave power than
conventional MAS-DNP.

Microdiamonds have been used in a number of studies of static DNP at moderate magnetic field (3—7 T).2%~

33 Nevzorov et al. obtained enhancements up to 1000-fold under static DNP in a high-pressure high-
temperature (HPHT) diamond single crystal using a 50 W klystron as the microwave source and using a
high-Q EPR resonator at 7 T and RT.32 The high resulting B field of 30 MHz was able to efficiently drive
solid effect (SE) transitions. The SE is distinct in its properties and performance from the cross effect (CE)
DNP that typically drives *C hyperpolarization in HPHT diamonds at high magnetic fields.?*?® Shimon et al.
showed that 3C-DNP from P1 centers could reach high enhancements at moderate magnetic fields (3.4
and 7 T) and RT in static conditions using solid-state microwave sources outputting hundreds of mW.2%%
Von Witte et al. recently studied the temperature dependence of static DNP at the same fields (3.4 and 7
T) and with similar microwave powers, from 1.7 K to RT and obtained high enhancement across the whole
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temperature range.! Paramagnetic defects in diamond are known to be distributed non-uniformly, as
evidenced for example by Panich et al’s NMR relaxation measurements®-3® and Shames et al’s half-field
EPR measurements.?® Bussandri et al. demonstrated that a large fraction of P1 centers were present as
clusters using DNP at 7 T and RT and pulsed EPR at 8 T.2° Similar conclusions were reached by Nir-Arad et
al. using DNP, pulsed EPR, and electron-electron double resonance at 7 and 14 T, on a diamond single
crystal.3! However, there are limited studies investigating the spatial distribution and couplings of P1
centers in diamond that critically affect their utility as PAs for DNP at a high magnetic field of 14 T.3%4°
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Figure 1: a. Scheme of a microdiamond including P1 clusters and isolated P1 centers. The inset shows the crystal
structure of a P1 center with the location of the paramagnetic spin-% electron. b. Diagram of the experimental
setup. c,d. Picture of the console of the gyrotron and the gyrotron itself, respectively.

In the present work, we investigate the 3C-DNP performance of P1 centers in HPHT microdiamonds at
14.1 T across a wide range of experimental conditions, from RT to ULT, under MAS and in static mode. We
used a low power gyrotron with tunable frequency, which lifts the necessity for a variable-field magnet to
measure the DNP profile, i.e., DNP enhancement as a function of mm-wave frequency (referring to the
electromagnetic waves generated by the gyrotron with mm wavelengths, not microwaves, at frequencies
exceeding 300 GHz). Frequency-tunable gyrotrons have already been used for MAS-DNP by several groups;
Fujiwara, Matsuki and coworkers tuned the frequency of their gyrotron via its magnetic field for MAS-DNP
at 14.1 T,**2 and Barnes and coworkers via the anode voltage for MAS-DNP at 7 T.**** Both these
approaches allow for a large tuning range but result in a highly variable power across the tuning range.
Here, we tune the frequency via the temperature of the cavity, which results in a more even power across
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the different frequencies, hence allowing for the measurement of DNP enhancement as a function of mm-
wave frequency to obtain a DNP frequency profile. The gyrotron output is connected to the DNP probe via
a corrugated waveguide as in most conventional MAS-DNP setups. This strategy has also been used in the
context of liquid-state Overhauser DNP by Prisner and coworkers* and by Bennati and coworkers.*

We used the same microdiamond sample by Element 6 as in Ref. 3, which has a nitrogen concentration of
110-130 ppm and a particle size of 15-25 um. A spin counting experiment at X-band showed a P1
concentration of 70 ppm (corresponding to 20 mM inside the microdiamond). Despite the relatively low
mm-wave power of ~¥1 W at the gyrotron output in the current iteration of the gyrotron tube, we obtained
13C on/off enhancements exceeding ~700 at RT and >100 at ULT. Comparison between experimental and
simulated DNP profiles show that the clustering of P1 centers is at the origin of the efficient DNP observed
here.

Results and discussion

DNP hardware and operation

The DNP system consists of a JEOL 600 MHz wide-bore magnet at 14.1 T, a helium gas heat exchanger
using three cryocoolers, a cold He gas manifold, a MAS NMR probe for DNP experiments under ULT
conditions, as described by Li et al,*” and a frequency-tunable gyrotron, as described in more detail below
(see Figure 1b-d). The probe is cooled by cold He gas flow that also drives bearing and spinning for MAS
operation, which is cooled by a heat exchanger located next to the magnet. The exhaust He gas is
recirculated into the heat exchanger in a closed cycle. The probe is equipped with a top-loading station
that allows for sample exchange without warming up and removing the probe, even during operations at
cold temperatures. To perform DNP experiments at ULT, the heat exchanger is cooled one day prior to
commencing experiments. Cooling the NMR probe starting at RT using the closed-cycle helium MAS
system connected to the heat exchanger takes about 2 hours. Sample insertion or exchange using the top-
loading system is done in 15 minutes. Turning on the gyrotron and stabilizing its cavity temperature takes
about 1 hour before starting experiments. Each DNP profile point requires about 8 minutes: 5 minutes for
temperature stabilization of the gyrotron cavity and 3 minutes for NMR spectrum acquisition. The use of
a variable-frequency gyrotron rather than variable-field magnetic field (as in conventional MAS-DNP
setups) removes the need to retune the probe at each frequency, allowing for seamless frequency stepping
and DNP profile capture. Still, the acquisition of a full DNP profile with this setup takes one workday given
the total overhead time required for each frequency, with a typical frequency step size of 10 MHz to
resolve the fine features of the experimental DNP profile.

Frequency-tunable gyrotron

The gyrotron uses second harmonic generation with a magnetic field of 7 T. The frequency of the gyrotron
is tuned by adjusting the cavity temperature within a range of 10°C to 67.5°C via the cavity coolant. The
optimal mm-wave frequency and power is achieved by optimizing a combination of gyrotron parameters,
including the beam voltage, beam current, and the main (superconducting magnet) and the gun trim
magnetic field values. Figure 2 shows the measured output power and frequency as a function of the cavity
coolant temperature for a cathode voltage of 23.6 kV and a fixed magnetic field. Varying the cavity
temperature between 10°C to 67.5°C, a smooth frequency tuning range of 260 MHz from 395.15 GHz to
395.41 GHz was achieved, corresponding to a rate of ~5 MHz/°C, while maintaining the output power
between 0.8 and 1.2 W (note that the highest frequency points are missing on Figure 2 but are reported
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in more detail in Figure S2). A broader frequency tuning range of about 800 MHz can be attained by
lowering the cathode voltage, but this significantly reduces the achievable mm-wave power, down to
about 0.2 W.
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Figure 2: a. mm-wave frequency and b. power were measured while varying the cavity coolant temperature, keeping
all other parameters constant. mm-wave power was recorded directly 1 m from the gyrotron cavity output. mm-
wave frequency was measured by placing a mirror 1 m away from the gyrotron cavity output, reflecting at a 45° angle,
and positioning the frequency measurement system (FMS) 25.4 cm away from the mirror. The black line is a quadratic
regression of the mm-wave frequency with respect to the cavity coolant temperature (more details in the Supporting
Information).

The relation between the mm-wave frequency and the cavity temperature was found to be approximately
linear (see Figure S2). However, a closer fit is obtained when using a second order polynomial (see Figures
2b and S2). We also observed that the relation between the mm-wave frequency and the cavity
temperature was subject to evolution over time (see Figure S2). In our current setup, the mm-wave
frequency is measured by replacing a section of the waveguide with a mirror to divert the mm-wave beam
to a frequency measurement device (see the Methods section). To ensure a sufficient resolution of the
frequency during the acquisition of DNP profiles, the mm-wave frequency was measured at the beginning
and the end of each DNP profile, and at several intermediate points (typically every 5°C or 25 MHz). The
guadratic fit of Figure 2b was found to predict the frequency of the resulting dataset with a root mean
square error of 2.7 MHz (see Figure S3). While mm-wave frequency fluctuations occur due to sensitivity
to slight changes in proportional-integral-derivative (PID)-controlled parameters, such as beam current
and cavity temperature, the fluctuations are minor and do not distort the broad DNP features discussed
in the later sections. Furthermore, the beam current (and thus indirectly, the output power) was held
stable to about 0.3 % by the PID controller in the gyrotron control system. Details on the instrumentation
setup for mm-wave frequency and power measurements are provided in the Methods section and SI
Section le.

As a comparison, the gyrotron used by Prisner and coworkers for liquid-state Overhauser DNP at 9.4 T
(~260 GHz) outputs microwave at 20 W over 60 MHz, where the frequency is tuned solely via the cavity
temperature.* The gyrotron used by Bennati and coworkers in similar conditions outputs microwaves at
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~10-50 W over a range of 200 MHz and at ~10 W over a range of 500 MHz. Here, the frequency is tuned
by adjusting both the cavity temperature and the cathode voltage.*® In liquid-state Overhauser DNP
experiments, the requirements for the microwaves are slightly different than for solid-state DNP. Indeed,
it is necessary to achieve highly stable microwave frequency as the EPR resonance is narrower than in the
solid state, but the frequency does not need to be stepped as DNP profiles in the liquid state do not usually
bring useful information. The gyrotron used by Barnes and coworkers for MAS-DNP at 7 T (~197 GHz)
allows for a tuning range of 335 MHz but the power varies by an order of magnitude on this range (from
10 to 110 W). In this case, the frequency is controlled with ps time-resolution via the anode voltage of the
gyrotron.*® The gyrotron used by Fujiwara and coworkers for MAS-DNP at 14.1 T outputs mm-wave over a
range of 1 GHz with the frequency being controlled via the gyrotron magnetic field.*! Again, this strategy
results in a strong variation of the power over the tuning range (~9-35 W).

The gyrotron presented in this study outputs mm-waves at 0.8-1.2 W over a range of 260 MHz and to 0.2
W over a range of 800 MHz. Our aim is to increase the frequency tunability to reach the frequency
separation between the DNP optima for AMUpol at 14 T, which is about ~1 GHz.*® The performance and
operation reported in this study is that of the first generation gyrotron tube that was built and adjusted
over time.

DNP measurements

DNP profiles were measured as on/off 3C signal enhancement in the microdiamond as a function of
continuous wave mm-wave irradiation, with the mm-wave frequency stepped between 395.15 and 395.41
GHz at RT, 100 K, and 35 K under MAS at 6 kHz (see Figure 3a). The irradiation time was set to =60 s, and
the delay between scans set to 60 s for both the mm-wave-on and -off experiments. This value of T was
chosen to achieve practical experimental times which allows for a DNP profile of one sample to be acquired
within one day.

At RT under MAS at 6 kHz, the DNP profile of the HPHT diamond displays two distinct features: a positive
enhancement peak at 395.20 GHz and a negative enhancement peak at 395.37 GHz (see Fig. 3a). These
peaks are ~162 MHz apart, which is different from the 3C Larmor frequency of 150.9 MHz at 14.1 T. The
enhancement values at the optima are listed in Table 1 and the enhancement exceeds -710 for the negative
optimum. The DNP profiles measured at 100 K and 35 K (see Fig. 2a) are broader than that at RT, with the
positive and negative enhancement peaks separated by ~215 MHz. Notably, the measured DNP
enhancements at 100 and 35 K are lower than at RT for both the positive and negative optima (see Table
1).

At first sight, the DNP profiles in Fig. 3 have a shape expected for CE or non-resolved SE. An EPR profile at
RT simulated using EasySpin is shown in Fig 3a for comparison as a gray line (see the Methods section for
details on the EPR parameters). The three lines of the EPR spectrum are separated by ~90 MHz, a value
that is distinct from the 3C Larmor frequency (150.9 MHz). This makes the qualitative interpretation of
the DNP mechanism difficult, and we hence will model the DNP profiles next. We note that the features
of the DNP profiles as seen in Figure 3 were observed with other HPHT microdiamonds from different
sources (Hyperion, see Figure S5).
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Figure 3: DNP frequency profiles of Element 6 HPHT microdiamond with a nitrogen concentration of 110-130 ppm.
The figure demonstrates (a) the effect of temperature under MAS and (b) the effect of MAS at RT. The *C DNP
frequency profiles were obtained by measuring signal enhancements after 60 s as a function of irradiation frequency
swept from 395.15 GHz to 395.41 GHz with 0.8-1.2 W output power. The simulated EPR profile (grey) shown in (a)
was simulated based on RT data of a similar diamond taken at 13.8 T (see the Methods section for details).

Table 1: *3C signal enhancement in Element 6 HPHT microdiamond at different temperatures, expressed as on/off
enhancement after t = 60 s of mm-wave irradiation (defined in Eq. 7) for the positive and negative DNP optima
(indicated as + and — lobes, respectively). The RT results are also expressed in terms of absolute enhancement at 60
s and infinity (defined in the Sample and Methods section, Eq. 8).

T(K) DNP lobe Wmw/21 (GHz) Eon/off(60) £(60) £(oo)
298 + 395.199 +560 N.A. N.A.
(static) - 395.360 -624 N.A. N.A.
298 + 395.199 +624 58 255
(MAS) - 395.361 -710 -67 -259
100 + 395.171 +142 N.A. N.A.
- 395.386 -127 N.A. N.A.
3 + 395.171 +134 N.A. N.A.
- 395.386 -117 N.A. N.A.
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As mentioned above, the DNP profiles were acquired with t = 60 s for both mm-wave-off and -on
experiments. This delay is much shorter than the 3C spin-lattice relaxation time (T1) of ~ 10 min (see Sl),
and hence the enhancements reported in Figure 3 correspond to &on/0(60), Which is different from the
absolute enhancement g(60) (see the definitions in Egs. 7 and 8, respectively). We measured both the
nuclear T; and the DNP build-up time constant (Tone) at RT under MAS. This allowed us to determine the
absolute enhancement after 60 s and at infinite time to be about 60 and 250, respectively (see Table 1).
We did not measure the Tone values at lower temperature and hence, cannot report on the absolute
enhancements at ULT. We chose to present all DNP spectra as €on/0t(60) so that they are comparable.

EPR lineshape analysis

The interpretation of the DNP profiles requires a precise knowledge of the EPR line of the PA. In the case
of P1 centers, the EPR line contains three peaks corresponding to the projections of the coupled N
nuclear spin. We have recently shown that a significant portion of P1 spins were clustered giving rise to a
non-vanishing intensity in between the three lines.®° In the same study, we found that the nutation
frequency of these clustered spins was larger than that of isolated spins, giving a clear indication of
exchange coupling or exchange coupling among the clustered spins. Another study published at the same
time on HPHT diamonds also evidenced the presence of P1 clusters with exchange couplings.®! In the latter
study, the P1 EPR line of a single crystal HPHT diamond at 13.8 T was fitted by the sum of three
contributions: isolated P1 spins, dipolar broadened spin, and exchange-coupled spin pairs. The isolated
and dipolar broadened spins were fitted with the same EPR parameters except for the linewidth. The
exchange coupling in the spin pairs was fitted to an approximate value of J/2r = 139 MHz.3!

In all DNP simulations presented in the next sections, we used the EPR parameters reported in Ref. 31: g-
factors g, = 2.00218 and g, = 2.00220; P1-**N hyperfine interaction values A;/2rt = 114.0 MHz and A,/2mt
= 81.3 MHz; ¥*N quadrupolar constant Py/2m = -3.97 MHz; J/2rt = 138.7 MHz for exchange-coupled spins;
Gaussian line broadening of 5, 30 and 17.5 MHz for isolated P1 spins, dipolar-broadened P1 spins and
exchange-coupled P1 pairs, respectively. The relative contributions of the isolated, dipolar-broadened, and
exchange-coupled P1 spins to the overall EPR line are 0.49, 0.38, and 0.13, respectively. The resulting EPR
line is shown as a grey line in Figure 3a (Figure S7 shows the spectral contribution of each population).
Note that the values of the hyperfine and quadrupolar interactions were originally reported from Ref. %°.
We note that in Ref. 3°, we obtained slightly higher values for the P1 g-tensor (g; = 2.00225 and g, = 2.0023)
than those of Ref. 31—we chose the latter values in this study. We made this choice because the values
from Ref. 3! were obtained from experimental data at higher magnetic field than the values in Ref. *° (13.8
compared to 8.2 T), which should lead to a more precise measurement of the g-tensor. This expectation is
further validated with the lower values in Ref. 3! yielding an EPR line that aligns better with our
experimental DNP profiles.

1 electron-1 nucleus and 2 eletron-1 nucleus DNP models

To understand the DNP mechanisms at play in the diamond sample studied here, we first use a simple
analytical model. In this model, the DNP profile corresponding to each mechanism is computed as a
convolution of the EPR line with a function that is specific to each mechanism (see below). The overall
DNP profile is obtained by the weighed sum of the contributions of the different mechanisms. The
comparison between the experimental DNP profiles and the simulation for a particular mechanism was
then used to assess whether the mechanism can describe the experimental data. Similar models have
been presented in previous studies on DNP of microdiamonds by Bretschneider et a/.?® at 3.3 T and 1.65 K
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in static mode, by Shimon et al.?®% and by Bussandri et a/.>° at 3.3 and 7 T at RT in static mode. Using a
similar approach, we show at 14.1 T that DNP mechanisms that rely on one or two electron spins cannot
reproduce any of the DNP spectral features shown in Figure 3, but that DNP mechanisms involving clusters
of strongly coupled spins can.
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Figure 4: Schematic representation of the DNP mechanisms without spectral diffusion. Yellow arrows represent mm-
wave saturation. Black arrows represent spontaneous flip-flops or triple spin flips. Horizontal grey lines on the EPR
spectra and DNP profiles represent the 3C Larmor frequency. a. In OE, a single quantum transition is saturated and
polarization transfers spontaneously to the nuclear spin by a zero (or double) quantum transition, resulting in
negative (or positive) DNP. b. In SE, mm-waves drive a double-quantum (or zero-quantum) transition involving one
nucleus and one electron, resulting in positive (or negative) DNP. c. For CE, mm-waves saturate the single-quantum
transition of electron e;” (or ey), with |wo(*3C)| = |wo(e1’) — wo(ez)|. A triple-spin flip involving two electrons and one
nucleus subsequently flips the nucleus, leading to positive (or negative) DNP. d. tCE is like the CE except that ey
relaxes faster than e;,, which makes it inefficiently saturated by mm-waves, resulting in a DNP profile with a single
lobe. The state labels correspond to e=*3C and e;—e,—3C spins systems in the two and three spin cases, respectively,
with o and B representing the spin being aligned parallel and antiparallel with the magnetic field, respectively. The
transition indicated in the DNP profile correspond to DQ or ZQ saturation (a), DQ or ZQ cross-relaxation (b), and
triple-spin flips (c,d).

https://doi.org/10.26434/chemrxiv-2025-3r9qt ORCID: https://orcid.org/0000-0002-8490-030X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0


https://doi.org/10.26434/chemrxiv-2025-3r9qt
https://orcid.org/0000-0002-8490-030X
https://creativecommons.org/licenses/by-nc-nd/4.0/

We first consider the Overhauser effect (OE) as a possible mechanism. OE is induced by saturating the
allowed single-quantum EPR transition (see Figure 4a). Nuclear polarization subsequently builds up due to
an imbalance between zero-quantum and double-quantum cross-relaxation rates, which requires
modulation of the hyperfine interaction near the electron Larmor frequency.>® Such modulations have
been proposed to give rise to OE at low temperatures in semiconductors®® and in m-conjugated
networks,>274 but are not expected to occur in an insulating rigid diamond lattice.?*3%3! Moreover, an OE
mechanism should give rise to a DNP profile with a similar shape as the EPR line itself, which does not
match experimental observation.

a. SE and CE profiles based on EPR spectra

B,=33T By=7T B,=9.4T B,=14.1T B,=18.8T
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Figure 5: a. Comparison of the simulated EPR line for isolated P1 spins and theoretical DNP profiles for SE and CE at
various magnetic fields, showing that CE is almost nonexistent at Bo = 14.1 T, i.e. the magnetic field used in this work.
The grey horizontal lines represent the 13C Larmor frequency. All four SE profiles are normalized with respect to the
most intense SE value (obtained for Bo = 3.3 T). All four CE profiles are normalized with respect to the most intense
CE value (obtained for By = 9.4 T). b. Efficiency of the CE mechanism as a function of magnetic field for both positive
and negative DNP, relative to the negative enhancement at 7.8 T. The solid and faint dashed red lines represents the
CE efficiency computed using the EPR line of the narrow-line P1 centers only (as shown in panel a) and using that of
the dipolar-broadened populations, respectively. The black dots indicate the value of the five magnetic field strengths
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represented in panel a, with the corresponding references to published work. The horizontal grey lines indicate the
magnetic field values of the three matching conditions, where the Larmor frequency of 13C spins is smaller than the
anisotropy of the hyperfine interaction AA; equal to the hyperfine interaction A; and equal to the twice the hyperfine
interaction 2A. The inset shows a zoom around the magnetic field used in this work. The SE and CE DNP profiles are
computed using Egs. S19 and S32, respectively.

Next, we test the effect of SE DNP. SE is obtained by saturating the low-probability zero-quantum or
double-quantum electron-nuclear transitions (see Figure 4b).>> The SE DNP profile is computed from the
difference between two copies of the EPR line shifted by —wo(*3C) and +wo(*3C). In the simulated SE DNP
profile, the separation between the positive and negative optima is 126 MHz (see Figure 5a). The
experimental DNP profiles show a frequency separation between 165 to 220 MHz, hence not matching
the SE DNP profile. Furthermore, saturating zero- and double-quantum transitions requires strong mm-
wave powetr, especially at high magnetic fields, and should not be efficient in our conditions of modest (~1
W) mm-wave power at 14.1 T. The SE is therefore not the dominant contributor to our experimental
observations.

CE is often the dominating mechanism in MAS-DNP.>®>” As with OE, CE-DNP starts by the saturation of an
allowed single-quantum EPR transition but requires a second electron whose polarization is (ideally)
unaffected by the mm-waves (see Figure 4c). The polarization difference between the two electrons then
transfers spontaneously to the 3C spin if the three spins fulfill the CE matching condition |wo(*3C)| =
| wo(er’) — wo(ex) |, (wo(*3C) and wo(ex) being the Larmor frequency of the *3C spin and of the k™" electron
spin, respectively). The CE therefore requires the presence of electron spin pairs whose Larmor frequency
difference matches the nuclear Larmor frequency. The CE profile can be computed as the product of the
EPR line and the predicted SE DNP profile.®>® We note that this simple model assumes that electron
spectral diffusion is negligible and that the electronic Ti. is homogeneous across the EPR line (see Sl for a
detailed derivation). Furthermore, this model does not account for MAS but, as the DNP profiles at RT for
the MAS and static case are almost identical in shape, we do not expect MAS to significantly modify the
DNP mechanism. Figure 5a shows the simulated EPR line of isolated P1 spins and the corresponding SE
and CE profiles for a series of values of the magnetic field strength, including the result presented in this
work at 14.1 T. Because the CE profile is given by the product of the SE profile and the EPR line, it has non-
zero amplitudes only where the two overlap. Figure 5a shows that there is little overlap between the EPR
line and the SE profile at 14.1 T, suggesting the effect of CE among the isolated P1 spins is negligible.

To get a clearer view of the conditions where CE is expected to be efficient, the CE profile was computed
as in Figure 5a, for an array of magnetic field values between 0.1 and 25 T. Figure 5b shows the predicted
maximum positive and negative CE enhancements as a function of the magnetic field strength as a solid
red line. Three distinct regimes where CE is efficient may be identified.2®3! First, at field such at 3.3 T and
less, the nuclear Larmor frequency wo(*3C) is smaller than the hyperfine anisotropy AA = A;— A, and so a
pair of electrons fulfilling the CE matching condition may be found within one of the external lines of the
EPR spectrum. Second, at a higher field regime of 7 or 9.4 T the wo(*3C) values lie between the A; and A,
hyperfine coupling constants. Therefore, one electron in the central EPR line may fulfill the CE matching
condition together with another electron corresponding to one of the external EPR lines. Finally, in the
regime at the highest field considered here at 18.8 T, wo(*3C) lies between 2A, and 2A,. Therefore, one
electron in each of the external EPR lines matches the CE condition. Because 14.1 T is not part of any of
these regimes, CE is inefficient with narrow-line isolated P1 centers at this particular field. As clustering
broadens the EPR line, coupled P1 spins are expected to better fulfill the CE matching conditions. To verify
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this, the CE efficiency as a function of the magnetic field strength was computed for the population of
dipolar-broadened spins®3! alone with the dipolar coupling strength taken from Ref.3! of HPHT diamond
as discussed earlier (dashed faint red lines in Figure 5b). The broadening of the EPR line results in a
broadening of the matching conditions, resulting in a more even CE efficiency across different fields but
lower maximum values, because the broadening dilutes the contributions of spins that fulfilled CE without
broadening. At 14.1 T, the CE efficiency is improved by a factor ~7 for dipolar-broadened P1 spins
compared to isolated P1 spins, but still corresponds to only 3% of the efficiency at the optimal field, i.e.,
78T

DNP mechanisms involving clustered spins

We turn to the truncated CE (tCE) as a likely dominant mechanism. tCE is a form of CE where the two
electron spin partners fulfilling the CE condition differ in relaxation rate. The slow-relaxing electron spin is
first saturated by mm-wave irradiation and then undergoes a triple-spin flip with the nuclear spin and the
fast-relaxing electron spin partner (see Figure 4d). Because of fast relaxation, the latter rapidly returns to
equilibrium and is ready to undergo a new triple spin flip. tCE is optimal when the slow- and fast-relaxing
populations are separated by the nuclear Larmor frequency, as depicted in Figure 4d. The effect is said to
be “truncated” because it is only efficient when the slow-relaxing spins are saturated and undergo triple
spin flip with a fast-relaxing electron spin meeting the CE condition, but not when irradiating the fast-
relaxing spins. In the latter case, even when they fulfill the CE condition with a slow-relaxing electron spin,
the fast-relaxing spins return to equilibrium before they can polarize the nuclear spins via a triple-spin flip
process. In the simple case shown in Figure 4d, this gives rise to a single lobe absorptive DNP profile that
has the shape of the EPR line of the slow-relaxing spins (note that this spectral feature is not a priori
distinguishable from OE). tCE will gives rise to a positive or negative absorptive DNP profile depending on
whether the fast-relaxing spins have a higher or lower resonance frequency, respectively, relative to the
slow-relaxing spins (see Figure 4d).

Figure 6a shows the experimental normalized DNP profiles together with simulated profiles (colored
symbols and black line, respectively), obtained as a linear combination of CE and tCE. The tCE and CE
components making up the simulated DNP profiles that closely describe the experimental profile show
that tCE is the dominant contributor. For tCE, the dipolar-broadened and isolated P1 spins that make up
the observable EPR spectrum were assumed to play the role of slow-relaxing spins, while the exchange-
coupled P1 spins play the role of fast-relaxing spins. The simulated EPR spectrum of the slow- and fast-
relaxing components (Figure 6b-c) show the dramatic differences in their broadening, and the fast-relaxing
spectral component spanning well beyond the entire visible EPR spectrum. CE is assumed to occur only
among the slow-relaxing spins, i.e. isolated or dipolar broadened. The simulated tCE profiles feature larger
separations between the positive and negative DNP optima than the simulated CE (and SE) profiles, which
are closer to the experimental values (see Table S3). Three points were key to obtain a good fit of the
model to the experimental data: first, spectral diffusion was assumed to spread the effect of mm-wave
saturation among the slow-relaxing spins and modeled phenomenologically; second, the EPR spectrum of
the exchange-coupled spin pairs was simulated while accounting for the high electron polarization at low
temperatures; finally, a dipolar coupling of 50 MHz was assumed between the exchange-coupled spins
(which was not included in the fit reported in Ref. 3!). These three points are detailed in the following
sections.

The enhancement from CE was computed using Vega and coworkers’ indirect CE (iCE) formula®
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Figure 6: a. Comparison of the experimental DNP profiles (colored symbols) with the model of combined CE and tCE
(black lines) presented in Egs. 1 and 2, where isolated and D-broadened spins play the role of slow-relaxing partners,
and exchange-coupled pairs play the role of fast-relaxing partners. The slow-relaxing spins are efficiently saturated
by mm-wave irradiation while the fast-relaxing spins are assumed to always be at thermal equilibrium with
polarization Po. b. Simulated EPR line of the slow-relaxing P1ls spins (isolated and D-broadened) at thermal
equilibrium (in grey) and under mm-wave saturation (colored lines) on resonance with the low frequency EPR peak
(shown as an example), with vmw = wmw/21. The effect of spectral diffusion and electron spin-lattice relaxation during
saturation is modeled using Eq. 3. At lower temperature, T1. gets longer allowing the effect of saturation to spread
on a larger range of frequencies (see Eqgs. 3 and 4). c. EPR line of the fast-relaxing exchange-coupled P1 pairs, whose
line shape becomes asymmetric at low temperature due to high polarization, with v, = w,/2m being the nuclear Larmor
frequency. The stronger EPR intensity of the fast relaxing-spins at vmw + Vi (in panel b) relative to that of the slow-
relaxing spins (in panel c) is consistent with tCE being more efficient than the CE (see panel a).

which accounts for triple spin flips between all spin pairs fulfilling the CE matching condition, not only
those on resonance with the mm-wave irradiation. fs(w) is the EPR intensity (or density of states) at
frequency w, Ps™Y(w) is the polarization of the slow-relaxing spins at frequency w under saturation at
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frequency wmw, and w; is the nuclear Larmor frequency. The product fs(wx)fs(wk + w) is proportional to the
probability for a pair of slow-relaxing spins to fulfill the CE matching condition. If spectral diffusion is
negligible, the EPR line is only modified by the mm-wave irradiation on resonance with it. Hence, Ps™"(wx)
is only different from P, for wk = wmw, and the polarization difference Ps™(wk) — Ps™Y(wk + w)) is only non-
zero for wk = wWmw. In this case, the sum in Eqg. 1 simplifies to a single non-zero element, which corresponds
to direct CE.>® The sum over frequencies wx combines the effect of all pairs fulfilling the CE matching
conditions for a given value of wmw. The denominator is a normalization factor that only plays a role when
the electron polarization approaches unity.

The enhancement due to the tCE was computed adapting Eq. 1 to the case of triple spin flips between
slow- and fast-relaxing spins (see Section 3 of the Sl for a detailed derivation),

Po=Pg"" (wy)
1-Po P&V (wp)

P (wy)—Py

+ fs(w) fe(wg + @) =Py PE (aop)

frce(Wmw) = 2k (fs (i) fr(wi — wp) ) Eqg. 2

Here, fs and fr are the EPR intensities (or density of states) of the slow- and fast-relaxing spins, respectively.
The products fs(w)fe(wk + wi) and fs(wk)fe(wk — wi) are proportional to the probabilities for a pair of slow-
and fast-relaxing spins to fulfill the CE matching condition, where the slow-relaxing spins have frequency
Wk. Ps™(wk) and Py are the polarizations of the slow-relaxing spins at equilibrium under mm-wave
irradiation at frequency wmw and that of the fast-relaxing spins, which is assumed to be constant and equal
to the Boltzmann equilibrium value due to the hypothesis of fast-relaxation. The difference in polarization
between the slow- and fast-relaxing P1 spins is transferred to nearby nuclear spins by triple spin flips. Note
the difference in sign in the polarization difference Po — Ps™(wx) between the left and right terms in Eq. 2,
which leads to DNP of opposite signs.

We tested two approaches to model spectral diffusion among the slow-relaxing spins. An analytical
solution®® to the spectral diffusion equation proposed by Wenckebach® and Vega’s electron spectral
diffusion (eSD) model.>>527%% Both models describe the electron spin polarization as a function of frequency
in the EPR line, under the influence of mm-wave irradiation, T1. relaxation, and electron-electron flip-flops.
They should be seen as phenomenological as they were developed for static conditions and do not account
for MAS. They gave similar results although the analytical model results in a slightly better fit to the
experimental data. The two models are detailed in the Sl (Section 4) and the resulting simulated DNP
profiles are compared. Here, we only show the analytical model, which was used in Figure 6. In this model,
the steady-state electron polarization across the EPR line is the solution to the spectral diffusion equation,
which follows an exponential law®

P" (wy) = Py (1 — exp (— W)), Eqg. 3

where wmw is the mm-wave irradiation frequency, and A the spectral diffusion length, defined as
A= Ti.D, Eq. 4

where T is the electron spin-lattice relaxation time constant and D the spectral diffusion coefficient. In
analogy to the diffusion length in Fick’s law, A expresses how far in the EPR spectrum the effect of the mm-
wave irradiation propagates under the competing influence of spectral diffusion and relaxation. D depends
on the strength of the spin-spin interaction and can be expected to be independent of temperature. In
contrast, Ti. increases with decreasing temperature, which implies that the spectral diffusion length can
vary with temperature. Hence, the lower the temperature, the further spectral diffusion spreads the effect
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of saturation. The EPR line under mm-wave saturation is shown as colored lines in Figure 6b. It is obtained
by taking the product of the EPR line at Boltzmann equilibrium (grey line in Figure 6b) with the polarization
as predicted by Eq. 3. The values of the spectral diffusion length and the saturation factors were fitted
manually at the three temperatures and reported in Table 2.

The electron polarization at 14.1 T and low temperatures breaks the high temperature approximation (see
Table 2). Hence, the EPR line of coupled spins depends on electron polarization and in turn on temperature
(see Figure 6b). Indeed, at 35 K, with P, = 0.26, a P1 center has a higher probability to find its coupled
neighbor P1 electron spin in the B state rather than in the a state, resulting in an asymmetric EPR line. This,
in turn, contributes to the imbalance between the positive and negative DNP optima observed in the
experimental data (see Figure 6a); as temperature decreases, the imbalance between positive and
negative lobe increases. As mentioned above, we also assumed a dipolar coupling of 50 MHz for the
coupled P1 pairs, unlike in Ref. 3! where the P1 EPR line was fitted with J/2rt = 138.7 MHz and D = 0. Setting
a non-zero value for D does not strongly change the appearance of the EPR line whose shape is dominated
by isolated, narrow-line, P1 centers. However, it does affect the simulated DNP profile (note that it is
reasonable to assume that spins with a large echange coupling will also feature dipolar couplings). The
value of D was obtained as a rough fit. We note that the interplay between J and D changes the shape of
the EPR line at high electron polarization. However, both these values are difficult to determine with
precision.3%3®

Table 2: Parameters used to compute the DNP profiles: Boltzmann electron polarization Py was calculated using
Boltzmann equation (see Eq. S3); spectral diffusion length A; relative contribution of tCE to the simulated DNP profile
Xice. Values of A and xice were fitted manually to the experimental data.

T (K) Po (-) A (MHz) Xtce
298, static 22 0.6
298, MAS 0.0318 20 0.6

100 0.0946 120 0.7

35 0.265 130 0.7

The modeling of the DNP profile confirms that the spectral diffusion length increases with decreasing
temperature (see Table 2), as expected (see Eq. 4). Vega’s eSD (see Table S2 and Figure S8) also predicts
an increase in Ti. with decreasing temperature from fitting the DNP profiles. Although they are
phenomenological, both spectral diffusion models converge to the same conclusion, that is that the
broadening of the DNP profile at low temperature is due to an increase in Ti.. As already mentioned (Figure
6a, Table 2), the contribution of tCE to the overall DNP profile is larger than that of CE. This makes sense
given the fact that the number of P1 spins fulfilling the CE matching condition is small at 14 T (see Figures
5b and 6b).

Electron spin saturation measurements

The tCE model presented in this study is valid when there is a difference in Ti. between different P1
populations and consequently a change in the saturation efficiency of those populations. We verified these
hypotheses by performing EPR measurements on a microdiamond sample from the same batch under
similar conditions (Bo = 13.8 T and T = 35 and 298 K) in static mode using the instrumental setup recently
presented by Nir-Arad et al.®>%®. The saturation efficiency of different P1 populations was measured using
the pulse sequence of Figure 7a. Standard frequency-swept echo-detected EPR spectra (pulse sequence
of Figure 7a without pump) were first recorded at RT and 35 K (colored lines in Figure 7b). The general
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appearance of the spectra is the same, although the ratio between the isolated and exchange coupled
components is altered. While the Ti. increases with the reduction of the temperature for all the spectral
components, this reduction is the strongest for the isolated component. For the EPR spectrum acquired at
35 K, the relative intensity of the isolated component is reduced due to incomplete recovery during the
pulse sequence repetition time. The EPR signal was measured again at select frequencies on resonance
with the narrow peaks and in between them, but after pumping the spins at these frequencies with toump
= 10 ms (see pulse sequence in Figure 7a). This experiment measures the remaining EPR signal after
saturating the spins at a given frequency. The colored dots in Figure 7b show the saturation efficiency at
the measured frequencies, given by

s=1-— Is—at, Eg. 5

Iy

where .t and /o are the signal intensities with and without prior pumping (saturation), respectively. Both
at RT and at 35 K, P1 centers are more efficiently saturated on resonance with the narrow population than
the intensity in between, which originates mostly from the exchange-coupled P1 spins. The difference in
saturation between narrow and broad populations is larger at RT than at 35 K. This likely explains the
stronger relative DNP efficiency observed at RT compared to at cryogenic temperatures in this study (see
Figure 6).
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Figure 7: Efficiency of the EPR line saturation at different mm-wave irradiation frequency at RT and at 35 K, recorded
at 13.8 T in static mode using a pump-probe pulsed EPR scheme, where the pump and probe pulses are set to the
same frequency. a. Pulse sequence for pump-probe pulsed EPR experiments. t, = probe pulse length, toump = pumping
pulse length. b. Frequency-swept echo-detected EPR line at thermal equilibrium (without pump). c. Saturation
efficiency at select frequencies, as defined in Eq. 5. Crosses in panel b show the positions where the pump-probe
experiments were conducted.
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Limitations of the DNP model

The effect of electron spin saturation and spectral diffusion in P1 centers on the DNP profile is significantly
impacted by the specific experimental conditions of this study. The spectral diffusion model used here (see
Eq. 3) was developed for static DNP studies®® and is only accurate under MAS if Ty is short compared to
the rotor period such that the processes of saturation, spectral diffusion, and relaxation occur before a full
revolution. Under MAS and at lower temperature where the Ti. of the P1 center is likely to be longer than
the duration of one revolution, saturated electron spins do not fully relax back to Boltzmann equilibrium
before the sample orientation changes. If effects of saturation outlive a rotor period, spectral diffusion
within each of the three EPR transitions is enhanced as it statistically allows more electron spin pairs to be
degenerate and exchange polarization. Therefore, mm-wave irradiation should affect all spins within an
inhomogeneously-broadened EPR line close to evenly. All the saturated slow-relaxing spins within the EPR
line can then undergo a triple spin flip with the exchange-coupled spins.

The observed DNP properties of P1 centers in HPHT diamond is strongly influenced by the field used in
this study of 14.1 T. At this field, the hyperfine interaction with the *N spin is in the intermediate coupling
regime, where the isotropic hyperfine constant is equal to twice the nuclear Larmor frequency (here,
Aiso/41 ~ 46 MHz and wo(**N)/ 2rt ~ 43 MHz). This leads to a significant state mixing in the ms = +1/2
electron spin manifold, making 9 transitions per e-**N system allowed and contributing to the EPR spectra.
The transitions connecting different N states provide un unusual mechanism for polarization transfer
across the EPR spectrum thus contributing to eSD.*° Figure 8a shows the energy diagrams and allowed EPR
transitions for the strong, intermediate, and weak coupling regimes, corresponding to low, intermediate,
and high magnetic field limits. The transition intensities for the same field regimes are shown as
histograms in Figure 8b. Finally, the EPR spectra decomposed in different transitions are shown in Figure
8c. In the limits of strong and weak coupling (low and high field, respectively), only three EPR transitions
are allowed. However, 14.1 T falls in-between these limits, and all nine transitions are allowed. The
situation is even more complicated for P1 pairs that experience exchange coupling that is estimated to be
about three times that of the *N nuclear Zeeman and hyperfine interactions.3! The fact that these three
interactions are on the same order of magnitude causes more than 200 transitions to be allowed. Figure
S11 shows that the most intense transition only accounts for 5.4% of the total EPR intensity and the 20
most intense transitions together make up for still less than 50% of the total EPR line.

The findings of the present study differ from those of Ref. >° where RT DNP was performed at 3.3 and 6.9
T on the same HPHT diamond sample as studied here. In that study, DNP profiles were found to be the
sum of contributions of SE, CE, and tCE, all three with comparable intensities. The presence of significant
SE at3.3and 7 T but not at 14.1 T can be explained by the decrease of the efficiency of SE with increasing
magnetic field and possibly a stronger saturating field available at 3.3 T. The vanishingly small number of
non-clustered P1 pairs fulfilling the CE matching conditions explains why 14.1 T is a special case where CE
is particularly inefficient (see Figure 5). The model for tCE presented here differs from that used in Ref. ¥
where the tCE profile was computed as the sum of three EPR peaks and their sign and intensity left as free
fit parameters. The sign of the tCE enhancement corresponding to each of the three EPR peaks was
hypothesized to come from the presence of a population of fast-relaxing spins with an asymmetric EPR
line that displays greater intensity at lower frequencies. In this study, the tCE contributions were modeled
using the slow- and fast relaxing EPR components and considering the effects of electron spin polarization
(see above) and was shown to describe the experimental DNP profiles at 14.1 T and at different
temperatures without the need to use additional fudge factors. The same physical model for the DNP
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profile at 14.1 T was used to simulate the DNP profile at 3.3. and 6.9 T (shown in Figure S10). The resulting
DNP profile was found to be in excellent agreement with the experimental DNP data at 6.9 T described in
Ref. 3 (see Figure S10b). The model derived from this study at 14.1 T could capture the 6.9 T DNP profile
data more accurately than previous models. In other words, the DNP study at 14.1 T presented here
contributed to generating a more complete picture of the spectral population of P1 centers in HPHT
diamond than previously known. To the contrary, the model did not fully reproduce the tCE contribution
to the DNP profile at 3.3 T (see Figure S10a). It is possible that broader paramagnetic species with a lower
g-factor than the P1 species captured by EPR plays the role of fast-relaxing spins for tCE at 3.3 T, but not
at higher field, possibly due to an increase in relaxation rate at higher field. This study shows that there is
a myriad of “hidden” paramagnetic species that are not directly captured by EPR but are reflected in the
characteristics of DNP profiles at different magnetic fields.

a. Coupling regimes

Strong coupling, low field limit Intermediate coupling Weak coupling, high field limit
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c. EPR spectra in the three regimes
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Figure 8: a. Energy diagrams of the spin states of the P1 center in different hyperfine coupling regimes. The first,
second, and third splittings correspond to the electron Zeeman, 1*N Zeeman, and hyperfine interactions, respectively.
m,, wo(e’), wo(*N), and A are the z projection of the spin angular momentum, the electron and *N Larmor frequency,
and the hyperfine interaction, respectively. Colored arrows show the allowed transitions. b. Distribution of the
transition intensities in the three regimes. The dashed horizontal lines indicate the maximum intensity of 1/3. c. EPR
intensities in the three regimes. Colored lines represent the spectra of individual transition between a pair of states
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and black lines are the sum of all, i.e., the EPR spectra. Summed spectra are normalized to an integral of 1. Levels are
labeled in order of ascending energy (1 = lowest energy, 6 = highest energy).

Conclusion and outlook

In this study, we present MAS DNP profile data of P1 centers of HPHT diamond at 14.1 T and at 35 K, 100
K and RT. This study acquired DNP profiles by frequency, as opposed to field, stepping under MAS, made
possible by using mm-wave frequencies from a gyrotron produced by second harmonic generation at half
the NMR magnet field and varied by altering the gyrotron cavity temperature at a constant NMR magnetic
field. This has practical significance because these measurements could be performed using a regular
superconducting NMR magnet without cryogenic field-sweeping capabilities that are typically required for
MAS DNP powered by a gyrotron. There are only few studies that feature frequency tuned gyrotrons for
DNP,42434546 gand even fewer that measures MAS-DNP profiles by frequency tuning.3®4? The temperature
of the resonant cavity in our system can be varied from 10 to 65 2C, yielding a mm-wave frequency range
of 260 MHz centered at 395.3 GHz with a stable power (about 1/3 variation on the available range). With
this approach, the mm-wave frequency had a standard deviation below 3 MHz, which is sufficiently narrow
for stable irradiation even using bi-radicals with narrow matching conditions like trityl-nitroxide.®” We
found that the relation between the cavity temperature and the output frequency could vary over the
course of months. We are currently working at equipping our system with real-time monitoring of the mm-
wave frequency. This will allow us to correct for small frequency variations during experiments if changes
occur. In its current design, our gyrotron outputs only ~1 W compared to up to 50 W, found in state-of-
the-art setups.*%8

The current gyrotron prototype was designed to provide aggressive frequency tuning of > 1 GHz with a
combination of beam voltage, magnetic field and cavity temperature variations. However, the
experimentally achieved output power is strongly dependent on the frequency of the beam voltage and
magnetic tuning. Hence, primarily temperature tuning was used in these experiments to get stable mm-
wave power across the frequency range of the DNP profile. Besides, with the wide tuning band, the
resonant frequency of the output window was not optimal resulting in about a reflection of 50 % of the
power back into the gyrotron. A new gyrotron is under development with a more modest tuning range
with a power of > 5 W across 650 MHz and > 10 W across 150 MHz. In this new gyrotron, we will correct
the window thickness and change the operating mode to achieve higher output power. An upgraded
gyrotron control system software will allow for the optimization of other operating parameters to achieve
constant power of >5 W across the 650 MHz band.

By controlling the gyrotron frequency through the cavity temperature the stability of the mm-wave power
is ascertained. Indeed, the power of our gyrotron decreases only by about 1/3 as temperature is increased
on the available range, while holding the beam current and other parameters constant. As a comparison,
the approach consisting of varying the anode voltage used by Barnes and coworkers allows for a us time-
resolution of the frequency but the resulting power varies by almost an order of magnitude over 340
MHz.*® The approach of varying the gyrotron magnetic field used by Fujiwara and coworkers also results
in power variations up to a factor of 4 over 1 GHz. The testimony to this approach is the high-quality DNP
profiles acquired at 35 K to RT that not only recapitulated the previous physical model for P1 centers in
HPHT diamond but could significantly improve the model.
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Our DNP results furthermore demonstrated the versatility of P1 centers in diamond as highly efficient
polarizing agents for 13C-DNP in diamond across a wide range of experimental conditions, from 35 K to RT
and both under MAS and in static conditions. A high *C enhancement of 700 was obtained at RT despite
the relatively weak mm-wave power used here (~1 W). By modeling the experimental 3C-DNP profiles, we
found that the SE and CE among isolated P1 spins were not significant at the magnetic field used here, i.e.,
14.1 T due to the absence of pair of isolated P1 spins fulfilling the CE matching condition.?*?® The
experimental profiles were well reproduced using the CE involving clustered spins and tCE, where 3C
nuclear spins are polarized by triple-spin flips involving slow-relaxing isolated or dipolar-coupled P1 spins,
fast-relaxing exchange-coupled P1 pairs, and *3C nuclear spins. We introduced a new approach to modeling
tCE by combining an analytical solution to spectral diffusion®® and iCE.>® These results firmly validate the
dominant presence of clusters of P1 spins with significant dipolar and exchange coupling in HPHT
diamonds, and showcase their utility for DNP. The results cannot be explained using homogeneously
distributed P1 spins, as the DNP efficiency observed at 14 T and RT relies on the presence of clustered P1
spins.

The quantification of the clustering effect of P1 spins is important for the field of quantum sensing using
NV centers or hyperpolarized 3C signal given their strong influence on the property of NV centers. Many
studies focus on understanding and mitigating the decoherence of NV centers for which P1 centers are
known to be a major source of decoherence.®*”’2 However, the model of HPHT diamond in the literature
until recently did not consider dominant populations of exchange coupled P1 centers. Published models
of NV decoherence assume homogeneously distributed P1 spins,®® and therefore do not account for
clustering that will change the influence of P1 on NV spin properties. Indeed, being closer together, P1
spin clusters should undergo faster flip-flops, which would decrease the spectral density of spin state
fluctuations at 0 frequency. This should in turn increase the coherence time of NV spins. Furthermore, the
presence of exchange-coupled P1 spin pairs is not accounted for in models of NV decoherence.5%72
Although the significant exchange coupling evidenced previously*! and confirmed here can be expected to
influence NV decoherence, it is not obvious in what direction it should affect it. Incorporating this coupling
in NV decoherence models is therefore necessary to better understand, and thus develop strategies for
limiting, NV decoherence.
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Data and code availability

The data presented in this work, the codes used to analyze them, and the codes used for simulation will
be deposited on a repository once the paper is accepted for publication.

Sample and Methods

Gyrotron Frequency and Power Measurements. mm-wave irradiation in our setup for DNP measurements
was enabled by a Bridge 12 gyrotron tube assembly, described in more complete detail in the
Supplementary Material. The output mm-wave frequency is determined by the dimensions of the internal
cavity which supports a second harmonic transverse electric (TE) mode at 395 GHz when subjected to the
external magnetic field of a 7.3 T cryogen-free superconducting magnet (Cryogen Inc.). The cavity is
thermally isolated from the electron gun and internal converter regions, thus allowing tuning of the mm-
wave frequency by adjusting the cavity temperature. Heating or cooling of the cavity causes expansion or
contraction of the metal walls respectively, thus changing its overall dimensions and the resulting mm-
wave frequency, typically at a rate of ~5 MHz/°C. A Polyscience chiller with a water bath provides
temperature tuning for the gyrotron cavity within a range of 10°C to 67.5°C.

To determine the temperature to mm-wave frequency correlation of the gyrotron cavity, the frequency of
the mm-wave beam was measured using a frequency measurement system (FMS) by Bridge12. The FMS
operates by mixing a local oscillator frequency vio and that of the gyrotron mm-wave frequency Vmw, such
that

VIF = lvmw t+ nVLOJ: Eq. 6

where n is the harmonic and v is the intermediate frequency. Because it does not feature a bandpass
filter, the FMS displays both the upper and lower side band, and all other possible leaked frequencies of
the gyrotron from lower stages, if they exist. The FMS software can automatically detect and classify the
sidebands and provides a unique frequency measurement with an accuracy +1 MHz. The gyrotron
frequency was measured by removing a portion of the waveguide and placing a mirror approximately 1 m
away from the gyrotron cavity output, reflecting at a 45° angle, and positioning the frequency
measurement system (FMS) 25.4 cm away from the mirror.

The power output of the gyrotron was measured using a Scientech power meter, placed approximately 1
m away from the output window along the waveguide. To determine the actual power, the measured value
was adjusted by a calibration factor of 2.75. This calibration factor was obtained by a combination of water
and dry calorimeter to account for the measured (absorbed) power compared to the real power (including
both absorbed and reflected power). The reflection/absorption of the Scientech calorimeter head
(ACS5000S) was measured on a Vector Network analyzer to determine the correction factor. While the
gyrotron power is constant at approximately 1 W during cavity temperature tuning, it changes significantly
during tuning of any other gyrotron parameters including cathode voltage, beam current, and gyrotron
magnetic field.

Sample Preparation. All DNP experiments were performed on a sample of ~40-mg of High-pressure high
temperature (HPHT) Type |Ib diamond manufactured by Element 6. The nitrogen concentration in the
diamond and the particle size were estimated by the manufacturer to be 110-130 ppm and 15-25 um,
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respectively. The sample was centered in a 3.2 mm SisN4 rotor sleeve using Kel-F spacers. The rotor was
sealed using Vespel caps containing Dyneema fiber reinforced plastic inserts.

NMR Measurements. All *C NMR measurements were performed on a 14.1 T NMR DNP spectrometer
equipped with a closed-cycle helium ULT-MAS system described previously,*” using a JEOL HX double
resonance probe (see SI, Section 1a).3C NMR spectra were acquired using the Delta v6.0 NMR acquisition
and data processing software from JEOL. Saturation recovery measurements were performed with the
pulse sequence: (t.:)— T —1t/2-detection, where the saturation pulse train uses t.: = (1t/2—twar), = 10 ms,
with ty: =1 ms, T =60 s and /2 = 4.5 ps or 7.0 ps with 15 dB or 24 dB attenuation at RT and ULT,
respectively, from the full power for both saturation and detection. For DNP experiments, continuous wave
(CW) mm-wave irradiation was applied throughout the pulse sequence, and the data was acquired with
two scans at each mm-wave frequency. For T;and Ty build-up curve measurements, the same saturation-
recovery pulse sequence was used without and with mm-wave irradiation respectively, and by varying the
time interval T from 0.1 s to 6 h. The spectra were exported as raw FID data from the Delta software and
processed using the Python DNPLab package v2.1.19.

EPR Measurements. EPR experiments were performed on a home-built 13.8 T dual DNP/EPR spectrometer
equipped with a closed-cycle helium cooling system and using a home-built pulse forming unit, an
amplifier multiplier chain (AMC), and a quasi-optical induction mode bridge, as described elsewhere.%¢:%®
Frequency-swept EPR signals were measured using an echo sequence (tp)s1 — Te — (tp)g2 — Te — (detection)gq
with a 16-step phase cycling ¢1 = [0°4, 90°4, 180°4, 270°4] and ¢, = [0°, 90°, 180°, 270°], for the two pulses
and ¢4 = ¢1 - 2¢, for detection. At RT, the pulse length and echo time were t, = 1.6 ps and 1. = 0.5 s,
respectively, and the signal was averaged over 100 shots with a repetition time of 2 ms. At 35 K, the pulse
length and echo time were t, = 1.8 ps and t. = 0.85 ps, respectively and the signal was recorded with a
single shot and a repetition time of 1 s. Saturation experiments were performed by adding a pump pulse
of length tpump = 10 ms at the same frequency as the probe, with a delay tq4 of 1 ps between the pump and
probe blocks. The pulse length and echo time 1. for each temperature were the same as in the frequency-
swept EPR experiments with 50 averages at RT and a single shot at 35 K and a repetition time of 14 ms and
0.5 s for the RT and 35 K experiments respectively.

The spin counting was performed on a CW X-band Bruker Elexsys E500 spectrometer.

Data Processing. The DNP profiles were processed using python scripts primarily using the DNPLab python
package developed in collaboration with Bridge12. The DNP profiles are shown using the on/off signal
enhancement at time t after saturation

Ion(T)
Toge(t)’

Eon/off(T) = Eq.7

where lon(t) and lo#(t) are the signal integrals at time t after saturation with and without uw irradiation
respectively. The absolute enhancement is defined as

_ Ion(T)
e(r) = 120, Eq.8

where the mm-wave-off integral is taken at T = oo, i.e., after full relaxation.

EPR and DNP Simulations. EPR spectra of P1 centers were simulated with the MATLAB package EasySpin,
using the pepper function (for powder-averaged spectra). EPR parameters for the P1 centers are based on
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recently reported values from Ref 3: g-factors g; = 2.00218 and g, = 2.00220); P1-1“N hyperfine interaction
values Ay/2mt = 114.0 MHz and A./2n = 81.3 MHz; *N quadrupolar constant Py/2mt = -3.97 MHz ; Gaussian
line broadening of 5 MHz for isolated P1 centers, and of 30 and 17.5 MHz for dipolar-broadened clusters
and exchange-coupled P1 pairs, respectively; an exchange coupling of J/2mt = 138.7 MHz for the exchange-
coupled P1 pairs. The relative contributions of the isolated, dipolar-broadened and exchange-coupled P1
spins to the overall EPR line are 0.49, 0.38, and 0.13, respectively. In addition to the values reported in Ref.
31 a dipolar coupling of 50 MHz was assumed between the exchange-coupled P1 pairs (see the text for
more detail). The obtained EPR line was used for all simulations in the paper using home-written MATLAB
scripts. See the Supplement for details on the simulation method.
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1. Instrumentation

a. Ultra-low temperature MAS-NMR

We used a ULT MAS-NMR setup operating from room temperature down to 35 K using helium gas. This
setup, particularly the temperature control, was described in detail in Ref. #’. In brief, it consists of a 14.1
T wide-bore superconducting magnet, a ULT MAS probe with a helium gas recirculation system for helium-
gas cooling and spinning of the sample down to temperatures of 30 K, and a gyrotron using second
harmonic generation to produce mm-wave entering the ULT MAS probe from the top via a waveguide. The
HX double resonance probe used is similar in nature to the HC double resonance probe used in Ref. %,
except it has additional replaceable capacitors to switch nuclei for X channel tuning. When no additional
capacitors are used on the X channel, the frequency is tuned to *3C, which is the configuration that was
used in this work. The system is equipped with a top-loading system for sample exchange that was not
present in Ref. %,

b. Gyrotron System

The gyrotron system used here was designed and assembled by Bridgel2. It comprises several key
components, including a magnetron-injection gun, an internal cavity, an internal mode converter, an
output window, and a collector. Prior to the operation, the gyrotron tube underwent high-temperature
maintenance over several days to reduce gas pressure and enhance operational stability.

The magnetron-injection gun (MIG) is designed to generate an electron beam at a nominal cathode voltage
ranging from 21 to 23 kV, with a beam current of up to 160 mA. The output electron beam is directed into
the internal cavity, which as described in the main text, is configured to support second harmonic
generation (SHG) in the transverse electric (TE) mode at 395 GHz at a magnetic field of 7.3 T provided by
a Cryomagnetic Inc. cryogen-free superconducting magnet. The internal cavity is thermally isolated from
the cavity containing the MIG and internal mode converter, allowing frequency tuning via temperature
modulation at approximately 5 MHz/°C, with a Polyscience chiller used to adjust the gyrotron cavity
temperature between 10 °C and 70 °C.

The internal mode converter transforms the TE mode produced in the cavity into a Gaussian beam which
then exits the gyrotron tube through an output window perpendicular to the tube. The output window
consists of a single disk of Al,0s. The collector, located at the top of the gyrotron tube, dissipates the spent
electron beam and is cooled by an SMC thermos water-cooled chiller, set to 15°C, to maintain stability and
prevent overheating during operation. Vacuum maintenance of gyrotron tube is facilitated by an Vaclon
pump from Duniway Stockroom Corp.

The 7.3T cryogen-free magnet, custom-designed and built by Cryomagnetic Inc., utilizes twisted multiple
filamentary NbTi wire and operates at 4.2 K. Cooling of the cryogen-free magnet which is achieved through
the combined use of a Sumitomo F-70 water-cooled compressor and an RDK-408D2 Sumitomo cold head.
The magnet is energized using a Cryomagnetic Model 4G-100 Superconducting Magnet Power Supply, and
its temperature is monitored by a Cryomagnetic TM-612 cryogenic temperature monitor with four
measurement channels. The configuration of the cryogen-free magnet allows for a reduced path length
from the internal cavity to the output window, enhancing system efficiency. The cavity region is positioned
inside the 7.3 T magnet, while the electron gun is located within a separate, independently adjustable gun
coil, allowing for optimization during gyrotron testing.
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The control system, designed to monitor and control various parameters for the operation of the 395 GHz
gyrotron, interfaces a Python-based software developed by Bridgel2. The software controls operating
parameters, including the electron beam voltage and current, body current, gun coil voltage and current,
chiller temperatures, and vacuum levels within the gyrotron tube. The interface features a proportional-
integral-derivative (PID) controller, which stabilizes the electron beam current by adjusting the filament
current. The control system is powered by a modified 4 kW Spellman X-ray power supply (DF series), which
provides the necessary high voltage for system operation. Additionally, the two thermos chiller units—one
dedicated to the cavity and the other to the collector—can be controlled remotely, allowing for precise
management of the system's thermal environment.

The activation of the gyrotron tube follows a specific sequence, beginning with the initiation of the
filament current, followed by the gun coil current, and finally the cathode voltage. The output power and
frequency of the mm-wave radiation depend on several factors, including the cathode voltage, beam
current, cavity temperature, and magnetic field strength. These parameters were carefully optimized to
ensure stable and consistent mm-wave output. During experimental measurements, the cathode voltage
was set to 23.6 kV, with the beam current maintained at 150 mA by adjusting the filament current to
approximately 2 A through PID control. The mm-wave frequency is tuned by adjusting the cavity
temperature, with adjustments ranging from 10°C to 67.5°C. Furthermore, the frequency can be tuned to
higher values by reducing the cathode voltage to 21.5 kV, as demonstrated in the main text Figure 2.

¢. Room requirements

The chiller water is provided by a custom-built Haskris Chiller, capable of delivering a flow rate of 64 liters
per minute to supply water for the four Sumitomo compressors and one SMC chiller. The ULT system
requires a power supply of 50 A at 208 V. Each of the four compressors requires a 208 V — 50 A output. All
instruments are backed up by an uninterrupted power supply (UPS). The Sumitomo compressor, Haskris
Chiller and SMC chiller were located in a separated room, which reduce the noise for user.

d. Top-loading System

Recently, a sample exchange capability under low temperatures was added to the probe through a top-
loading system, allowing for more efficient cooling and reduced waiting time for sample exchange. The
top-loading system includes a control system, a sample catcher, a vacuum buffer tank, a diaphragm dry
vacuum pump, a rotary valve actuator switch, a transfer line, and an adaptor at the top of the probe outer
jacket. The interconnection of each component in the top-loading system is illustrated in the
accompanying diagram and described in Figure S1.

The outer jacket of the DNP ULT probe is connected to the sample catcher via the transfer line which
contains a rotary valve actuator. The control system includes a vacuum gauge to monitor the pressure of
the buffer tank, which is vacuumed by the diaphragm dry vacuum pump. Another vacuum/pressure gauge
monitors the pressure from the sample catcher to the probe. The top-loading system facilitates successful
loading of rotors into the probe at 35 K and ejection of rotors out of the probe at 90 K.
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(a) (b)

Vacuum Pump
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Figure S1: (a) The scheme of top-loading system and (b) the photos of DNP probe with outer jacket, top-loading
controlling system, sample catcher and diaphragm vacuum pump.

To insert a new rotor, the DNP probe is first cooled down to 35 K. Then, the rotor is placed into the sample
catcher. The sample catcher and the transfer line before the gate are purged with the vacuum pump and
refilled with He gas 15 times. After purging, the gate is opened, and the rotor is inserted into the probe by
filling it with He gas. After insertion, the gate is immediately closed to avoid exposure to air. Similarly, the
rotor can be ejected from the probe when the probe is warmed up to 90 K by vacuuming the transfer line
when the gate is open. The rotor is caught by the sample catcher.

e. Relation between gyrotron frequency and cavity temperature

The frequency response of the gyrotron to its cavity temperature was measured twice at different dates
(on July 18" and September 3, 2024), using the measurement device described above. In both cases, the
temperature of the cavity was stepped from low to high temperature, letting the cavity stabilize during 10
min before recording the frequency. The two calibration curves yielded slightly different results. Figure S2
shows that a linear regression fits the first calibration data set well with R, = 0.9994, with randomly
dispersed residuals. The calibration second data set is not fit well by the linear regression (R, = 0.998) and
the residuals show a clear trend. Adding a quadratic correction makes the fit better R, = 0.9997, with a
less pronounced trend of the residuals.
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Figure S2: Linear regression of the frequency vs. temperature data set acquired on July 18, and linear and quadratic
regression of the data set acquired on September 3™. The values ao, @1, and a, on the plots are the polynomial
coefficients of the fits where the index indicates the order of the term associated with it.

Because we found that the relation between temperature and frequency was subject to variation over
time, we recorded the DNP profiles monitoring the frequency at multiple points along the acquisition of
the profile to be able to correct for possible drifts. During the acquisition of five different DNP profiles, the
mm-wave frequency was measured at a total of 57 temperatures. We used this data set and compared it
against the prediction of the calibration curves of Figure S2. Figure S3 shows the deviation between the
experiment and predicted frequency Vexp — Veal, for the 57 measurements and the three calibration curves
of Figure S2. The root mean square error (RMSE) on the prediction by each calibration (which corresponds
to the root mean square of the data points on the plot) is shown on each plot. The RMSE of the prediction
using the quadratic calibration curve obtained from the data set of September 3 is equal to 2.8 MHz,
which is about twice smaller than for the two other calibration curves. Furthermore, the deviations for
this calibration curve does not show a clear trend as they do for the two other curves. We therefore chose
to use the quadratic calibration curve to compute the frequency in the DNP profile shown in this work.
The RMSE of 2.8 MHz is the result of the uncertainty on both the gyrotron frequency and the frequency
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measurement. It therefore sets an upper bound for the standard deviation of the mm-wave frequency

produced by the gyrotron.
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Figure S3: Difference between the measured mm-wave frequency ve, and the frequency calculated vea using the
three calibration curves of Figure S2. The measured mm-wave frequencies correspond to a data set of 57
temperature — frequency pairs obtained during the course of five individual DNP profiles.

2. Experimental results

a. Saturation Recovery T1 and Tone measurements

Saturation recovery measurements were acquired for the microdiamond sample presented in the main
text, using the pulse sequence and parameters described in the Methods sections, for both mm-wave-on
and -off conditions. T; and Tone measurements were processed using the DNPLab Python package of data
taken from the JEOL Delta software. The FIDs were left-shifted to remove the initial filter signal and Fourier
transformed using zero-filling to 1226 points. The single 3C NMR signal of diamond was then integrated
by summing the spectrum intensity on a window of 23 ppm. The signal integrals along time t were fitted
with a stretched exponential model
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B
M(t) = My, — (M, — My)exp (— G) ), Eq. S1
where T and 8 are build-up time constant (71 and Tpne, for mm-wave-off and -on measurements,
respectively) and the stretch factor between 0 and 1, respectively. The average build-up time constant was
obtained as

av _Tp(1
T —ﬁl“( ) Eq. S2
where T is the gamma function.

RT saturation recovery experiments were acquired using 6 kHz MAS both without (Fig. S4a) and with mm-
wave irradiation at 395.2015 GHz (positive enhancement peak, Fig. S4b) and 395.366 GHz (negative
enhancement peak, Fig. S4c) to obtain the Tone and T constants, respectively. These curves were
subsequently fitted using Eq. S1, giving mean values of T:®' = 780 s, Tonp®¥ (395.2015 GHz) = 608 s, and
Tone® (395.366 GHz) = 468 s, with the fit parameters detailed in Table S1. Because Tonp® < 71 the on/off
enhancements €, /o Of the DNP profiles in Figure 3 only coincide with the absolute enhancements for
very long delay times t between saturation and acquisition, on the order of ~10° s. Using the saturation
recovery experiments of the mm-wave-on and -off experiments, we computed the absolute and on/off
enhancements (see Egs. 1 and 2) at both delay t = 60 s and as t approaches infinity.

T, saturation recovery measurements were also performed at RT under static conditions (Fig. S4d) and at
100 K (Fig. S4e) and 35 K (Fig. S4f) under MAS conditions. Under static RT conditions T; was fit with and
T:=136 s, and at 100 K and 35 K with 5 kHz MAS the T; was fit with and T:® = 5553 s and 5207 s,
respectively. We note that the fits at 100 and 35 K only give an order-of-magnitude estimate due strong
noise of the saturation recovery at these temperatures, which is probably due to instabilities in the MAS
rate at ULT introducing T noise over the course of the hours-long experiment

Table S1. Saturation recovery curve fittings using a stretched exponential fit (see Eq. S1), where the average time
constant is calculated using the gamma function distribution (see Eq. S2). mm-wave-on measurements indicated by
(+) and (-) correspond to irradiation at 395.2015 and 395.355 GHz, respectively. The measured values at ULT are only
rough estimates so they are given in parenthesis.

Stretched exponential fit

Temperature (K)  MAS frequency (kHz) i?:ggg;gi . o Stretch
1/oNP?Y (S) T1/one (9) factor 8

298 0 off 136 96.2 0.63

298 6 off 780 463 0.55

100 5 off (5553) (2610) (0.48)

35 5 off (5207) (816) (0.33)

298 6 on (+) 608 445 0.65

298 6 on (-) 468 337 0.64
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Figure S4: Saturation recovery experiments taken at various conditions. a-d. are each taken at RT, with (a) at mm-
wave-off MAS condition, b. at mm-wave-on at the positive DNP enhancement peak (395.2015 GHz), c. at mm-wave-
on on at the negative DNP enhancement peak (395.366 GHz), and (d) at mm-wave-off Static Condition. e. is taken at
100 K at mm-wave-off MAS condition while f. is taken at 35 K at mm-wave-off MAS condition. All are fitted using the
stretched exponential function with fit parameters and equation shown on each plot.

b. DNP profiles at room temperature on other HPHT diamonds samples

DNP profiles were acquired for three HPHT diamond samples manufactured by Hyperion with different P1
concentrations (10-20, 100, and 100’s of ppm) and a size of 100 um, using the same experimental
procedure as for those in the main text of the paper. The normalized DNP profiles are shown in Figure S5.
The DNP profiles in absolute value are shown in the inset.
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Figure S5: DNP profile for HPHT diamonds by Hyperion.

3. Theory
a. Electron polarization
The electron polarization at thermal equilibrium is calculated using Boltzmann’s law

Py, = tanh (:IKLB"T!) = tanh (%EITQI), Eqg.S3

where h, wo, Ks, T, Us, Bo, and g are the reduced Planck constant, the Larmor frequency of the electron,
Boltzmann’s constant, the lattice temperature, Bohr’s magneton, the static magnetic field strength, and
the g-factor of the electron, respectively. The polarization varies along the EPR spectrum, but a single value
can be approximated using the isotropic g-factor.

b. Hole burning models

This section presents the two approaches that were used in this work to simulate hole burning, i.e., the
behavior of the EPR line under saturation by mm-wave irradiation: Vega’s electron spectral diffusion model
(eSD)®*%3 and an analytical solution to the diffusion equation, based on recent work by Wenckebach.®! In
both cases, three mechanisms influence electron spin polarization: mw-wave irradiation, Ti. relaxation,
and spectral diffusion. Only electron Zeeman order is explicitly accounted for (electron spin dipolar order
is neglected). The influence of 3C nuclear spins on the electron spin dynamics is neglected. These models
were developed in the context of static DNP and do not account for MAS. They should therefore be seen
as phenomenological.

Vega’s eSD model: In Vega’s model, the EPR line is divided into N bins with frequencies wx and intensities
fi« for which the electron spin polarization P(wx) is assumed to be homogeneous. The intensity of the line
is normalized so that 22’:1 r = 1. This model was presented in several publications. The form described
here is closest to that presented in Ref. ®253, However, we have found some small mistakes and typos in

the publications (eg: missing A in a Boltzmann factor and signs) that we attempted to correct in this work.

The shape of the EPR line under saturation by mm-wave irradiation at the steady-state is obtained by
solving numerically the differential equation

S B(t) = (Wi + Ry + Rp)P(D), Eq. S4
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where ﬁ(t) =[1,P;, P, ..., Py]T is a vector representing the polarizations in the N bins. The first unity
term in the vector allows to compute relaxation while keeping the differential equation homogeneous.
The three matrices Wmw, R1, and Rp acting on the polarization vector represent mm-wave irradiation, Tie
relaxation, and spectral diffusion, respectively. We did not include the DQ and ZQ SE transitions assuming
that they are weak in our experimental conditions. Wi, represents the saturation of the single quantum
transitions and only contains non-zero elements on the diagonal, which can be represented as
@iy

1+ (wg—wmw) 2T

W nw)ik = Eqg. S5

where w1, T>, Wy, and wmy are the strength of the mm-wave field in rad.s™, the electron spin-spin relaxation
time constant, the electron spin resonance frequency of bin k, and the mm-wave frequency, respectively.
The action of R; can be represented in the subspace of electron spin k as

%(Pkl(t)) = <%" —OTL) (pkl(t)>' Eq. S6

where T1x = T1e is assumed to be constant across the EPR line and Py« is the Boltzmann polarization for bin
k, calculated by setting wo = w in Eq. S3. The non-zero matrix elements of R1 can therefore be written as

CHPEES Eq. 7
1

1

Rk = — ™

Finally, Ro, which represents spectral diffusion, is the only matrix with non-diagonal terms, which connects
bins with each other. It can be represented as the sum

Rp = Y >k Rp k), Eq. S8
of matrices in the subspace of electron spin k and j,

A€SD 1 <—77kjfj +f]>

(wr—w)* 1+m \ t0ifie —fx

RD,kj = Eq. S9

where A®P, f, and f; are a coefficient describing the efficiency of spectral diffusion in s® and the normalized
EPR intensities of bins k and j, respectively. The thermal correction factor

Nkj =5 Eq. S10
ensures that spectral diffusion preserves the gradient of polarization at Boltzmann equilibrium that arises
from the difference in Larmor frequency of the individual spin packets. Note that the thermal correction

factor in Eq. S10 is defined in this way in Ref. ®2. An alternative form of this term is given in several other
references by the same group (eg, Ref. 3°473), which is based on Boltzmann factors

i
Nij = €xXp <—K—BT (wk - wj)>. Eq.S11

According to Eq. 16b in Ref. 7® and Eq. 69 in Ref. ®, the expression in Eq S11 is supposed to be equal to that
in Eq. S10. However, these equations are in fact not equal; the proposed Boltzmann factor gives a
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population ratio, and not a polarization ratio as in Eq. S10. We performed test simulation of the eSD model
switching off mm-wave saturation (that is, setting w1 = 0). In this case, only spectral diffusion is active. If
the thermal correction factor is correct, the polarization across the EPR line, should remain constant at all
times. We found that Eq. S10 did produce the appropriate gradient of polarization (as predicted by Eq. S3),
while not Eq. S11 (see Figure S6). We therefore chose to use Eqg. S10.

0.2665
0.266 |-
< 0.2655 |
c
Rl
T
N
k|
DO_ 0.265 -
T j from Eq. S10
L e M/ from Eqg. S11
0.2645 .. ,/7 4
']k,j;]
/ e — _PO ||
EPR line
0.264 : ‘ . : :
395 395.5 396 396.5 397 397.5 398

mm-wave freq. (GHz)

Figure S6: Verification of the validity of the thermal correction factor given in Eq. S10. The polarization as a function
of frequency is simulated using the eSD (see Eqg. S4) for a Gaussian EPR line with standard deviation of 100 MHz
centered at 396.5 GHz (represented by a grey line in arbitrary units), with no mm-wave irradiation (w1 =0), T, =1 pus
(which does not influence the simulation because w; = 0), T1 = 1 ms, and A®*P = 4000 ps3. The black dashed line
represents the initial polarization, computed using Eq. S3. The blue, red dotted, and yellow dashed dotted lines
represent the final polarization (at tmax = 5:T1e = 5 ms) if the thermal correction factor is computed using Eq. S10,
using Eq. S11, or set to 1, respectively.

In all cases, we used the differential equation solver of MATLAB odel5s, which is optimized for problems
with timescales ranging on different orders of magnitude. The differential equation was solved on a time

range from 0 to tmax = 5-T1.. The last vector ﬁ(tmax) computed by odel5s was assumed to represent the
electron spin polarization at dynamic equilibrium.

Analytical solution to the spectral diffusion equation: An alternative to Vega’s eSD is to treat spectral
diffusion as a standard 1-dimensional diffusion equation. A difficulty that arises in this case is how to obtain
the frequency dependence of the diffusion coefficient. Wenckebach recently proposed an approach based
on Monte Carlo simulation.®? Here, we use a simple approximation of the diffusion equation where the
diffusion coefficient is assumed to be constant across the EPR line, as proposed by Vaneeckhaute et al.®®
This approach has the advantage of yielding an analytical solution with a limited number of free
parameters. Under the assumption of constant T:. and diffusion coefficient D across the EPR line, the
diffusion equation can be expressed as

Py—P(w) P(w)

a
EP(V) = —nw? h(a) a)pw)P(w) + D P( )+ —— Eq. S12

E
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where h and D are the homogeneous broadening and the spectral diffusion coefficient, respectively. If we
further assume that the homogeneous broadening is small compared to the inhomogeneous broadening,
the mm-waves are only on resonance with spins of the exact same frequency. Eq. S12 then becomes

2 P(w) = —1w? P(0)8(w — wnw) + D P( )+P° —Plw) Eq. 513
At equilibrium, that is, when Eqg. S13 is null, the diffusion equation has the solution
lw-—wmwl
Phw(w) =Py (1 — exp (— %)), Eq. 514

where A = (DT1)¥? is the spectral diffusion length.

c. DNP model using analytical equations

This section shows the derivation of simple formula for the profiles of the solid effect (SE), the cross effect
(CE), and the truncated cross effect (tCE) for the case where spectral diffusion can be neglected. This
derivation also requires the hypothesis that the electron spin-lattice relaxation time Ti. is constant across
the EPR line, leading to a constant saturation efficiency across the line. Alternatively, assuming full
saturation yields the same result. It is further assumed that nuclear spin diffusion averages nuclear
polarization across the sample.

Solid effect case: If there is no electron spectral diffusion, the polarization of electron spins on resonance
with double- and zero-quantum transitions (DQ and ZQ) are not affected by each other nor they are
affected by depolarization of electron spin on resonance with single quantum transition (SQ). In this case,
SE affects the nuclear polarization only for nuclear spins interacting with electrons on resonance with the
ZQ and DQ transitions, yielding

PISE’ZQ(a)mW + wy) = —xP,, Eq. S15
and
PISE’DQ(a)mW — wy) = +xP,, Eq. S16

where w,, x, and Po are the absolute value of the nuclear Larmor frequency, a factor describing the dynamic
efficiency of the saturation of the SE transitions, and the electron polarization at Boltzmann equilibrium
(see Eq. S3), respectively. Assuming that nuclear spin diffusion equalizes polarization across the sample
and that the nuclear Boltzmann polarization and nuclear relaxation are negligible, the bulk nuclear
polarization is the weighed summed of the two contributions of Egs. S15 and S16

SE,Z SE,D
PISE(wmw) = f(a)mw + (‘)I)PI < + f((‘)mw - (‘)I)PI Q Eq. 517

= XPO(f(wmw —wp) — f(wmw + CUI)),

The shape of the SE profile is then given by Eq. S17, dropping constant factors

fSE((‘)mw) = f(wmw - (‘)I) - f(wmw + (1)1), Eq.S18
which can be obtained concisely as the convolution integral
fSE((‘)mw) = (f * u)[wmw]: Eq. S19
40

https://doi.org/10.26434/chemrxiv-2025-3r9qt ORCID: https://orcid.org/0000-0002-8490-030X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0


https://doi.org/10.26434/chemrxiv-2025-3r9qt
https://orcid.org/0000-0002-8490-030X
https://creativecommons.org/licenses/by-nc-nd/4.0/

of the EPR line with the function
u) =6(w + w;) — 6(w — wy), Eq. S20
where 6 is the Dirac delta function.

Cross effect case: The CE transfers the polarization difference between two electrons to a nuclear spin via
triple spin flips, provided the Larmor frequency difference of the two electrons wi — w> matches the
nuclear Larmor frequency w. At equilibrium, a nuclear spin interacting with such a pair of electron spins
has polarization®*74

P,—P
PI_ 1 2

= 1ohp, Eqg. S21

where P; and P; are the polarizations of the two electron spins. The denominator is a normalization
constant that only plays a role at high electron polarization. Assuming that spin diffusion averages the
nuclear spin polarization, the bulk nuclear polarization is given by the weighted average over all possible
electron spin pairs fulfilling the CE matching condition

P(w)-P(w-wy)

1—P(@)P(@—wp) Eq. 522

1

P =1 [ dof (@)f @~ o)
where P(w) is the electron polarization at frequency w in the EPR line, and the normalization factor
condition

Fy = [dof(0)f(w — wy). Eq. S23

The term flw))flw— w\)/Fn in Eq. S22 expresses the probability for a particular pair of electron spins to fulfill
the CE matching condition, given the EPR intensities f(w) and flw— w)). In absence of mm-wave irradiation,
the P(w)) — P(w— w) is equal to the nuclear Boltzmann polarization P,g and Eqg. S22 predicts P, = Pj. In this
case, CE serves as a Ti relaxation mechanism for nuclear spins. CE DNP consist of creating an out-of-
equilibrium difference between electron spins via mm-wave (or microwave) irradiation that then transfers
spontaneously to nuclear spins.

If there is no spectral diffusion, triple spin flips only result in hyperpolarization between the electron spins
being saturated (with w = wmw) and those satisfying w = Wmw— W and w = Wmw + w), on the left and on the
right of the irradiation frequency, respectively. In these two cases, Eq. S21 gives the polarization of nuclear
spins interacting with such electron spin pairs are

CE lef P(wmw)—P(wmw—wr)
R (0mw) = i e, Eq. 524

and

CEright _ P(@mwtw)—P(@mw)
PI (wmw) - 1-P(0mw)P(@mw+ oD Eq. S25

Because there is no spectral diffusion, the polarization of the left and right partners is that of thermal
equilibrium Pg

P(wmw — @1) = P(Wmw + @1) = Py, Eq. 26
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and assuming a homogeneous Ti. across the EPR line (or that saturation is infinite), the saturation factor
is constant across the EPR line, yielding

P(@mw) = P Eq. S27
We therefore have
CE,left __ psat_p
PI € (a)mw) = Tm}go. Eq. $28
and
CE,right __ Py—psat
R (Omw) = 25w Eq. 529

Hence, the integral of Eq. S22 is the sum of the two terms of Egs. S28 and S29, with the weights,
flwmw)flwmw— w)/Fn and flwmw)flwmw + wi)/Fy, respectively, yielding

f( mw)f( mw ) CE,I fi f( mw)f( mwt ) CE,right
P () = e e PR () o el om ol RN () Eq. 530
_iPO_Psat

f(wmw)(f(wmw + wl) - f((‘)mw - (‘)I)) .

© Fn 1-PyPsat

The shape of the CE profile is then given by Eq. S30, dropping the constant factors

fCE(wmw) = f(a)mw)(f(wmw + wp) — f(wmw - (1)1)) . Eq. S31

As for the SE, this can be computed in a compact way as a convolution integral (or as the product of the
EPR line with the SE profile)

fce (wmw) = f(wmw)((f * U) [wmw]) = f(wmw)fSE (wmw)- Eq. S32

Truncated cross effect case: the tCE without spectral diffusion can be computed in a similar way as the CE.
Let us call fs and fr the EPR lineshape of the slow- and fast-relaxing spins, respectively. For the case where
spectral diffusion among the slow-relaxing spins can be neglected, triple spin flips leading to nuclear
hyperpolarization only occur for the saturated slow-relaxing spin (with ws= wmw) and the fast-relaxing spins
satisfying wr = Wmw— w1 and we= Wmw + wi. Egs. $24 and S25 can then be adapted to the tCE as

CE lef Ps(wmw)—Pr(@mw—01)
R 0m) = e e, Eq. $33

and

tCE,right _ PrlomwtwpD—Ps(@mw)
R (Wmw) = 1-Ps(Wmw)PFr(@mw+wp)’ Ea. 534

Assuming that fast-relaxing spins are always at Boltzmann polarization Py and writing Ps(wmw) = P, we

have
CE lef PSP,
BN 0mw) = T Eq. S35
and
tCE,right Po—psat
R (0mw) = s Eq. S36
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Hence, the

PItCE (Wpw) = fS(“’mw)f:l\f“’mw_wI) PItCE,left(wuw) + fs(wmw)f:liwmw+w1) PItCE,right(wmw)
1 py—psat
= al—PsatPo fS(me)(fF(wmw + wl) - fF(wmw - a)I)) , Eq. S37

where the normalization factor is defined as

Fy = [ dwfs(@)(fr(w + wp) + frlw — (UI))- Eq. S38
The shape of the tCE profile is then given by Eq. S38, dropping constant factors
ftCE(Vuw) = fS(a)mw)(fF((Umw + wl) - fF(a)mw - (‘)I))- Eq. S39

In the case where the fast-relaxing are shifted from the slow-relaxing by approximately wi (i.e., resonance-
matched), only one of the two terms fe(wmw + w) and fe(wmw — w)) is non-zero. Furthermore, if the
resonance of the fast-relaxing spins is broad compared to the slow-relaxing spins, the value of fr in the one
term that is non-zero can be considered constant over the range where fs(wmw) is non-zero. Then, we have
either

frce(Wmw) = +fs(@Wmw), Eq. S40

or

frce(@mw) = —fs(Wmw), Eq. S41

whether the fast-relaxing spins are shifted by +w, or —w, with respect to the EPR line of the slow-relaxing
spins, respectively. In this case, the DNP profile has the same shape as the EPR line, up to a sign, as is the
case for the Overhauser effect.

d. DNP model including spectral diffusion

To include spectral diffusion in the simulations of the CE and tCE, one must consider the triple flips of the
nucleus with all pairs of electrons spins fulfilling the CE matching conditions, not only on resonance with
the mm-waves. In the case of the CE, the sum can be written as

CE _ 15N Pmw (@i +oD)—Pmw (wg)
P (Wmw) = 7 Lke=1 f(wpf (W + wp) TP (o VD) Prrvn (@) Eq. S42

where N is the number of bins in the EPR spectrum, and the normalization factor is

Fy = Xi=1 f (@) f (g + wy). Eq. S43

Note that it is not necessary to account for triple-spin flips on the left and right, as they are both covered
by the summation. In the case of the tCE, the integration yields

Po—Pg" (wy)
1-Po P& (wp)

P& (wy)—Py

+ fs(wp) fr(wi + wp) 1_P0PSmW(wk)), Eq. S44

1
PItCE(wmw) = aZk (fs(wk)fF(wk — wy)
where N is the number of bins in the EPR spectrum, and the normalization factor is

F, = X¥_1(fs(wp) fe(wr — wp) + fs(wi) fr(wy + 0)1))- Eq. $45
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4. Simulation results

a. P1EPR line

Figure S7 shows the simulated EPR line at 14.1 T as in the main text of the paper (black line) together with
the contributions of the different P1 populations.

-
T

Isolated
-------- D-broadened
J-pair

Sum

o
©
T

o 92 o ©°
N 0 o N ©

EPR intensity (a.u.)

o
w

0.2
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e

Il Il Il Il Il Il

395.15 395.2 395.25 395.3 395.35 395.4 395.45
uw frequ. (GHz)

Figure S7: Simulation of the EPR line using Easyspin’s function pepper for solid-state powder averaging. The summed
spectrum (in black) is decomposed into three contributions (isolated, dipolar-broadened, and exchange-coupled
pairs). See the Methods section for details on the simulation parameters.

b. DNP profiles with different hole burning models
The DNP profiles were simulated for P1 spins at 14.1 T as a linear combination

f(Wmw) = Xecefice(@mw) + (1 — xcp) fee (Wmw), Eq. S44

where xct is contribution of the tCE profile between 0 and 1, using Egs. S42 and S44. The polarization of
the slow-relaxing P1 spins as function of frequency Ps™"(wx) was computed using both hole burning models
presented in Section 3b. In both cases, it was assumed that dipolar-broadened and exchange-coupled P1
spins play the role of slow- and fast-relaxing partners. Figure S8 shows the simulated DNP profiles using
Vega’s eSD model (see Eq. S4) and the analytical solution to the diffusion equation (see Eqg. S14), in panel
a and b, respectively. For the eSD model, 11 free parameters were manually fit to the experimental data:
xwce, T1 (individually for set of experimental conditions), T», w1, and AP, respectively, (the last three being
kept constant for all conditions). For the analytical model, the only fit parameters were xice and the spectral
diffusion length A. Table S2 summarizes the fit results. The digitization of the EPR spectrum was set to a
low value for the eSD model (as represented by dots on the EPR lines of the bottom plots of Figure S8a) to
fulfill the condition®? that the frequency difference between the bins (8 MHz) does not exceed the
homogeneous broadening: wi1 - wx > 2/T, (8 MHz). In the case of the analytical model, there is
requirement regarding the frequency separation between the bins.
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Table S2: Fit parameters of the spectral diffusion/hole burning models used to compute the DNP profiles shown in

Figure S8.
Vega’s eSD model Analytical model
298, 298, 298, 298,
T (K) . 100 35 T (K) . 100 35
Static MAS Static MAS
Xtce 0.5 0.5 0.5 0.5 Xtce 0.6 0.6 0.7 0.7
T1(ms) 0.12 0.12 4 5 A (MHz) 22 20 130 130
T2 (ns) 40
w1/2m (kHz) 300
AP (us3) 800
a. Using Vega's eSD model
_ 298 K, static 298 K, 6 kHz 100 K, 6 kHz 35 K, 5 kHz
g 0.5 0.5
[
2 0 0
2
5 - -0.5 -0.5
_ T,.=012ms T, =4ms
&

Rel. EPR int. (-)

g
0

=
w

395.2 395.3 3954

395.2 395.3 3954

395.2 395.3 395.4

0.5 4 0.5 /
3
eetle o Slaeet” e 0 eets” . Do L TP 0 [eee® *3es .ad
395.3 395.4 395.2 395.3 395.4 395.2 395.3 395.4
b. Using analytical solution to the spectral diffusion equation
298 K, static 298 K, 6 kHz 100 K, 6 kHz 35K, 5 kHz
1
0.5 0.5 0.5
0 0 0
-0.5 -0.5 -0.5
A =20 MHz A =120 MHz A =130 MHz

Rel. enhancement (-)
o

395.2 395.3 395.4

395.2 395.3 3954

395.2 395.3 395.4

395.2 395.3 395.4

1 \ 1 1 \
= | |
£ |
o 0.5 0.5 ~ 0.5
[= 9
w
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Figure $8: Computation of the simulated DNP profiles using Egs. S42 and S44 and the Vega’s eSD model (see Eq. S4)
and the analytical solution to the diffusion equation (see Eq. S14), panel a and b, respectively. In each panel, the top
row represents the normalized experimental DNP profiles (colored symbols) and the model (black lines). The bottom
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row represents the EPR line of the slow-relaxing spins under saturation (colored lines) compared with that at thermal
equilibrium (grey lines), for three different mm-wave frequencies (represented by vertical dashed lines).

Table S3: Separation between the positive and negative DNP optima in the experimental profiles Aex,, compared with
that of the simulated profiles Asim (simulated using the analytical solution to the diffusion equation), and the profiles
of the tCE and CE contributions, Awe and Acg, respectively, for the simulation using the analytical solution to the
diffusion equation.

T (K) Aexp Asim A'cCE ACE
298, static 162 175 188 150
298, MAS 162 175 184 150

100 215 188 196 163

35 215 196 196 163

¢. SE-DNP simulation

Figure S9 shows the simulated DNP profile for the SE (in gray) using Eq. S19 and the entire EPR line (isolated,
dipolar-broadened, and exchange-coupled spins) compared with the experimental results in all

experimental conditions (colored symbols).

298 K, static 298 K, 6 kHz 100 K, 6 kHz 35 K, 5 kHz
1 & 1 & 1 1 o%g
& °
A ) )
A N °
— 4
T osf|a 4 0.5 A 0.5 0.5 to
. A q ®
€ h A g ' ‘
o ' . o
a 0 . 0 0 0
=2 A ¢ )
[a) Al A4 %) qd o
3 * N ¢ :
& -0.5 A\ & -0.5 o -0.5 0.5 o
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A o ¢ oo
-1 a -1 -1 -1

395.2 395.3 3954
mm-wave freq. (GHz)

395.2 395.3 3954
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395.2 395.3 3954
mm-wave freq. (GHz)
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Figure S9: SE simulation using Eq. S19 (gray line), compared with the experimental data (colored dots).

d. Prediction of the DNP profiles at 3.3and 6.9 T

The 3C-DNP profiles acquired at 3.3 and 6.9 T and room temperature for the same diamond sample were
reported in Ref. %, It is shown in Figure S10 as red triangles. We applied the model shown Figure 6, that is,
CE and tCE where spectral diffusion is computed using the analytical expression of Eq. 3. In these
conditions (lower field and possibly stronger saturating field), the contribution of the SE is more
pronounced than at 14.1 T, so it was included in the simulation. The black lines show the individual
simulated DNP profiles and their sum. The EPR line of the slow relaxing spins (dipolar-broadened and
isolated) at thermal equilibrium and under saturation at a select frequency (grey and lines, respectively)
is shown in the top right plot of each panel. The EPR line of the fast-relaxing spins (exchange-coupled pairs)
is shown in the bottom right plot of each panel. The spectral diffusion length and relative contributions of
the tCE, CE, and SE were manually fitted. The static magnetic field of 3.3476 and 6.9074 T were also let
free to align the simulated and experimental profiles. The spectral diffusion length was fitted to 6 and 22
MHz at 3.3 and 6.9 T, respectively. For comparison, a spectral diffusion length of 22 MHz was obtained at
14.1 T (see Table S2).
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The model is in good agreement with the experimental data at 6.9 T (see Figure S10b). At 3.3 T, the model
reproduces most of the features (see Figure S10a). However, the central negative absorptive feature is not
reproduced by the model (highlighted in yellow in Figure S10a). This very feature was attributed to tCE by
Bussandri et al.*® It is possible that the fast-relaxing spins taking part into the proposed tCE feature are
spin species different from P1 centers, as suggested by Bussandri et al.>°

a.By=33T b.Bo=69T
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Figure S10: a,b. Comparison of the experimental DNP profiles reported in Ref. 3 at 3.3 and 6.9 T, respectively, and
room temperature in static mode for the same diamond sample as in this study. The top plots on the right of each
panel show the EPR line of the slow-relaxing spins at thermal equilibrium and under saturation at a select frequency,
represented as grey and red lines, respectively. The black dashed lines represent the microwave irradiation frequency
and the two corresponding positions for triple-spin flips partners. The bottom plots on the right of each panel show
the EPR line of the fast-relaxing spins at thermal equilibrium. The black dashed lines represent the two positions for
triple-spin that correspond to the irradiation frequency on the plot of the slow-relaxing spins. The yellow area in
panel a highlights the region where the model does not reproduce the experimental data.

e. Transition distribution for exchange-coupled P1 pairs

The EPR spectrum of the exchange-coupled was simulated using EasySpin function pepper, with the option
that separates the EPR spectrum into the components corresponding to different transitions (option
separate set to the value transitions) for a magnetic field of 14.1 T and using the parameters given in the
Methods section of the paper. The resulting spectra are shown in the left panel of Figure S11 (as colored
lines). The sum of all the components corresponds to the whole EPR line and is shown as a black line. The
transition intensities were calculated by integrating the individual components. Their relative
contributions of the transitions are shown on the right panel of Figure S11 as blue dots, ordered in
descending intensity. The cumulative distribution of the blue curve in Figure S11 is shown in black on the
same plot. This plot shows that the most intense transition only contributes to about 5% of the total EPR
line and the 20 first most intense transitions account for less than 50% of the total EPR line.
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Figure S11: Decomposition into individual transitions of the powder-averaged EPR spectrum of exchange-coupled P1
spin pairs. Left: EPR spectrum of the individual transitions (colored lines) and sum of all transitions (black line). Right:
Transition intensities (obtained by integrating the spectra on the left) ordered from most to least intense (blue dots)
and cumulative distribution of the transition intensities (black line).
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