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Abstract: We inves*gate nitrogen subs*tu*on defects, also known as P1 centers, in type 1b 
diamonds as a source of electron spin polariza*on that is readily transferred to 13C nuclear spins 
within the diamond matrix at 14 Tesla by dynamic nuclear polariza*on (DNP) at room temperature 
down to 35 K. The goal was to obtain a quan*ta*ve model for clustered P1 centers in diamonds 
generated under high pressure and high temperature (HPHT). The study relied on frequency-
stepped measurements of DNP profiles under magic angle spinning (MAS) using the mm-wave 
output of a frequency-tunable gyrotron and a regular superconduc*ng NMR magnet set at a single 
field. The gyrotron output frequency was controlled via the temperature of the gyrotron cavity 
over 260 MHz centered around 395.3 GHz and had an output power of ~1 W across this range. 
We observe 13C on/off signal enhancements of up to 700-fold at room temperature under MAS 
and in sta*c mode, and 130-fold between 35K and 100 K. Modeling of the experimental results 
revealed the dominant role of P1 clusters harboring inter-P1 dipolar and exchange couplings 
exceeding 100 MHz in achieving effec*ve 13C DNP at 14.1 T. Clustered P1 centers may be of great 
u*lity in genera*ng highly enhanced 13C NMR signal in high-pressure high-temperature diamond 
as a source of contrast for NMR and MRI applica*ons, or a major decoherence source in quantum 
sensing applica*ons. 

Introduc)on 
The inherently low sensi*vity of nuclear magne*c resonance (NMR) can be increased by several orders of 
magnitude by polarizing nuclear spins above thermal equilibrium using dynamic nuclear polariza*on 
(DNP).1 This boost in sensi*vity allows for the detec*on of dilute or low popula*on species that would 
otherwise be well below the limits of standard solid state (SS)-NMR,2,3 and magne*c resonance imaging 
(MRI).4 DNP can also be used indirectly to increase the sensi*vity of quantum sensing via 13C NMR 
magnetometry.5 In addi*on, enhancing the bulk nuclear spin hyperpolariza*on in an inert material is of 
great interest, owing to the poten*al for achieving long spin relaxa*on life*mes and decoherence *mes, 
for quantum informa*on storage,6 quantum sensing,7–10 or as a source of strong NMR signals or high MRI 
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contrast.11 DNP is a highly promising approach to achieve bulk nuclear spin polariza*on using intrinsic 
paramagne*c defects in materials, but the selec*on or design criteria of defects for achieving high DNP 
efficiency is rarely discussed.   

The DNP method consists of transferring the high polariza*on of unpaired electron spins of a polarizing 
agent (PA) to the surrounding nuclear spins by means of millimeter-wave (mm-wave) irradia*on at a 
precise frequency that is determined by the PA, the magne*c field, and the nature of the nuclear spins to 
be hyperpolarized.12 Tremendous efforts have been put into the development of PAs for MAS-DNP with 
high fidelity and desirable proper*es, but the majority of currently used PAs belong to a surprisingly 
narrow selec*on of biradical archetypes consis*ng of a pair of nitroxides13 or of a nitroxide and a narrow-
line radical such as trityl.14 On the one hand, these exis*ng biradical PAs enabled transforma*ve NMR and 
MRI studies.15–17 On the other hand, these molecular PAs can be less effec*ve for genera*ng high bulk 
nuclear spin polariza*on at high magne*c fields exceeding 14 T18 and at room temperature (RT),19 and may 
not offer inert materials property to withstand desirable condi*ons that may be highly reducing or 
oxidizing.                                                                             

We turn our a`en*on to paramagne*c centers in diamonds, given their prominence in being u*lized as 
sensors and probes20,21 through synthesis, surface modifica*on, func*onaliza*on, and other material 
prepara*on techniques.22,23 These paramagne*c centers have been used for quantum sensing or DNP 
under many experimental condi*ons, typically at magne*c fields ranging from tens of mT to 7 T.24–33 
Nega*vely charged nitrogen-vacancy defects (NV-) can be op*cally pumped at RT and the electron spin 
polariza*on subsequently transferred to the surrounding 13C spins by DNP at low magne*c fields.25 The 
resul*ng hyperpolarized 13C spins have been u*lized as qubits for quantum sensing21 and quantum 
informa*on processing.34 Hyperpolariza*on of 13C spins in nanodiamonds has also been performed at 
liquid helium temperatures,24 employing these nanodiamonds as tracers for magne*c resonance imaging 
(MRI).11 Bretschneider et al. reported 13C DNP enhancements of up to ~300-fold and ~150-fold at 100 K 
and RT, respec*vely, using nitrogen defects at a magne*c field of 9.4 T under MAS (referred to as P1 centers, 
see Figure 1a) in micrometer-size diamonds, with DNP transfer achieved using a 10 W gyrotron.24,26 Palani 
et al. recently showed that the MAS-DNP enhancement at RT and 9.4 T was improved by moderate 
spinning and reached satura*on using only a few wa`s of microwave power.35 Kato et al. have reported 
the use of surface electron spins of nanodiamonds as PAs for MAS-DNP at ultra-low temperature (ULT) 
down to 30 K, and demonstrated their poten*al for boos*ng mul*dimensional NMR for biomolecular 
studies. Paramagne*c centers in diamond represent a versa*le and promising substrate for DNP36 with the 
poten*al of reaching high signal enhancements at RT while requiring weaker microwave power than 
conven*onal MAS-DNP. 

Microdiamonds have been used in a number of studies of sta*c DNP at moderate magne*c field (3–7 T).28–

33 Nevzorov et al. obtained enhancements up to 1000-fold under sta*c DNP in a high-pressure high-
temperature (HPHT) diamond single crystal using a 50 W klystron as the microwave source and using a 
high-Q EPR resonator at 7 T and RT.32 The high resul*ng B1e field of 30 MHz was able to efficiently drive 
solid effect (SE) transi*ons. The SE is dis*nct in its proper*es and performance from the cross effect (CE) 
DNP that typically drives 13C hyperpolariza*on in HPHT diamonds at high magne*c fields.24,26 Shimon et al. 
showed that 13C-DNP from P1 centers could reach high enhancements at moderate magne*c fields (3.4 
and 7 T) and RT in sta*c condi*ons using solid-state microwave sources outpuing hundreds of mW.28,29 
Von Wi`e et al. recently studied the temperature dependence of sta*c DNP at the same fields (3.4 and 7 
T) and with similar microwave powers, from 1.7 K to RT and obtained high enhancement across the whole 
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temperature range.31 Paramagne*c defects in diamond are known to be distributed non-uniformly, as 
evidenced for example by Panich et al.’s NMR relaxa*on measurements37,38 and Shames et al.’s half-field 
EPR measurements.39 Bussandri et al. demonstrated that a large frac*on of P1 centers were present as 
clusters using DNP at 7 T and RT and pulsed EPR at 8 T.30 Similar conclusions were reached by Nir-Arad et 
al. using DNP, pulsed EPR, and electron-electron double resonance at 7 and 14 T, on a diamond single 
crystal.31 However, there are limited studies inves*ga*ng the spa*al distribu*on and couplings of P1 
centers in diamond that cri*cally affect their u*lity as PAs for DNP at a high magne*c field of 14 T.31,40  

 

Figure 1: a. Scheme of a microdiamond including P1 clusters and isolated P1 centers. The inset shows the crystal 
structure of a P1 center with the loca%on of the paramagne%c spin-½ electron. b. Diagram of the experimental 
setup. c,d. Picture of the console of the gyrotron and the gyrotron itself, respec%vely. 

In the present work, we inves*gate the 13C-DNP performance of P1 centers in HPHT microdiamonds at 
14.1 T across a wide range of experimental condi*ons, from RT to ULT, under MAS and in sta*c mode. We 
used a low power gyrotron with tunable frequency, which lils the necessity for a variable-field magnet to 
measure the DNP profile, i.e., DNP enhancement as a func*on of mm-wave frequency (referring to the 
electromagne*c waves generated by the gyrotron with mm wavelengths, not microwaves, at frequencies 
exceeding 300 GHz). Frequency-tunable gyrotrons have already been used for MAS-DNP by several groups; 
Fujiwara, Matsuki and coworkers tuned the frequency of their gyrotron via its magne*c field for MAS-DNP 
at 14.1 T,41,42 and Barnes and coworkers via the anode voltage for MAS-DNP at 7 T.43,44 Both these 
approaches allow for a large tuning range but result in a highly variable power across the tuning range. 
Here, we tune the frequency via the temperature of the cavity, which results in a more even power across 

https://doi.org/10.26434/chemrxiv-2025-3r9qt ORCID: https://orcid.org/0000-0002-8490-030X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-3r9qt
https://orcid.org/0000-0002-8490-030X
https://creativecommons.org/licenses/by-nc-nd/4.0/


 4 

the different frequencies, hence allowing for the measurement of DNP enhancement as a func*on of mm-
wave frequency to obtain a DNP frequency profile. The gyrotron output is connected to the DNP probe via 
a corrugated waveguide as in most conven*onal MAS-DNP setups. This strategy has also been used in the 
context of liquid-state Overhauser DNP by Prisner and coworkers45 and by Benna* and coworkers.46  

We used the same microdiamond sample by Element 6 as in Ref. 30, which has a nitrogen concentra*on of 
110-130 ppm and a par*cle size of 15-25 µm. A spin coun*ng experiment at X-band showed a P1 
concentra*on of 70 ppm (corresponding to 20 mM inside the microdiamond). Despite the rela*vely low 
mm-wave power of ~1 W at the gyrotron output in the current itera*on of the gyrotron tube, we obtained 
13C on/off enhancements exceeding ~700 at RT and >100 at ULT. Comparison between experimental and 
simulated DNP profiles show that the clustering of P1 centers is at the origin of the efficient DNP observed 
here. 

Results and discussion 

DNP hardware and opera.on  

The DNP system consists of a JEOL 600 MHz wide-bore magnet at 14.1 T, a helium gas heat exchanger 
using three cryocoolers, a cold He gas manifold, a MAS NMR probe for DNP experiments under ULT 
condi*ons, as described by Li et al,47 and a frequency-tunable gyrotron, as described in more detail below 
(see Figure 1b-d). The probe is cooled by cold He gas flow that also drives bearing and spinning for MAS 
opera*on, which is cooled by a heat exchanger located next to the magnet. The exhaust He gas is 
recirculated into the heat exchanger in a closed cycle. The probe is equipped with a top-loading sta*on 
that allows for sample exchange without warming up and removing the probe, even during opera*ons at 
cold temperatures. To perform DNP experiments at ULT, the heat exchanger is cooled one day prior to 
commencing experiments. Cooling the NMR probe star*ng at RT using the closed-cycle helium MAS 
system connected to the heat exchanger takes about 2 hours. Sample inser*on or exchange using the top-
loading system is done in 15 minutes. Turning on the gyrotron and stabilizing its cavity temperature takes 
about 1 hour before star*ng experiments. Each DNP profile point requires about 8 minutes: 5 minutes for 
temperature stabiliza*on of the gyrotron cavity and 3 minutes for NMR spectrum acquisi*on. The use of 
a variable-frequency gyrotron rather than variable-field magne*c field (as in conven*onal MAS-DNP 
setups) removes the need to retune the probe at each frequency, allowing for seamless frequency stepping 
and DNP profile capture. S*ll, the acquisi*on of a full DNP profile with this setup takes one workday given 
the total overhead *me required for each frequency, with a typical frequency step size of 10 MHz to 
resolve the fine features of the experimental DNP profile. 

Frequency-tunable gyrotron 

The gyrotron uses second harmonic genera*on with a magne*c field of 7 T. The frequency of the gyrotron 
is tuned by adjus*ng the cavity temperature within a range of 10°C to 67.5°C via the cavity coolant. The 
op*mal mm-wave frequency and power is achieved by op*mizing a combina*on of gyrotron parameters, 
including the beam voltage, beam current, and the main (superconduc*ng magnet) and the gun trim 
magne*c field values. Figure 2 shows the measured output power and frequency as a func*on of the cavity 
coolant temperature for a cathode voltage of 23.6 kV and a fixed magne*c field. Varying the cavity 
temperature between 10°C to 67.5°C, a smooth frequency tuning range of 260 MHz from 395.15 GHz to 
395.41 GHz was achieved, corresponding to a rate of ~5 MHz/°C, while maintaining the output power 
between 0.8 and 1.2 W (note that the highest frequency points are missing on Figure 2 but are reported 
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in more detail in Figure S2). A broader frequency tuning range of about 800 MHz can be a`ained by 
lowering the cathode voltage, but this significantly reduces the achievable mm-wave power, down to 
about 0.2 W.  

 

Figure 2: a. mm-wave frequency and b. power were measured while varying the cavity coolant temperature, keeping 
all other parameters constant. mm-wave power was recorded directly 1 m from the gyrotron cavity output. mm-
wave frequency was measured by placing a mirror 1 m away from the gyrotron cavity output, reflec%ng at a 45° angle, 
and posi%oning the frequency measurement system (FMS) 25.4 cm away from the mirror. The black line is a quadra%c 
regression of the mm-wave frequency with respect to the cavity coolant temperature (more details in the Suppor%ng 
Informa%on). 

The rela*on between the mm-wave frequency and the cavity temperature was found to be approximately 
linear (see Figure S2). However, a closer fit is obtained when using a second order polynomial (see Figures 
2b and S2). We also observed that the rela*on between the mm-wave frequency and the cavity 
temperature was subject to evolu*on over *me (see Figure S2). In our current setup, the mm-wave 
frequency is measured by replacing a sec*on of the waveguide with a mirror to divert the mm-wave beam 
to a frequency measurement device (see the Methods sec*on). To ensure a sufficient resolu*on of the 
frequency during the acquisi*on of DNP profiles, the mm-wave frequency was measured at the beginning 
and the end of each DNP profile, and at several intermediate points (typically every 5°C or 25 MHz). The 
quadra*c fit of Figure 2b was found to predict the frequency of the resul*ng dataset with a root mean 
square error of 2.7 MHz (see Figure S3). While mm-wave frequency fluctua*ons occur due to sensi*vity 
to slight changes in propor*onal-integral-deriva*ve (PID)-controlled parameters, such as beam current 
and cavity temperature, the fluctua*ons are minor and do not distort the broad DNP features discussed 
in the later sec*ons. Furthermore, the beam current (and thus indirectly, the output power) was held 
stable to about 0.3 % by the PID controller in the gyrotron control system. Details on the instrumenta*on 
setup for mm-wave frequency and power measurements are provided in the Methods sec*on and SI 
Sec*on 1e.  

As a comparison, the gyrotron used by Prisner and coworkers for liquid-state Overhauser DNP at 9.4 T 
(~260 GHz) outputs microwave at 20 W over 60 MHz, where the frequency is tuned solely via the cavity 
temperature.45 The gyrotron used by Benna* and coworkers in similar condi*ons outputs microwaves at 

https://doi.org/10.26434/chemrxiv-2025-3r9qt ORCID: https://orcid.org/0000-0002-8490-030X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-3r9qt
https://orcid.org/0000-0002-8490-030X
https://creativecommons.org/licenses/by-nc-nd/4.0/


 6 

~10–50 W over a range of 200 MHz and at ~10 W over a range of 500 MHz. Here, the frequency is tuned 
by adjus*ng both the cavity temperature and the cathode voltage.46 In liquid-state Overhauser DNP 
experiments, the requirements for the microwaves are slightly different than for solid-state DNP. Indeed, 
it is necessary to achieve highly stable microwave frequency as the EPR resonance is narrower than in the 
solid state, but the frequency does not need to be stepped as DNP profiles in the liquid state do not usually 
bring useful informa*on. The gyrotron used by Barnes and coworkers for MAS-DNP at 7 T (~197 GHz) 
allows for a tuning range of 335 MHz but the power varies by an order of magnitude on this range (from 
10 to 110 W). In this case, the frequency is controlled with μs *me-resolu*on via the anode voltage of the 
gyrotron.43 The gyrotron used by Fujiwara and coworkers for MAS-DNP at 14.1 T outputs mm-wave over a 
range of 1 GHz with the frequency being controlled via the gyrotron magne*c field.41 Again, this strategy 
results in a strong varia*on of the power over the tuning range (~9–35 W).  

The gyrotron presented in this study outputs mm-waves at 0.8–1.2 W over a range of 260 MHz and to 0.2 
W over a range of 800 MHz. Our aim is to increase the frequency tunability to reach the frequency 
separa*on between the DNP op*ma for AMUpol at 14 T, which is about ~1 GHz.48  The performance and 
opera*on reported in this study is that of the first genera*on gyrotron tube that was built and adjusted 
over *me.  

DNP measurements 

DNP profiles were measured as on/off 13C signal enhancement in the microdiamond as a func*on of 
con*nuous wave mm-wave irradia*on, with the mm-wave frequency stepped between 395.15 and 395.41 
GHz at RT, 100 K, and 35 K under MAS at 6 kHz (see Figure 3a). The irradia*on *me was set to τ = 60 s, and 
the delay between scans set to 60 s for both the mm-wave-on and -off experiments. This value of τ was 
chosen to achieve prac*cal experimental *mes which allows for a DNP profile of one sample to be acquired 
within one day. 

At RT under MAS at 6 kHz, the DNP profile of the HPHT diamond displays two dis*nct features: a posi*ve 
enhancement peak at 395.20 GHz and a nega*ve enhancement peak at 395.37 GHz (see Fig. 3a). These 
peaks are ~162 MHz apart, which is different from the 13C Larmor frequency of 150.9 MHz at 14.1 T. The 
enhancement values at the op*ma are listed in Table 1 and the enhancement exceeds -710 for the nega*ve 
op*mum. The DNP profiles measured at 100 K and 35 K (see Fig. 2a) are broader than that at RT, with the 
posi*ve and nega*ve enhancement peaks separated by ~215 MHz. Notably, the measured DNP 
enhancements at 100 and 35 K are lower than at RT for both the posi*ve and nega*ve op*ma (see Table 
1). 

At first sight, the DNP profiles in Fig. 3 have a shape expected for CE or non-resolved SE. An EPR profile at 
RT simulated using EasySpin is shown in Fig 3a for comparison as a gray line (see the Methods sec*on for 
details on the EPR parameters). The three lines of the EPR spectrum are separated by ~90 MHz, a value 
that is dis*nct from the 13C Larmor frequency (150.9 MHz). This makes the qualita*ve interpreta*on of 
the DNP mechanism difficult, and we hence will model the DNP profiles next. We note that the features 
of the DNP profiles as seen in Figure 3 were observed with other HPHT microdiamonds from different 
sources (Hyperion, see Figure S5).  
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Figure 3: DNP frequency profiles of Element 6 HPHT microdiamond with a nitrogen concentra%on of 110-130 ppm. 
The figure demonstrates (a) the effect of temperature under MAS and (b) the effect of MAS at RT. The 13C DNP 
frequency profiles were obtained by measuring signal enhancements afer 60 s as a func%on of irradia%on frequency 
swept from 395.15 GHz to 395.41 GHz with 0.8–1.2 W output power. The simulated EPR profile (grey) shown in (a) 
was simulated based on RT data of a similar diamond taken at 13.8 T (see the Methods sec%on for details). 

Table 1: 13C signal enhancement in Element 6 HPHT microdiamond at different temperatures, expressed as on/off 
enhancement afer τ = 60 s of mm-wave irradia%on (defined in Eq. 7) for the posi%ve and nega%ve DNP op%ma 
(indicated as + and – lobes, respec%vely). The RT results are also expressed in terms of absolute enhancement at 60 
s and infinity (defined in the Sample and Methods sec%on, Eq. 8). 

T (K) DNP lobe ωmw/2π (GHz) εon/off(60) ε(60) ε(∞) 
298 

(sta%c) 
+ 395.199 +560 N.A. N.A. 
– 395.360 -624 N.A. N.A. 

298  
(MAS) 

+ 395.199 +624 58 255 
– 395.361 -710 -67 -259 

100 
+ 395.171 +142 N.A. N.A. 
– 395.386 -127 N.A. N.A. 

35 
+ 395.171 +134 N.A. N.A. 
– 395.386 -117 N.A. N.A. 
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As men*oned above, the DNP profiles were acquired with τ = 60 s for both mm-wave-off and -on 
experiments. This delay is much shorter than the 13C spin-laice relaxa*on *me (T1) of ~ 10 min (see SI), 
and hence the enhancements reported in Figure 3 correspond to εon/off(60), which is different from the 
absolute enhancement ε(60) (see the defini*ons in Eqs. 7 and 8, respec*vely). We measured both the 
nuclear T1 and the DNP build-up *me constant (TDNP) at RT under MAS. This allowed us to determine the 
absolute enhancement aler 60 s and at infinite *me to be about 60 and 250, respec*vely (see Table 1).  
We did not measure the TDNP values at lower temperature and hence, cannot report on the absolute 
enhancements at ULT. We chose to present all DNP spectra as εon/off(60) so that they are comparable. 

EPR lineshape analysis 

The interpreta*on of the DNP profiles requires a precise knowledge of the EPR line of the PA. In the case 
of P1 centers, the EPR line contains three peaks corresponding to the projec*ons of the coupled 14N 
nuclear spin. We have recently shown that a significant por*on of P1 spins were clustered giving rise to a 
non-vanishing intensity in between the three lines.30 In the same study, we found that the nuta*on 
frequency of these clustered spins was larger than that of isolated spins, giving a clear indica*on of 
exchange coupling or exchange coupling among the clustered spins. Another study published at the same 
*me on HPHT diamonds also evidenced the presence of P1 clusters with exchange couplings.31 In the la`er 
study, the P1 EPR line of a single crystal HPHT diamond at 13.8 T was fi`ed by the sum of three 
contribu*ons: isolated P1 spins, dipolar broadened spin, and exchange-coupled spin pairs. The isolated 
and dipolar broadened spins were fi`ed with the same EPR parameters except for the linewidth. The 
exchange coupling in the spin pairs was fi`ed to an approximate value of J/2π = 139 MHz.31 

In all DNP simula*ons presented in the next sec*ons, we used the EPR parameters reported in Ref. 31:  g-
factors g∥ = 2.00218 and g⊥ = 2.00220; P1-14N hyperfine interac*on values A∥/2π = 114.0 MHz and A⊥/2π 
= 81.3 MHz; 14N quadrupolar constant P∥/2π = -3.97 MHz; J/2π = 138.7 MHz for exchange-coupled spins; 
Gaussian line broadening of 5, 30 and 17.5 MHz for isolated P1 spins, dipolar-broadened P1 spins and 
exchange-coupled P1 pairs, respec*vely. The rela*ve contribu*ons of the isolated, dipolar-broadened, and 
exchange-coupled P1 spins to the overall EPR line are 0.49, 0.38, and 0.13, respec*vely. The resul*ng EPR 
line is shown as a grey line in Figure 3a (Figure S7 shows the spectral contribu*on of each popula*on). 
Note that the values of the hyperfine and quadrupolar interac*ons were originally reported from Ref. 49. 
We note that in Ref. 30, we obtained slightly higher values for the P1 g-tensor (g∥ = 2.00225 and g⊥ = 2.0023) 
than those of Ref. 31—we chose the la`er values in this study. We made this choice because the values 
from Ref. 31 were obtained from experimental data at higher magne*c field than the values in Ref. 30 (13.8 
compared to 8.2 T), which should lead to a more precise measurement of the g-tensor. This expecta*on is 
further validated with the lower values in Ref. 31 yielding an EPR line that aligns be`er with our 
experimental DNP profiles. 

1 electron-1 nucleus and 2 eletron-1 nucleus DNP models 

To understand the DNP mechanisms at play in the diamond sample studied here, we first use a simple 
analy*cal model. In this model, the DNP profile corresponding to each mechanism is computed as a 
convolu*on of the EPR line with a func*on that is specific to each mechanism (see below). The overall 
DNP profile is obtained by the weighed sum of the contribu*ons of the different mechanisms. The 
comparison between the experimental DNP profiles and the simula*on for a par*cular mechanism was 
then used to assess whether the mechanism can describe the experimental data. Similar models have 
been presented in previous studies on DNP of microdiamonds by Bretschneider et al.26 at 3.3 T and 1.65 K 
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in sta*c mode, by Shimon et al.28,29 and by Bussandri et al.30 at 3.3 and 7 T at RT in sta*c mode. Using a 
similar approach, we show at 14.1 T that DNP mechanisms that rely on one or two electron spins cannot 
reproduce any of the DNP spectral features shown in Figure 3, but that DNP mechanisms involving clusters 
of strongly coupled spins can. 

 

Figure 4: Schema%c representa%on of the DNP mechanisms without spectral diffusion. Yellow arrows represent mm-
wave satura%on. Black arrows represent spontaneous flip-flops or triple spin flips. Horizontal grey lines on the EPR 
spectra and DNP profiles represent the 13C Larmor frequency. a. In OE, a single quantum transi%on is saturated and 
polariza%on transfers spontaneously to the nuclear spin by a zero (or double) quantum transi%on, resul%ng in 
nega%ve (or posi%ve) DNP. b. In SE, mm-waves drive a double-quantum (or zero-quantum) transi%on involving one 
nucleus and one electron, resul%ng in posi%ve (or nega%ve) DNP. c. For CE, mm-waves saturate the single-quantum 
transi%on of electron e1

- (or e2
-), with |ω0(13C)| = |ω0(e1

-) – ω0(e2
-)|. A triple-spin flip involving two electrons and one 

nucleus subsequently flips the nucleus, leading to posi%ve (or nega%ve) DNP. d. tCE is like the CE except that e2
- 

relaxes faster than e1
-, which makes it inefficiently saturated by mm-waves, resul%ng in a DNP profile with a single 

lobe. The state labels correspond to e-–13C and e1
-–e2

-–13C spins systems in the two and three spin cases, respec%vely, 
with α and β represen%ng the spin being aligned parallel and an%parallel with the magne%c field, respec%vely. The 
transi%on indicated in the DNP profile correspond to DQ or ZQ satura%on (a), DQ or ZQ cross-relaxa%on (b), and 
triple-spin flips (c,d). 
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We first consider the Overhauser effect (OE) as a possible mechanism. OE is induced by satura*ng the 
allowed single-quantum EPR transi*on (see Figure 4a). Nuclear polariza*on subsequently builds up due to 
an imbalance between zero-quantum and double-quantum cross-relaxa*on rates, which requires 
modula*on of the hyperfine interac*on near the electron Larmor frequency.50 Such modula*ons have 
been proposed to give rise to OE at low temperatures in semiconductors51 and in π-conjugated 
networks,52–54 but are not expected to occur in an insula*ng rigid diamond laice.26,30,31 Moreover, an OE 
mechanism should give rise to a DNP profile with a similar shape as the EPR line itself, which does not 
match experimental observa*on.  

 

Figure 5: a. Comparison of the simulated EPR line for isolated P1 spins and theore%cal DNP profiles for SE and CE at 
various magne%c fields, showing that CE is almost nonexistent at B0 = 14.1 T, i.e. the magne%c field used in this work. 
The grey horizontal lines represent the 13C Larmor frequency. All four SE profiles are normalized with respect to the 
most intense SE value (obtained for B0 = 3.3 T). All four CE profiles are normalized with respect to the most intense 
CE value (obtained for B0 = 9.4 T). b. Efficiency of the CE mechanism as a func%on of magne%c field for both posi%ve 
and nega%ve DNP, rela%ve to the nega%ve enhancement at 7.8 T. The solid and faint dashed red lines represents the 
CE efficiency computed using the EPR line of the narrow-line P1 centers only (as shown in panel a) and using that of 
the dipolar-broadened popula%ons, respec%vely. The black dots indicate the value of the five magne%c field strengths 
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represented in panel a, with the corresponding references to published work. The horizontal grey lines indicate the 
magne%c field values of the three matching condi%ons, where the Larmor frequency of 13C spins is smaller than the 
anisotropy of the hyperfine interac%on ΔA; equal to the hyperfine interac%on A; and equal to the twice the hyperfine 
interac%on 2A. The inset shows a zoom around the magne%c field used in this work. The SE and CE DNP profiles are 
computed using Eqs. S19 and S32, respec%vely. 

Next, we test the effect of SE DNP. SE is obtained by satura*ng the low-probability zero-quantum or 
double-quantum electron-nuclear transi*ons (see Figure 4b).55 The SE DNP profile is computed from the 
difference between two copies of the EPR line shiled by	–ω0(13C) and +ω0(13C). In the simulated SE DNP 
profile, the separa*on between the posi*ve and nega*ve op*ma is 126 MHz (see Figure 5a). The 
experimental DNP profiles show a frequency separa*on between 165 to 220 MHz, hence not matching 
the SE DNP profile. Furthermore, satura*ng zero- and double-quantum transi*ons requires strong mm-
wave power, especially at high magne*c fields, and should not be efficient in our condi*ons of modest (~1 
W) mm-wave power at 14.1 T. The SE is therefore not the dominant contributor to our experimental 
observa*ons. 

CE is olen the domina*ng mechanism in MAS-DNP.56,57 As with OE, CE-DNP starts by the satura*on of an 
allowed single-quantum EPR transi*on but requires a second electron whose polariza*on is (ideally) 
unaffected by the mm-waves (see Figure 4c). The polariza*on difference between the two electrons then 
transfers spontaneously to the 13C spin if the three spins fulfill the CE matching condi*on |ω0(13C)| = 
|ω0(e1

-) – ω0(e2
-)|, (ω0(13C) and ω0(ek

-) being the Larmor frequency of the 13C spin and of the kth electron 
spin, respec*vely). The CE therefore requires the presence of electron spin pairs whose Larmor frequency 
difference matches the nuclear Larmor frequency. The CE profile can be computed as the product of the 
EPR line and the predicted SE DNP profile.28,58 We note that this simple model assumes that electron 
spectral diffusion is negligible and that the electronic T1e is homogeneous across the EPR line (see SI for a 
detailed deriva*on). Furthermore, this model does not account for MAS but, as the DNP profiles at RT for 
the MAS and sta*c case are almost iden*cal in shape, we do not expect MAS to significantly modify the 
DNP mechanism. Figure 5a shows the simulated EPR line of isolated P1 spins and the corresponding SE 
and CE profiles for a series of values of the magne*c field strength, including the result presented in this 
work at 14.1 T. Because the CE profile is given by the product of the SE profile and the EPR line, it has non-
zero amplitudes only where the two overlap. Figure 5a shows that there is li`le overlap between the EPR 
line and the SE profile at 14.1 T, sugges*ng the effect of CE among the isolated P1 spins is negligible. 

To get a clearer view of the condi*ons where CE is expected to be efficient, the CE profile was computed 
as in Figure 5a, for an array of magne*c field values between 0.1 and 25 T. Figure 5b shows the predicted 
maximum posi*ve and nega*ve CE enhancements as a func*on of the magne*c field strength as a solid 
red line. Three dis*nct regimes where CE is efficient may be iden*fied.26,31 First, at field such at 3.3 T and 
less, the nuclear Larmor frequency ω0(13C) is smaller than the hyperfine anisotropy ΔA = A∥ – A⊥ and so a 
pair of electrons fulfilling the CE matching condi*on may be found within one of the external lines of the 
EPR spectrum. Second, at a higher field regime of 7 or 9.4 T the ω0(13C) values lie between the A∥ and A⊥	

hyperfine coupling constants. Therefore, one electron in the central EPR line may fulfill the CE matching 
condi*on together with another electron corresponding to one of the external EPR lines. Finally, in the 
regime at the highest field considered here at 18.8 T, ω0(13C) lies between 2A⊥ and 2A∥. Therefore, one 
electron in each of the external EPR lines matches the CE condi*on. Because 14.1 T is not part of any of 
these regimes, CE is inefficient with narrow-line isolated P1 centers at this par*cular field. As clustering 
broadens the EPR line, coupled P1 spins are expected to be`er fulfill the CE matching condi*ons. To verify 
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this, the CE efficiency as a func*on of the magne*c field strength was computed for the popula*on of 
dipolar-broadened spins30,31 alone with the dipolar coupling strength taken from Ref.31 of HPHT diamond 
as discussed earlier (dashed faint red lines in Figure 5b). The broadening of the EPR line results in a 
broadening of the matching condi*ons, resul*ng in a more even CE efficiency across different fields but 
lower maximum values, because the broadening dilutes the contribu*ons of spins that fulfilled CE without 
broadening. At 14.1 T, the CE efficiency is improved by a factor ~7 for dipolar-broadened P1 spins 
compared to isolated P1 spins, but s*ll corresponds to only 3% of the efficiency at the op*mal field, i.e., 
7.8 T. 

DNP mechanisms involving clustered spins 

We turn to the truncated CE (tCE) as a likely dominant mechanism. tCE is a form of CE where the two 
electron spin partners fulfilling the CE condi*on differ in relaxa*on rate. The slow-relaxing electron spin is 
first saturated by mm-wave irradia*on and then undergoes a triple-spin flip with the nuclear spin and the 
fast-relaxing electron spin partner (see Figure 4d). Because of fast relaxa*on, the la`er rapidly returns to 
equilibrium and is ready to undergo a new triple spin flip. tCE is op*mal when the slow- and fast-relaxing 
popula*ons are separated by the nuclear Larmor frequency, as depicted in Figure 4d. The effect is said to 
be “truncated” because it is only efficient when the slow-relaxing spins are saturated and undergo triple 
spin flip with a fast-relaxing electron spin mee*ng the CE condi*on, but not when irradia*ng the fast-
relaxing spins. In the la`er case, even when they fulfill the CE condi*on with a slow-relaxing electron spin, 
the fast-relaxing spins return to equilibrium before they can polarize the nuclear spins via a triple-spin flip 
process. In the simple case shown in Figure 4d, this gives rise to a single lobe absorp*ve DNP profile that 
has the shape of the EPR line of the slow-relaxing spins (note that this spectral feature is not a priori 
dis*nguishable from OE). tCE will gives rise to a posi*ve or nega*ve absorp*ve DNP profile depending on 
whether the fast-relaxing spins have a higher or lower resonance frequency, respec*vely, rela*ve to the 
slow-relaxing spins (see Figure 4d).  

Figure 6a shows the experimental normalized DNP profiles together with simulated profiles (colored 
symbols and black line, respec*vely), obtained as a linear combina*on of CE and tCE. The tCE and CE 
components making up the simulated DNP profiles that closely describe the experimental profile show 
that tCE is the dominant contributor. For tCE, the dipolar-broadened and isolated P1 spins that make up 
the observable EPR spectrum were assumed to play the role of slow-relaxing spins, while the exchange-
coupled P1 spins play the role of fast-relaxing spins. The simulated EPR spectrum of the slow- and fast-
relaxing components (Figure 6b-c) show the drama*c differences in their broadening, and the fast-relaxing 
spectral component spanning well beyond the en*re visible EPR spectrum. CE is assumed to occur only 
among the slow-relaxing spins, i.e. isolated or dipolar broadened. The simulated tCE profiles feature larger 
separa*ons between the posi*ve and nega*ve DNP op*ma than the simulated CE (and SE) profiles, which 
are closer to the experimental values (see Table S3). Three points were key to obtain a good fit of the 
model to the experimental data: first, spectral diffusion was assumed to spread the effect of mm-wave 
satura*on among the slow-relaxing spins and modeled phenomenologically; second, the EPR spectrum of 
the exchange-coupled spin pairs was simulated while accoun*ng for the high electron polariza*on at low 
temperatures; finally, a dipolar coupling of 50 MHz was assumed between the exchange-coupled spins 
(which was not included in the fit reported in Ref. 31).  These three points are detailed in the following 
sec*ons. 

The enhancement from CE was computed using Vega and coworkers’ indirect CE (iCE) formula59 
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Figure 6: a. Comparison of the experimental DNP profiles (colored symbols) with the model of combined CE and tCE 
(black lines) presented in Eqs. 1 and 2, where isolated and D-broadened spins play the role of slow-relaxing partners, 
and exchange-coupled pairs play the role of fast-relaxing partners. The slow-relaxing spins are efficiently saturated 
by mm-wave irradia%on while the fast-relaxing spins are assumed to always be at thermal equilibrium with 
polariza%on P0. b. Simulated EPR line of the slow-relaxing P1s spins (isolated and D-broadened) at thermal 
equilibrium (in grey) and under mm-wave satura%on (colored lines) on resonance with the low frequency EPR peak 
(shown as an example), with νmw = ωmw/2π. The effect of spectral diffusion and electron spin-lazce relaxa%on during 
satura%on is modeled using Eq. 3. At lower temperature, T1e gets longer allowing the effect of satura%on to spread 
on a larger range of frequencies (see Eqs. 3 and 4). c. EPR line of the fast-relaxing exchange-coupled P1 pairs, whose 
line shape becomes asymmetric at low temperature due to high polariza%on, with νI = ωI/2π being the nuclear Larmor 
frequency. The stronger EPR intensity of the fast relaxing-spins at νmw + νI (in panel b) rela%ve to that of the slow-
relaxing spins (in panel c) is consistent with tCE being more efficient than the CE (see panel a). 

which accounts for triple spin flips between all spin pairs fulfilling the CE matching condi*on, not only 
those on resonance with the mm-wave irradia*on. fS(ω) is the EPR intensity (or density of states) at 
frequency ω, PS

mw(ω) is the polariza*on of the slow-relaxing spins at frequency ω under satura*on at 
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frequency ωmw, and ωI is the nuclear Larmor frequency. The product fS(ωk)fS(ωk + ωI) is propor*onal to the 
probability for a pair of slow-relaxing spins to fulfill the CE matching condi*on. If spectral diffusion is 
negligible, the EPR line is only modified by the mm-wave irradia*on on resonance with it. Hence, PS

mw(ωk) 
is only different from P0 for ωk = ωmw, and the polariza*on difference PS

mw(ωk) – PS
mw(ωk + ωI) is only non-

zero for ωk = ωmw. In this case, the sum in Eq. 1 simplifies to a single non-zero element, which corresponds 
to direct CE.59 The sum over frequencies ωk combines the effect of all pairs fulfilling the CE matching 
condi*ons for a given value of ωmw. The denominator is a normaliza*on factor that only plays a role when 
the electron polariza*on approaches unity.  

The enhancement due to the tCE was computed adap*ng Eq. 1 to the case of triple spin flips between 
slow- and fast-relaxing spins (see Sec*on 3 of the SI for a detailed deriva*on), 

 𝑓/!"(𝜔#$) = ∑ *𝑓%(𝜔&)𝑓0(𝜔& −𝜔')
(&,(!

"#(*$)
.,(&(!
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+ 𝑓%(𝜔&)𝑓0(𝜔& +𝜔')
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Here, fS and fF are the EPR intensi*es (or density of states) of the slow- and fast-relaxing spins, respec*vely. 
The products fS(ωk)fF(ωk + ωI) and fS(ωk)fF(ωk – ωI) are propor*onal to the probabili*es for a pair of slow- 
and fast-relaxing spins to fulfill the CE matching condi*on, where the slow-relaxing spins have frequency 
ωk. PS

mw(ωk) and P0 are the polariza*ons of the slow-relaxing spins at equilibrium under mm-wave 
irradia*on at frequency ωmw and that of the fast-relaxing spins, which is assumed to be constant and equal 
to the Boltzmann equilibrium value due to the hypothesis of fast-relaxa*on. The difference in polariza*on 
between the slow- and fast-relaxing P1 spins is transferred to nearby nuclear spins by triple spin flips. Note 
the difference in sign in the polariza*on difference P0 – PS

mw(ωk) between the lel and right terms in Eq. 2, 
which leads to DNP of opposite signs.  

We tested two approaches to model spectral diffusion among the slow-relaxing spins. An analy*cal 
solu*on60 to the spectral diffusion equa*on proposed by Wenckebach61 and Vega’s electron spectral 
diffusion (eSD) model.59,62–64 Both models describe the electron spin polariza*on as a func*on of frequency 
in the EPR line, under the influence of mm-wave irradia*on, T1e relaxa*on, and electron-electron flip-flops. 
They should be seen as phenomenological as they were developed for sta*c condi*ons and do not account 
for MAS. They gave similar results although the analy*cal model results in a slightly be`er fit to the 
experimental data. The two models are detailed in the SI (Sec*on 4) and the resul*ng simulated DNP 
profiles are compared. Here, we only show the analy*cal model, which was used in Figure 6. In this model, 
the steady-state electron polariza*on across the EPR line is the solu*on to the spectral diffusion equa*on, 
which follows an exponen*al law60  

 𝑃%#$(𝜔&) = 𝑃1 /1 − exp /−
|*$,*"#|

3
44, Eq. 3 

where ωmw is the mm-wave irradia*on frequency, and Λ the spectral diffusion length, defined as 

 Λ = 6𝑇.4𝐷, Eq. 4 

where T1e is the electron spin-laice relaxa*on *me constant and D the spectral diffusion coefficient. In 
analogy to the diffusion length in Fick’s law, Λ expresses how far in the EPR spectrum the effect of the mm-
wave irradia*on propagates under the compe*ng influence of spectral diffusion and relaxa*on. D depends 
on the strength of the spin-spin interac*on and can be expected to be independent of temperature. In 
contrast, T1e increases with decreasing temperature, which implies that the spectral diffusion length can 
vary with temperature. Hence, the lower the temperature, the further spectral diffusion spreads the effect 
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of satura*on. The EPR line under mm-wave satura*on is shown as colored lines in Figure 6b. It is obtained 
by taking the product of the EPR line at Boltzmann equilibrium (grey line in Figure 6b) with the polariza*on 
as predicted by Eq. 3. The values of the spectral diffusion length and the satura*on factors were fi`ed 
manually at the three temperatures and reported in Table 2. 

The electron polariza*on at 14.1 T and low temperatures breaks the high temperature approxima*on (see 
Table 2). Hence, the EPR line of coupled spins depends on electron polariza*on and in turn on temperature 
(see Figure 6b). Indeed, at 35 K, with P0 = 0.26, a P1 center has a higher probability to find its coupled 
neighbor P1 electron spin in the β state rather than in the α state, resul*ng in an asymmetric EPR line. This, 
in turn, contributes to the imbalance between the posi*ve and nega*ve DNP op*ma observed in the 
experimental data (see Figure 6a); as temperature decreases, the imbalance between posi*ve and 
nega*ve lobe increases. As men*oned above, we also assumed a dipolar coupling of 50 MHz for the 
coupled P1 pairs, unlike in Ref. 31 where the P1 EPR line was fi`ed with J/2π = 138.7 MHz and D = 0. Seing 
a non-zero value for D does not strongly change the appearance of the EPR line whose shape is dominated 
by isolated, narrow-line, P1 centers. However, it does affect the simulated DNP profile (note that it is 
reasonable to assume that spins with a large echange coupling will also feature dipolar couplings). The 
value of D was obtained as a rough fit. We note that the interplay between J and D changes the shape of 
the EPR line at high electron polariza*on. However, both these values are difficult to determine with 
precision.31,35 

Table 2: Parameters used to compute the DNP profiles: Boltzmann electron polariza%on P0 was calculated using 
Boltzmann equa%on (see Eq. S3); spectral diffusion length Λ; rela%ve contribu%on of tCE to the simulated DNP profile 
xtCE. Values of Λ and xtCE were fi}ed manually to the experimental data. 

T (K) P0 (-) Λ (MHz) xtCE 
298, sta%c 0.0318 22 0.6 
298, MAS 20 0.6 

100 0.0946 120 0.7 
35 0.265 130 0.7 

The modeling of the DNP profile confirms that the spectral diffusion length increases with decreasing 
temperature (see Table 2), as expected (see Eq. 4). Vega’s eSD (see Table S2 and Figure S8) also predicts 
an increase in T1e with decreasing temperature from fiing the DNP profiles. Although they are 
phenomenological, both spectral diffusion models converge to the same conclusion, that is that the 
broadening of the DNP profile at low temperature is due to an increase in T1e. As already men*oned (Figure 
6a, Table 2), the contribu*on of tCE to the overall DNP profile is larger than that of CE. This makes sense 
given the fact that the number of P1 spins fulfilling the CE matching condi*on is small at 14 T (see Figures 
5b and 6b).  

Electron spin satura.on measurements 

The tCE model presented in this study is valid when there is a difference in T1e between different P1 
popula*ons and consequently a change in the satura*on efficiency of those popula*ons. We verified these 
hypotheses by performing EPR measurements on a microdiamond sample from the same batch under 
similar condi*ons (B0 = 13.8 T and T = 35 and 298 K) in sta*c mode using the instrumental setup recently 
presented by Nir-Arad et al.65,66. The satura*on efficiency of different P1 popula*ons was measured using 
the pulse sequence of Figure 7a. Standard frequency-swept echo-detected EPR spectra (pulse sequence 
of Figure 7a without pump) were first recorded at RT and 35 K (colored lines in Figure 7b). The general 
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appearance of the spectra is the same, although the ra*o between the isolated and exchange coupled 
components is altered. While the T1e increases with the reduc*on of the temperature for all the spectral 
components, this reduc*on is the strongest for the isolated component. For the EPR spectrum acquired at 
35 K, the rela*ve intensity of the isolated component is reduced due to incomplete recovery during the 
pulse sequence repe**on *me. The EPR signal was measured again at select frequencies on resonance 
with the narrow peaks and in between them, but aler pumping the spins at these frequencies with tpump 
= 10 ms (see pulse sequence in Figure 7a). This experiment measures the remaining EPR signal aler 
satura*ng the spins at a given frequency. The colored dots in Figure 7b show the satura*on efficiency at 
the measured frequencies, given by  

 𝑠 = 1 − 5'()
5&
, Eq. 5 

where Isat and I0 are the signal intensi*es with and without prior pumping (satura*on), respec*vely. Both 
at RT and at 35 K, P1 centers are more efficiently saturated on resonance with the narrow popula*on than 
the intensity in between, which originates mostly from the exchange-coupled P1 spins. The difference in 
satura*on between narrow and broad popula*ons is larger at RT than at 35 K. This likely explains the 
stronger rela*ve DNP efficiency observed at RT compared to at cryogenic temperatures in this study (see 
Figure 6). 

 
Figure 7: Efficiency of the EPR line satura%on at different mm-wave irradia%on frequency at RT and at 35 K, recorded 
at 13.8 T in sta%c mode using a pump-probe pulsed EPR scheme, where the pump and probe pulses are set to the 
same frequency. a. Pulse sequence for pump-probe pulsed EPR experiments. tp = probe pulse length, tpump = pumping 
pulse length. b. Frequency-swept echo-detected EPR line at thermal equilibrium (without pump). c. Satura%on 
efficiency at select frequencies, as defined in Eq. 5. Crosses in panel b show the posi%ons where the pump-probe 
experiments were conducted.  
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Limita.ons of the DNP model 
The effect of electron spin satura*on and spectral diffusion in P1 centers on the DNP profile is significantly 
impacted by the specific experimental condi*ons of this study. The spectral diffusion model used here (see 
Eq. 3) was developed for sta*c DNP studies61 and is only accurate under MAS if T1e is short compared to 
the rotor period such that the processes of satura*on, spectral diffusion, and relaxa*on occur before a full 
revolu*on. Under MAS and at lower temperature where the T1e of the P1 center is likely to be longer than 
the dura*on of one revolu*on, saturated electron spins do not fully relax back to Boltzmann equilibrium 
before the sample orienta*on changes. If effects of satura*on outlive a rotor period, spectral diffusion 
within each of the three EPR transi*ons is enhanced as it sta*s*cally allows more electron spin pairs to be 
degenerate and exchange polariza*on. Therefore, mm-wave irradia*on should affect all spins within an 
inhomogeneously-broadened EPR line close to evenly. All the saturated slow-relaxing spins within the EPR 
line can then undergo a triple spin flip with the exchange-coupled spins. 

The observed DNP proper*es of P1 centers in HPHT diamond is strongly influenced by the field used in 
this study of 14.1 T. At this field, the hyperfine interac*on with the 14N spin is in the intermediate coupling 
regime, where the isotropic hyperfine constant is equal to twice the nuclear Larmor frequency (here, 
Aiso/4π ~ 46 MHz and ω0(14N)/ 2π ~ 43 MHz). This leads to a significant state mixing in the mS = +1/2 
electron spin manifold, making 9 transi*ons per e-14N system allowed and contribu*ng to the EPR spectra. 
The transi*ons connec*ng different 14N states provide un unusual mechanism for polariza*on transfer 
across the EPR spectrum thus contribu*ng to eSD.40 Figure 8a shows the energy diagrams and allowed EPR 
transi*ons for the strong, intermediate, and weak coupling regimes, corresponding to low, intermediate, 
and high magne*c field limits. The transi*on intensi*es for the same field regimes are shown as 
histograms in Figure 8b. Finally, the EPR spectra decomposed in different transi*ons are shown in Figure 
8c. In the limits of strong and weak coupling (low and high field, respec*vely), only three EPR transi*ons 
are allowed. However, 14.1 T falls in-between these limits, and all nine transi*ons are allowed. The 
situa*on is even more complicated for P1 pairs that experience exchange coupling that is es*mated to be 
about three *mes that of the 14N nuclear Zeeman and hyperfine interac*ons.31 The fact that these three 
interac*ons are on the same order of magnitude causes more than 200 transi*ons to be allowed. Figure 
S11 shows that the most intense transi*on only accounts for 5.4% of the total EPR intensity and the 20 
most intense transi*ons together make up for s*ll less than 50% of the total EPR line.  

The findings of the present study differ from those of Ref. 30 where RT DNP was performed at 3.3 and 6.9 
T on the same HPHT diamond sample as studied here. In that study, DNP profiles were found to be the 
sum of contribu*ons of SE, CE, and tCE, all three with comparable intensi*es. The presence of significant 
SE at 3.3 and 7 T but not at 14.1 T can be explained by the decrease of the efficiency of SE with increasing 
magne*c field and possibly a stronger satura*ng field available at 3.3 T. The vanishingly small number of 
non-clustered P1 pairs fulfilling the CE matching condi*ons explains why 14.1 T is a special case where CE 
is par*cularly inefficient (see Figure 5). The model for tCE presented here differs from that used in Ref. 30 
where the tCE profile was computed as the sum of three EPR peaks and their sign and intensity lel as free 
fit parameters. The sign of the tCE enhancement corresponding to each of the three EPR peaks was 
hypothesized to come from the presence of a popula*on of fast-relaxing spins with an asymmetric EPR 
line that displays greater intensity at lower frequencies. In this study, the tCE contribu*ons were modeled 
using the slow- and fast relaxing EPR components and considering the effects of electron spin polariza*on 
(see above) and was shown to describe the experimental DNP profiles at 14.1 T and at different 
temperatures without the need to use addi*onal fudge factors. The same physical model for the DNP 
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profile at 14.1 T was used to simulate the DNP profile at 3.3. and 6.9 T (shown in Figure S10). The resul*ng 
DNP profile was found to be in excellent agreement with the experimental DNP data at 6.9 T described in 
Ref. 30 (see Figure S10b). The model derived from this study at 14.1 T could capture the 6.9 T DNP profile 
data more accurately than previous models. In other words, the DNP study at 14.1 T presented here 
contributed to genera*ng a more complete picture of the spectral popula*on of P1 centers in HPHT 
diamond than previously known. To the contrary, the model did not fully reproduce the tCE contribu*on 
to the DNP profile at 3.3 T (see Figure S10a). It is possible that broader paramagne*c species with a lower 
g-factor than the P1 species captured by EPR plays the role of fast-relaxing spins for tCE at 3.3 T,30 but not 
at higher field, possibly due to an increase in relaxa*on rate at higher field. This study shows that there is 
a myriad of “hidden” paramagne*c species that are not directly captured by EPR but are reflected in the 
characteris*cs of DNP profiles at different magne*c fields. 

Figure 8: a. Energy diagrams of the spin states of the P1 center in different hyperfine coupling regimes. The first, 
second, and third splizngs correspond to the electron Zeeman, 14N Zeeman, and hyperfine interac%ons, respec%vely. 
mz, ω0(e-), ω0(14N), and A are the z projec%on of the spin angular momentum, the electron and 14N Larmor frequency, 
and the hyperfine interac%on, respec%vely. Colored arrows show the allowed transi%ons. b. Distribu%on of the 
transi%on intensi%es in the three regimes. The dashed horizontal lines indicate the maximum intensity of 1/3. c. EPR 
intensi%es in the three regimes. Colored lines represent the spectra of individual transi%on between a pair of states 
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and black lines are the sum of all, i.e., the EPR spectra. Summed spectra are normalized to an integral of 1. Levels are 
labeled in order of ascending energy (1 = lowest energy, 6 = highest energy). 

Conclusion and outlook 

In this study, we present MAS DNP profile data of P1 centers of HPHT diamond at 14.1 T and at 35 K, 100 
K and RT. This study acquired DNP profiles by frequency, as opposed to field, stepping under MAS, made 
possible by using mm-wave frequencies from a gyrotron produced by second harmonic genera*on at half 
the NMR magnet field and varied by altering the gyrotron cavity temperature at a constant NMR magne*c 
field.  This has prac*cal significance because these measurements could be performed using a regular 
superconduc*ng NMR magnet without cryogenic field-sweeping capabili*es that are typically required for 
MAS DNP powered by a gyrotron. There are only few studies that feature frequency tuned gyrotrons for 
DNP,42,43,45,46 and even fewer that measures MAS-DNP profiles by frequency tuning.36,42 The temperature 
of the resonant cavity in our system can be varied from 10 to 65 ºC, yielding a mm-wave frequency range 
of 260 MHz centered at 395.3 GHz with a stable power (about 1/3 varia*on on the available range). With 
this approach, the mm-wave frequency had a standard devia*on below 3 MHz, which is sufficiently narrow 
for stable irradia*on even using bi-radicals with narrow matching condi*ons like trityl-nitroxide.67 We 
found that the rela*on between the cavity temperature and the output frequency could vary over the 
course of months. We are currently working at equipping our system with real-*me monitoring of the mm-
wave frequency. This will allow us to correct for small frequency varia*ons during experiments if changes 
occur. In its current design, our gyrotron outputs only ~1 W  compared to up to 50 W, found in state-of-
the-art setups.46,68  

The current gyrotron prototype was designed to provide aggressive frequency tuning of > 1 GHz with a 
combina*on of beam voltage, magne*c field and cavity temperature varia*ons. However, the 
experimentally achieved output power is strongly dependent on the frequency of the beam voltage and 
magne*c tuning. Hence, primarily temperature tuning was used in these experiments to get stable mm-
wave power across the frequency range of the DNP profile. Besides, with the wide tuning band, the 
resonant frequency of the output window was not op*mal resul*ng in about a reflec*on of 50 % of the 
power back into the gyrotron. A new gyrotron is under development with a more modest tuning range 
with a power of > 5 W across 650 MHz and > 10 W across 150 MHz. In this new gyrotron, we will correct 
the window thickness and change the opera*ng mode to achieve higher output power. An upgraded 
gyrotron control system solware will allow for the op*miza*on of other opera*ng parameters to achieve 
constant power of >5 W across the 650 MHz band. 

By controlling the gyrotron frequency through the cavity temperature the stability of the mm-wave power 
is ascertained. Indeed, the power of our gyrotron decreases only by about 1/3 as temperature is increased 
on the available range, while holding the beam current and other parameters constant. As a comparison, 
the approach consis*ng of varying the anode voltage used by Barnes and coworkers allows for a μs *me-
resolu*on of the frequency but the resul*ng power varies by almost an order of magnitude over 340 
MHz.43 The approach of varying the gyrotron magne*c field used by Fujiwara and coworkers also results 
in power varia*ons up to a factor of 4 over 1 GHz. The tes*mony to this approach is the high-quality DNP 
profiles acquired at 35 K to RT that not only recapitulated the previous physical model for P1 centers in 
HPHT diamond but could significantly improve the model.   
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Our DNP results furthermore demonstrated the versa*lity of P1 centers in diamond as highly efficient 
polarizing agents for 13C-DNP in diamond across a wide range of experimental condi*ons, from 35 K to RT 
and both under MAS and in sta*c condi*ons. A high 13C enhancement of 700 was obtained at RT despite 
the rela*vely weak mm-wave power used here (~1 W). By modeling the experimental 13C-DNP profiles, we 
found that the SE and CE among isolated P1 spins were not significant at the magne*c field used here, i.e., 
14.1 T due to the absence of pair of isolated P1 spins fulfilling the CE matching condi*on.24,26 The 
experimental profiles were well reproduced using the CE involving clustered spins and tCE, where 13C 
nuclear spins are polarized by triple-spin flips involving slow-relaxing isolated or dipolar-coupled P1 spins, 
fast-relaxing exchange-coupled P1 pairs, and 13C nuclear spins. We introduced a new approach to modeling 
tCE by combining an analy*cal solu*on to spectral diffusion61 and iCE.59 These results firmly validate the 
dominant presence of clusters of P1 spins with significant dipolar and exchange coupling in HPHT 
diamonds, and showcase their u*lity for DNP. The results cannot be explained using homogeneously 
distributed P1 spins, as the DNP efficiency observed at 14 T and RT relies on the presence of clustered P1 
spins. 

The quan*fica*on of the clustering effect of P1 spins is important for the field of quantum sensing using 
NV centers or hyperpolarized 13C signal given their strong influence on the property of NV centers. Many 
studies focus on understanding and mi*ga*ng the decoherence of NV centers for which P1 centers are 
known to be a major source of decoherence.69–72 However, the model of HPHT diamond in the literature 
un*l recently did not consider dominant popula*ons of exchange coupled P1 centers. Published models 
of NV decoherence assume homogeneously distributed P1 spins,69 and therefore do not account for 
clustering that will change the influence of P1 on NV spin proper*es. Indeed, being closer together, P1 
spin clusters should undergo faster flip-flops, which would decrease the spectral density of spin state 
fluctua*ons at 0 frequency. This should in turn increase the coherence *me of NV spins. Furthermore, the 
presence of exchange-coupled P1 spin pairs is not accounted for in models of NV decoherence.69,72 
Although the significant exchange coupling evidenced previously31 and confirmed here can be expected to 
influence NV decoherence, it is not obvious in what direc*on it should affect it. Incorpora*ng this coupling 
in NV decoherence models is therefore necessary to be`er understand, and thus develop strategies for 
limi*ng, NV decoherence. 
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Data and code availability 

The data presented in this work, the codes used to analyze them, and the codes used for simula*on will 
be deposited on a repository once the paper is accepted for publica*on. 

Sample and Methods  
Gyrotron Frequency and Power Measurements. mm-wave irradia*on in our setup for DNP measurements 
was enabled by a Bridge 12 gyrotron tube assembly, described in more complete detail in the 
Supplementary Material. The output mm-wave frequency is determined by the dimensions of the internal 
cavity which supports a second harmonic transverse electric (TE) mode at 395 GHz when subjected to the 
external magne*c field of a 7.3 T cryogen-free superconduc*ng magnet (Cryogen Inc.). The cavity is 
thermally isolated from the electron gun and internal converter regions, thus allowing tuning of the mm-
wave frequency by adjus*ng the cavity temperature. Hea*ng or cooling of the cavity causes expansion or 
contrac*on of the metal walls respec*vely, thus changing its overall dimensions and the resul*ng mm-
wave frequency, typically at a rate of ~5 MHz/oC. A Polyscience chiller with a water bath provides 
temperature tuning for the gyrotron cavity within a range of 10°C to 67.5°C.  

To determine the temperature to mm-wave frequency correla*on of the gyrotron cavity, the frequency of 
the mm-wave beam was measured using a frequency measurement system (FMS) by Bridge12. The FMS 
operates by mixing a local oscillator frequency νLO and that of the gyrotron mm-wave frequency νmw, such 
that 

 𝜈'0 = ⌊𝜈#$ ± 𝑛𝜈67⌋, Eq. 6 

where n is the harmonic and νIF is the intermediate frequency. Because it does not feature a bandpass 
filter, the FMS displays both the upper and lower side band, and all other possible leaked frequencies of 
the gyrotron from lower stages, if they exist. The FMS solware can automa*cally detect and classify the 
sidebands and provides a unique frequency measurement with an accuracy ±1 MHz. The gyrotron 
frequency was measured by removing a por*on of the waveguide and placing a mirror approximately 1 m 
away from the gyrotron cavity output, reflec*ng at a 45o angle, and posi*oning the frequency 
measurement system (FMS) 25.4 cm away from the mirror.                 

The power output of the gyrotron was measured using a Scientech power meter, placed approximately 1 
m away from the output window along the waveguide. To determine the actual power, the measured value 
was adjusted by a calibra*on factor of 2.75. This calibra*on factor was obtained by a combina*on of water 
and dry calorimeter to account for the measured (absorbed) power compared to the real power (including 
both absorbed and reflected power). The reflec*on/absorp*on of the Scientech calorimeter head 
(ACS5000S) was measured on a Vector Network analyzer to determine the correc*on factor. While the 
gyrotron power is constant at approximately 1 W during cavity temperature tuning, it changes significantly 
during tuning of any other gyrotron parameters including cathode voltage, beam current, and gyrotron 
magne*c field.  

Sample Prepara.on. All DNP experiments were performed on a sample of ~40-mg of High-pressure high 
temperature (HPHT) Type Ib diamond manufactured by Element 6. The nitrogen concentra*on in the 
diamond and the par*cle size were es*mated by the manufacturer to be 110-130 ppm and 15-25 µm, 
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respec*vely. The sample was centered in a 3.2 mm Si3N4 rotor sleeve using Kel-F spacers. The rotor was 
sealed using Vespel caps containing Dyneema fiber reinforced plas*c inserts.  

NMR Measurements. All 13C NMR measurements were performed on a 14.1 T NMR DNP spectrometer 
equipped with a closed-cycle helium ULT-MAS system described previously,47 using a JEOL HX double 
resonance probe (see SI, Sec*on 1a). 13C NMR spectra were acquired using the Delta v6.0 NMR acquisi*on 
and data processing solware from JEOL. Satura*on recovery measurements were performed with the 
pulse sequence: (tsat)– 𝜏 –π/2-detec*on, where the satura*on pulse train uses tsat  = (π/2–twait)n  = 10 ms, 
with  twait = 1 ms, 𝜏  = 60 s and π/2  = 4.5 µs or 7.0 µs with 15 dB or 24 dB a`enua*on at RT and ULT, 
respec*vely, from the full power for both satura*on and detec*on. For DNP experiments, con*nuous wave 
(CW) mm-wave irradia*on was applied throughout the pulse sequence, and the data was acquired with 
two scans at each mm-wave frequency. For T1

 and TDNP build-up curve measurements, the same satura*on-
recovery pulse sequence was used without and with mm-wave irradia*on respec*vely, and by varying the 
*me interval 𝜏 from 0.1 s to 6 h. The spectra were exported as raw FID data from the Delta solware and 
processed using the Python DNPLab package v2.1.19.   

EPR Measurements. EPR experiments were performed on a home-built 13.8 T dual DNP/EPR spectrometer 
equipped with a closed-cycle helium cooling system and using a home-built pulse forming unit, an 
amplifier mul*plier chain (AMC), and a quasi-op*cal induc*on mode bridge, as described elsewhere.66,66 
Frequency-swept EPR signals were measured using an echo sequence (tp)ϕ1 – τe – (tp)ϕ2 – τe – (detec*on)ϕd 
with a 16-step phase cycling ϕ1 = [0°4, 90°4, 180°4, 270°4] and ϕ2 = [0°, 90°, 180°, 270°]4 for the two pulses 
and ϕd = ϕ1 - 2ϕ2 for detec*on. At RT, the pulse length and echo *me were tp = 1.6 μs and τe = 0.5 μs, 
respec*vely, and the signal was averaged over 100 shots with a repe**on *me of 2 ms. At 35 K, the pulse 
length and echo *me were tp = 1.8 μs and τe = 0.85 μs, respec*vely and the signal was recorded with a 
single shot and a repe**on *me of 1 s. Satura*on experiments were performed by adding a pump pulse 
of length tpump = 10 ms at the same frequency as the probe, with a delay τd of 1 μs between the pump and 
probe blocks. The pulse length and echo *me τe for each temperature were the same as in the frequency-
swept EPR experiments with 50 averages at RT and a single shot at 35 K and a repe**on *me of 14 ms and 
0.5 s for the RT and 35 K experiments respec*vely.  

The spin coun*ng was performed on a CW X-band Bruker Elexsys E500 spectrometer. 

Data Processing. The DNP profiles were processed using python scripts primarily using the DNPLab python 
package developed in collabora*on with Bridge12. The DNP profiles are shown using the on/off signal 
enhancement at *me τ aler satura*on  

 𝜖89/8;;(𝜏) =
5*+(<)
5*,,(<)

, Eq. 7 

where Ion(τ) and Ioff(τ) are the signal integrals at *me τ aler satura*on with and without μw irradia*on 
respec*vely. The absolute enhancement is defined as 

 𝜖(𝜏) = 5*+(<)
5*,,(=)

, Eq. 8 

where the mm-wave-off integral is taken at τ → ∞, i.e., aler full relaxa*on. 

EPR and DNP Simula.ons. EPR spectra of P1 centers were simulated with the MATLAB package EasySpin, 
using the pepper func*on (for powder-averaged spectra). EPR parameters for the P1 centers are based on 
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recently reported values from Ref 31: g-factors g∥ = 2.00218 and g⊥ = 2.00220); P1-14N hyperfine interac*on 
values A∥/2π =	114.0 MHz and A⊥/2π = 81.3 MHz; 14N quadrupolar constant P∥/2π = -3.97 MHz ; Gaussian 
line broadening of 5 MHz for isolated P1 centers, and of 30 and 17.5 MHz for dipolar-broadened clusters 
and exchange-coupled P1 pairs, respec*vely; an exchange coupling of J/2π = 138.7 MHz for the exchange-
coupled P1 pairs. The rela*ve contribu*ons of the isolated, dipolar-broadened and exchange-coupled P1 
spins to the overall EPR line are 0.49, 0.38, and 0.13, respec*vely. In addi*on to the values reported in Ref. 
31, a dipolar coupling of 50 MHz was assumed between the exchange-coupled P1 pairs (see the text for 
more detail). The obtained EPR line was used for all simula*ons in the paper using home-wri`en MATLAB 
scripts. See the Supplement for details on the simula*on method.  
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1. Instrumenta)on 
a. Ultra-low temperature MAS-NMR 
We used a ULT MAS-NMR setup opera*ng from room temperature down to 35 K using helium gas. This 
setup, par*cularly the temperature control, was described in detail in Ref. 47. In brief, it consists of a 14.1 
T wide-bore superconduc*ng magnet, a ULT MAS probe with a helium gas recircula*on system for helium-
gas cooling and spinning of the sample down to temperatures of 30 K, and a gyrotron using second 
harmonic genera*on to produce mm-wave entering the ULT MAS probe from the top via a waveguide. The 
HX double resonance probe used is similar in nature to the HC double resonance probe used in Ref. 47, 
except it has addi*onal replaceable capacitors to switch nuclei for X channel tuning. When no addi*onal 
capacitors are used on the X channel, the frequency is tuned to 13C, which is the configura*on that was 
used in this work. The system is equipped with a top-loading system for sample exchange that was not 
present in Ref. 47. 

b. Gyrotron System 
The gyrotron system used here was designed and assembled by Bridge12. It comprises several key 
components, including a magnetron-injec*on gun, an internal cavity, an internal mode converter, an 
output window, and a collector. Prior to the opera*on, the gyrotron tube underwent high-temperature 
maintenance over several days to reduce gas pressure and enhance opera*onal stability.  

The magnetron-injec*on gun (MIG) is designed to generate an electron beam at a nominal cathode voltage 
ranging from 21 to 23 kV, with a beam current of up to 160 mA. The output electron beam is directed into 
the internal cavity, which as described in the main text, is configured to support second harmonic 
genera*on (SHG) in the transverse electric (TE) mode at 395 GHz at a magne*c field of 7.3 T provided by 
a Cryomagne*c Inc. cryogen-free superconduc*ng magnet.  The internal cavity is thermally isolated from 
the cavity containing the MIG and internal mode converter, allowing frequency tuning via temperature 
modula*on at approximately 5 MHz/°C, with a Polyscience chiller used to adjust the gyrotron cavity 
temperature between 10 °C and 70 °C. 

The internal mode converter transforms the TE mode produced in the cavity into a Gaussian beam which 
then exits the gyrotron tube through an output window perpendicular to the tube. The output window 
consists of a single disk of Al2O3. The collector, located at the top of the gyrotron tube, dissipates the spent 
electron beam and is cooled by an SMC thermos water-cooled chiller, set to 15°C, to maintain stability and 
prevent overhea*ng during opera*on. Vacuum maintenance of gyrotron tube is facilitated by an VacIon 
pump from Duniway Stockroom Corp. 

The 7.3T cryogen-free magnet, custom-designed and built by Cryomagne*c Inc., u*lizes twisted mul*ple 
filamentary NbTi wire and operates at 4.2 K. Cooling of the cryogen-free magnet which is achieved through 
the combined use of a Sumitomo F-70 water-cooled compressor and an RDK-408D2 Sumitomo cold head. 
The magnet is energized using a Cryomagne*c Model 4G-100 Superconduc*ng Magnet Power Supply, and 
its temperature is monitored by a Cryomagne*c TM-612 cryogenic temperature monitor with four 
measurement channels. The configura*on of the cryogen-free magnet allows for a reduced path length 
from the internal cavity to the output window, enhancing system efficiency. The cavity region is posi*oned 
inside the 7.3 T magnet, while the electron gun is located within a separate, independently adjustable gun 
coil, allowing for op*miza*on during gyrotron tes*ng. 
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The control system, designed to monitor and control various parameters for the opera*on of the 395 GHz 
gyrotron, interfaces a Python-based solware developed by Bridge12. The solware controls opera*ng 
parameters, including the electron beam voltage and current, body current, gun coil voltage and current, 
chiller temperatures, and vacuum levels within the gyrotron tube. The interface features a propor*onal-
integral-deriva*ve (PID) controller, which stabilizes the electron beam current by adjus*ng the filament 
current. The control system is powered by a modified 4 kW Spellman X-ray power supply (DF series), which 
provides the necessary high voltage for system opera*on. Addi*onally, the two thermos chiller units—one 
dedicated to the cavity and the other to the collector—can be controlled remotely, allowing for precise 
management of the system's thermal environment. 

The ac*va*on of the gyrotron tube follows a specific sequence, beginning with the ini*a*on of the 
filament current, followed by the gun coil current, and finally the cathode voltage. The output power and 
frequency of the mm-wave radia*on depend on several factors, including the cathode voltage, beam 
current, cavity temperature, and magne*c field strength. These parameters were carefully op*mized to 
ensure stable and consistent mm-wave output. During experimental measurements, the cathode voltage 
was set to 23.6 kV, with the beam current maintained at 150 mA by adjus*ng the filament current to 
approximately 2 A through PID control. The mm-wave frequency is tuned by adjus*ng the cavity 
temperature, with adjustments ranging from 10°C to 67.5°C. Furthermore, the frequency can be tuned to 
higher values by reducing the cathode voltage to 21.5 kV, as demonstrated in the main text Figure 2.  

c. Room requirements  
The chiller water is provided by a custom-built Haskris Chiller, capable of delivering a flow rate of 64 liters 
per minute to supply water for the four Sumitomo compressors and one SMC chiller. The ULT system 
requires a power supply of 50 A at 208 V. Each of the four compressors requires a 208 V – 50 A output. All 
instruments are backed up by an uninterrupted power supply (UPS). The Sumitomo compressor, Haskris 
Chiller and SMC chiller were located in a separated room, which reduce the noise for user. 

d. Top-loading System 
Recently, a sample exchange capability under low temperatures was added to the probe through a top-
loading system, allowing for more efficient cooling and reduced wai*ng *me for sample exchange. The 
top-loading system includes a control system, a sample catcher, a vacuum buffer tank, a diaphragm dry 
vacuum pump, a rotary valve actuator switch, a transfer line, and an adaptor at the top of the probe outer 
jacket. The interconnec*on of each component in the top-loading system is illustrated in the 
accompanying diagram and described in Figure S1. 

The outer jacket of the DNP ULT probe is connected to the sample catcher via the transfer line which 
contains a rotary valve actuator. The control system includes a vacuum gauge to monitor the pressure of 
the buffer tank, which is vacuumed by the diaphragm dry vacuum pump. Another vacuum/pressure gauge 
monitors the pressure from the sample catcher to the probe. The top-loading system facilitates successful 
loading of rotors into the probe at 35 K and ejec*on of rotors out of the probe at 90 K. 
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Figure S1: (a) The scheme of top-loading system and (b) the photos of DNP probe with outer jacket, top-loading 
controlling system, sample catcher and diaphragm vacuum pump.  

To insert a new rotor, the DNP probe is first cooled down to 35 K. Then, the rotor is placed into the sample 
catcher. The sample catcher and the transfer line before the gate are purged with the vacuum pump and 
refilled with He gas 15 *mes. Aler purging, the gate is opened, and the rotor is inserted into the probe by 
filling it with He gas. Aler inser*on, the gate is immediately closed to avoid exposure to air. Similarly, the 
rotor can be ejected from the probe when the probe is warmed up to 90 K by vacuuming the transfer line 
when the gate is open. The rotor is caught by the sample catcher. 

e. Rela?on between gyrotron frequency and cavity temperature 
The frequency response of the gyrotron to its cavity temperature was measured twice at different dates 
(on July 18th and September 3rd, 2024), using the measurement device described above. In both cases, the 
temperature of the cavity was stepped from low to high temperature, leing the cavity stabilize during 10 
min before recording the frequency. The two calibra*on curves yielded slightly different results. Figure S2 
shows that a linear regression fits the first calibra*on data set well with R2 = 0.9994, with randomly 
dispersed residuals. The calibra*on second data set is not fit well by the linear regression (R2 = 0.998) and 
the residuals show a clear trend. Adding a quadra*c correc*on makes the fit be`er R2 = 0.9997, with a 
less pronounced trend of the residuals. 
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Figure S2: Linear regression of the frequency vs. temperature data set acquired on July 18th, and linear and quadra%c 
regression of the data set acquired on September 3rd. The values a0, a1, and a2 on the plots are the polynomial 
coefficients of the fits where the index indicates the order of the term associated with it. 

Because we found that the rela*on between temperature and frequency was subject to varia*on over 
*me, we recorded the DNP profiles monitoring the frequency at mul*ple points along the acquisi*on of 
the profile to be able to correct for possible drils. During the acquisi*on of five different DNP profiles, the 
mm-wave frequency was measured at a total of 57 temperatures. We used this data set and compared it 
against the predic*on of the calibra*on curves of Figure S2. Figure S3 shows the devia*on between the 
experiment and predicted frequency νexp – νcal, for the 57 measurements and the three calibra*on curves 
of Figure S2. The root mean square error (RMSE) on the predic*on by each calibra*on (which corresponds 
to the root mean square of the data points on the plot) is shown on each plot. The RMSE of the predic*on 
using the quadra*c calibra*on curve obtained from the data set of September 3rd is equal to 2.8 MHz, 
which is about twice smaller than for the two other calibra*on curves. Furthermore, the devia*ons for 
this calibra*on curve does not show a clear trend as they do for the two other curves. We therefore chose 
to use the quadra*c calibra*on curve to compute the frequency in the DNP profile shown in this work. 
The RMSE of 2.8 MHz is the result of the uncertainty on both the gyrotron frequency and the frequency 
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measurement. It therefore sets an upper bound for the standard devia*on of the mm-wave frequency 
produced by the gyrotron. 

 

Figure S3: Difference between the measured mm-wave frequency νexp and the frequency calculated νcal using the 
three calibra%on curves of Figure S2. The measured mm-wave frequencies correspond to a data set of 57 
temperature – frequency pairs obtained during the course of five individual DNP profiles. 

2. Experimental results 
a. Satura?on Recovery T1 and TDNP measurements 
Satura*on recovery measurements were acquired for the microdiamond sample presented in the main 
text, using the pulse sequence and parameters described in the Methods sec*ons, for both mm-wave-on 
and -off condi*ons. T1 and TDNP measurements were processed using the DNPLab Python package of data 
taken from the JEOL Delta solware. The FIDs were lel-shiled to remove the ini*al filter signal and Fourier 
transformed using zero-filling to 1226 points. The single 13C NMR signal of diamond was then integrated 
by summing the spectrum intensity on a window of 23 ppm. The signal integrals along *me t were fi`ed 
with a stretched exponen*al model 
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 𝑀(𝑡) = 𝑀= − (𝑀= −𝑀1)exp *− /
>
?
4
@
,, Eq. S1 

where T and β are build-up *me constant (T1 and TDNP, for mm-wave-off and -on measurements, 
respec*vely) and the stretch factor between 0 and 1, respec*vely. The average build-up *me constant was 
obtained as  

 𝑇AB = ?
@
Γ /.

@
4, Eq. S2 

where Γ is the gamma func/on. 

RT satura*on recovery experiments were acquired using 6 kHz MAS both without (Fig. S4a)  and with mm-
wave irradia*on at 395.2015 GHz (posi*ve enhancement peak, Fig. S4b) and 395.366 GHz (nega*ve 
enhancement peak, Fig. S4c) to obtain the TDNP

 and T1
 constants, respec*vely. These curves were 

subsequently fi`ed using Eq. S1, giving mean values of T1
av = 780 s, TDNP

av (395.2015 GHz) = 608 s, and 
TDNP

av (395.366 GHz) = 468 s, with the fit parameters detailed in Table S1. Because TDNP
av < T1

av the on/off 
enhancements 𝜖89/8;; of the DNP profiles in Figure 3 only coincide with the absolute enhancements for 
very long delay *mes τ between satura*on and acquisi*on, on the order of ~103 s. Using the satura*on 
recovery experiments of the mm-wave-on and -off experiments, we computed the absolute and on/off 
enhancements (see Eqs. 1 and 2) at both delay t = 60 s and as t approaches infinity.  

T1 satura*on recovery measurements were also performed at RT under sta*c condi*ons (Fig. S4d) and at 
100 K (Fig. S4e) and 35 K (Fig. S4f) under MAS condi*ons.  Under sta*c RT condi*ons T1 was fit with and 
T1

av = 136 s, and at 100 K and 35 K with 5 kHz MAS the T1 was fit with and T1
av = 5553 s and 5207 s, 

respec*vely. We note that the fits at 100 and 35 K only give an order-of-magnitude es*mate due strong 
noise of the satura*on recovery at these temperatures, which is probably due to instabili*es in the MAS 
rate at ULT introducing T1 noise over the course of the hours-long experiment 

Table S1. Satura%on recovery curve fizngs using a stretched exponen%al fit (see Eq. S1), where the average %me 
constant is calculated using the gamma func%on distribu%on (see Eq. S2). mm-wave-on measurements indicated by 
(+) and (-) correspond to irradia%on at 395.2015 and 395.355 GHz, respec%vely. The measured values at ULT are only 
rough es%mates so they are given in parenthesis. 

Temperature (K) MAS frequency (kHz) mm-wave 
irradia*on 

Stretched exponen*al fit 

T1/DNPav (s) T1/DNP (s) Stretch 
factor β 

298 0 off 136 96.2 0.63 
298 6 off 780 463 0.55 
100 5 off (5553) (2610) (0.48) 
35 5 off (5207) (816) (0.33) 

298 6 on (+) 608 445 0.65 
298 6 on (-) 468 337 0.64 
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Figure S4: Satura%on recovery experiments taken at various condi%ons. a-d. are each taken at RT, with (a) at mm-
wave-off MAS condi%on, b. at mm-wave-on at the posi%ve DNP enhancement peak (395.2015 GHz), c. at mm-wave-
on on at the nega%ve DNP enhancement peak (395.366 GHz), and (d) at mm-wave-off Sta%c Condi%on. e. is taken at 
100 K at mm-wave-off MAS condi%on while f. is taken at 35 K at mm-wave-off MAS condi%on. All are fi}ed using the 
stretched exponen%al func%on with fit parameters and equa%on shown on each plot. 

b. DNP profiles at room temperature on other HPHT diamonds samples 
DNP profiles were acquired for three HPHT diamond samples manufactured by Hyperion with different P1 
concentra*ons (10-20, 100, and 100’s of ppm) and a size of 100 µm, using the same experimental 
procedure as for those in the main text of the paper. The normalized DNP profiles are shown in Figure S5. 
The DNP profiles in absolute value are shown in the inset. 

https://doi.org/10.26434/chemrxiv-2025-3r9qt ORCID: https://orcid.org/0000-0002-8490-030X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-3r9qt
https://orcid.org/0000-0002-8490-030X
https://creativecommons.org/licenses/by-nc-nd/4.0/


 37 

 

Figure S5: DNP profile for HPHT diamonds by Hyperion. 

3. Theory 
a. Electron polariza?on 
The electron polariza*on at thermal equilibrium is calculated using Boltzmann’s law 

 𝑃1 = tanh /ℏ|*&|
DE-?

4 = tanh /F-G&|H|
DE-?

4, Eq. S3 

where ℏ, ω0, KB, T, μB, B0, and g are the reduced Planck constant, the Larmor frequency of the electron, 
Boltzmann’s constant, the laice temperature, Bohr’s magneton, the sta*c magne*c field strength, and 
the g-factor of the electron, respec*vely. The polariza*on varies along the EPR spectrum, but a single value 
can be approximated using the isotropic g-factor. 

b. Hole burning models 
This sec*on presents the two approaches that were used in this work to simulate hole burning, i.e., the 
behavior of the EPR line under satura*on by mm-wave irradia*on: Vega’s electron spectral diffusion model 
(eSD)62,63 and an analy*cal solu*on to the diffusion equa*on, based on recent work by Wenckebach.61 In 
both cases, three mechanisms influence electron spin polariza*on: mw-wave irradia*on, T1e relaxa*on, 
and spectral diffusion. Only electron Zeeman order is explicitly accounted for (electron spin dipolar order 
is neglected). The influence of 13C nuclear spins on the electron spin dynamics is neglected. These models 
were developed in the context of sta*c DNP and do not account for MAS. They should therefore be seen 
as phenomenological.  

Vega’s eSD model: In Vega’s model, the EPR line is divided into N bins with frequencies ωk and intensi*es 
fk for which the electron spin polariza*on P(ωk) is assumed to be homogeneous. The intensity of the line 
is normalized so that ∑ 𝑓&I

&J. = 1. This model was presented in several publica*ons. The form described 
here is closest to that presented in Ref. 62,63. However, we have found some small mistakes and typos in 
the publica*ons (eg: missing ℏ in a Boltzmann factor and signs) that we a`empted to correct in this work.  

The shape of the EPR line under satura*on by mm-wave irradia*on at the steady-state is obtained by 
solving numerically the differen*al equa*on 

 K
K>
𝑃I⃗ (𝑡) = (𝑾#$ + 𝑹. + 𝑹L)𝑃I⃗ (𝑡), Eq. S4 
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where 𝑃I⃗ (𝑡) = [1, 𝑃., 𝑃D, … , 𝑃I]M is a vector represen*ng the polariza*ons in the N bins. The first unity 
term in the vector allows to compute relaxa*on while keeping the differen*al equa*on homogeneous. 
The three matrices Wmw, R1, and RD ac*ng on the polariza*on vector represent mm-wave irradia*on, T1e 
relaxa*on, and spectral diffusion, respec*vely. We did not include the DQ and ZQ SE transi*ons assuming 
that they are weak in our experimental condi*ons. Wmw represents the satura*on of the single quantum 
transi*ons and only contains non-zero elements on the diagonal, which can be represented as  

 (𝑾#$)&& = − *./?/
.-(*$,*"#)/?//

, Eq. S5 

where ω1, T2, ωk, and ωmw are the strength of the mm-wave field in rad.s-1, the electron spin-spin relaxa*on 
*me constant, the electron spin resonance frequency of bin k, and the mm-wave frequency, respec*vely. 
The ac*on of R1 can be represented in the subspace of electron spin k as 

 K
K> *

1
𝑃&(𝑡)

, = P
0 0
(&,$
?.

− .
?.
R * 1
𝑃&(𝑡)

,, Eq. S6 

where T1,k = T1e is assumed to be constant across the EPR line and P0,k is the Boltzmann polariza*on for bin 
k, calculated by seing ω0 = ωk in Eq. S3. The non-zero matrix elements of R1 can therefore be wri`en as 

 (𝑹.)&. =
(&,$
?.
,	 Eq. S7 

 	(𝑹.)&& = − .
?.
.  

Finally, RD, which represents spectral diffusion, is the only matrix with non-diagonal terms, which connects 
bins with each other. It can be represented as the sum 

 𝑹L = ∑ 𝑹L,&OOP& , Eq. S8 

of matrices in the subspace of electron spin k and j, 

 𝑹L,&O =
31!2

Q*$,*3R
/

.
.-S$3

P
−𝜂&O𝑓O +𝑓O
+𝜂&O𝑓& −𝑓&

R, Eq. S9 

where ΛeSD, fk and fj are a coefficient describing the efficiency of spectral diffusion in s-3 and the normalized 
EPR intensi*es of bins k and j, respec*vely. The thermal correc*on factor  

 𝜂&O =
(&,3
(&,$

, Eq. S10 

ensures that spectral diffusion preserves the gradient of polariza*on at Boltzmann equilibrium that arises 
from the difference in Larmor frequency of the individual spin packets. Note that the thermal correc*on 
factor in Eq. S10 is defined in this way in Ref. 62. An alterna*ve form of this term is given in several other 
references by the same group (eg, Ref. 63,64,73), which is based on Boltzmann factors 

 𝜂&O = expP− ℏ
E-4

T𝜔& −𝜔OUR. Eq. S11 

According to Eq. 16b in Ref. 73 and Eq. 69 in Ref. 64, the expression in Eq S11 is supposed to be equal to that 
in Eq. S10. However, these equa*ons are in fact not equal; the proposed Boltzmann factor gives a 
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popula*on ra*o, and not a polariza*on ra*o as in Eq. S10. We performed test simula*on of the eSD model 
switching off mm-wave satura*on (that is, seing ω1 = 0). In this case, only spectral diffusion is ac*ve. If 
the thermal correc*on factor is correct, the polariza*on across the EPR line, should remain constant at all 
*mes. We found that Eq. S10 did produce the appropriate gradient of polariza*on (as predicted by Eq. S3), 
while not Eq. S11 (see Figure S6). We therefore chose to use Eq. S10. 

 

Figure S6: Verifica%on of the validity of the thermal correc%on factor given in Eq. S10. The polariza%on as a func%on 
of frequency is simulated using the eSD (see Eq. S4) for a Gaussian EPR line with standard devia%on of 100 MHz 
centered at 396.5 GHz (represented by a grey line in arbitrary units), with no mm-wave irradia%on (ω1 = 0), T2 = 1 μs 
(which does not influence the simula%on because ω1 = 0), T1 = 1 ms, and ΛeSD = 4000 μs-3. The black dashed line 
represents the ini%al polariza%on, computed using Eq. S3. The blue, red do}ed, and yellow dashed do}ed lines 
represent the final polariza%on (at tmax = 5⋅T1e = 5 ms) if the thermal correc%on factor is computed using Eq. S10, 
using Eq. S11, or set to 1, respec%vely. 

In all cases, we used the differen*al equa*on solver of MATLAB ode15s, which is op*mized for problems 
with *mescales ranging on different orders of magnitude. The differen*al equa*on was solved on a *me 
range from 0 to tmax = 5⋅T1e. The last vector 𝑃I⃗ (𝑡#AT) computed by ode15s was assumed to represent the 
electron spin polariza*on at dynamic equilibrium. 

AnalyJcal soluJon to the spectral diffusion equaJon: An alterna*ve to Vega’s eSD is to treat spectral 
diffusion as a standard 1-dimensional diffusion equa*on. A difficulty that arises in this case is how to obtain 
the frequency dependence of the diffusion coefficient. Wenckebach recently proposed an approach based 
on Monte Carlo simula*on.61  Here, we use a simple approxima*on of the diffusion equa*on where the 
diffusion coefficient is assumed to be constant across the EPR line, as proposed by Vaneeckhaute et al.60 
This approach has the advantage of yielding an analy*cal solu*on with a limited number of free 
parameters. Under the assump*on of constant T1e and diffusion coefficient D across the EPR line, the 
diffusion equa*on can be expressed as  

 U
U>
𝑃(𝜈) = −𝜋𝜔.D	ℎT𝜔 − 𝜔V$U𝑃(𝜔) + 𝐷

U/

U*/ 𝑃(𝜔) +
(&,((*)

?.1
, Eq. S12 
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where h and D are the homogeneous broadening and the spectral diffusion coefficient, respec*vely. If we 
further assume that the homogeneous broadening is small compared to the inhomogeneous broadening, 
the mm-waves are only on resonance with spins of the exact same frequency. Eq. S12 then becomes 

 U
U>
𝑃(𝜔) = −𝜋𝜔.D	𝑃(𝜔)𝛿(𝜔 − 𝜔#$) + 𝐷

U/

U*/ 𝑃(𝜔) +
(&,((*)

?.1
	. Eq. S13 

At equilibrium, that is, when Eq. S13 is null, the diffusion equa*on has the solu*on  

 𝑃#$(𝜔) = 𝑃1 /1 − exp /−
|*,*"#|

3
44, Eq. S14 

where Λ = (DT1e)1/2 is the spectral diffusion length. 

c. DNP model using analy?cal equa?ons 
This sec*on shows the deriva*on of simple formula for the profiles of the solid effect (SE), the cross effect 
(CE), and the truncated cross effect (tCE) for the case where spectral diffusion can be neglected. This 
deriva*on also requires the hypothesis that the electron spin-laice relaxa*on *me T1e is constant across 
the EPR line, leading to a constant satura*on efficiency across the line. Alterna*vely, assuming full 
satura*on yields the same result. It is further assumed that nuclear spin diffusion averages nuclear 
polariza*on across the sample.  

Solid effect case: If there is no electron spectral diffusion, the polariza*on of electron spins on resonance 
with double- and zero-quantum transi*ons (DQ and ZQ) are not affected by each other nor they are 
affected by depolariza*on of electron spin on resonance with single quantum transi*on (SQ). In this case, 
SE affects the nuclear polariza*on only for nuclear spins interac*ng with electrons on resonance with the 
ZQ and DQ transi*ons, yielding 

 𝑃'
%",WX(𝜔#$ +𝜔') = −𝜒𝑃1, Eq. S15 

and 

 𝑃'
%",LX(𝜔#$ −𝜔') = +𝜒𝑃1, Eq. S16 

where ωI, χ, and P0 are the absolute value of the nuclear Larmor frequency, a factor describing the dynamic 
efficiency of the satura*on of the SE transi*ons, and the electron polariza*on at Boltzmann equilibrium 
(see Eq. S3), respec*vely. Assuming that nuclear spin diffusion equalizes polariza*on across the sample 
and that the nuclear Boltzmann polariza*on and nuclear relaxa*on are negligible, the bulk nuclear 
polariza*on is the weighed summed of the two contribu*ons of Eqs. S15 and S16 

 𝑃'%"(𝜔#$) = 𝑓(𝜔#$ +𝜔')𝑃'
%",WX + 𝑓(𝜔#$ −𝜔')𝑃'

%",LX Eq. S17 

 = 𝜒𝑃1T𝑓(𝜔#$ −𝜔') − 𝑓(𝜔#$ +𝜔')U, 

The shape of the SE profile is then given by Eq. S17, dropping constant factors 

 𝑓%"(𝜔#$) = 𝑓(𝜔#$ −𝜔') − 𝑓(𝜔#$ +𝜔'), Eq. S18 

which can be obtained concisely as the convolu*on integral 

 𝑓%"(𝜔#$) = (𝑓 ∗ 𝑢)[𝜔#$], Eq. S19 
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of the EPR line with the func*on 

 𝑢(𝜈) = δ(𝜔 + 𝜔5) − δ(𝜔 − 𝜔5), Eq. S20 

where δ is the Dirac delta func*on. 

Cross effect case: The CE transfers the polariza*on difference between two electrons to a nuclear spin via 
triple spin flips, provided the Larmor frequency difference of the two electrons ω1 – ω2 matches the 
nuclear Larmor frequency ωI. At equilibrium, a nuclear spin interac*ng with such a pair of electron spins 
has polariza*on59,74 

 𝑃' =
(.,(/
.,(.(/

, Eq. S21 

where P1 and P2 are the polariza*ons of the two electron spins. The denominator is a normaliza*on 
constant that only plays a role at high electron polariza*on. Assuming that spin diffusion averages the 
nuclear spin polariza*on, the bulk nuclear polariza*on is given by the weighted average over all possible 
electron spin pairs fulfilling the CE matching condi*on  

 𝑃' =
.
Y5
∫𝑑𝜔𝑓(𝜔)𝑓(𝜔 − 𝜔')

((*),((*,*%)
.,((*)((*,*%)

, Eq. S22 

where P(ω) is the electron polariza*on at frequency ω in the EPR line, and the normaliza*on factor 
condi*on  

 𝐹Z = ∫𝑑𝜔𝑓(𝜔)𝑓(𝜔 − 𝜔'). Eq. S23 

The term f(ωI)f(ω – ωI)/FN in Eq. S22 expresses the probability for a par*cular pair of electron spins to fulfill 
the CE matching condi*on, given the EPR intensi*es f(ωI) and f(ω – ωI). In absence of mm-wave irradia*on, 
the P(ωI) – P(ω – ωI) is equal to the nuclear Boltzmann polariza*on PI0 and Eq. S22 predicts PI = PI0. In this 
case, CE serves as a T1 relaxa*on mechanism for nuclear spins. CE DNP consist of crea*ng an out-of-
equilibrium difference between electron spins via mm-wave (or microwave) irradia*on that then transfers 
spontaneously to nuclear spins. 

If there is no spectral diffusion, triple spin flips only result in hyperpolariza*on between the electron spins 
being saturated (with ω = ωmw) and those sa*sfying ω = ωmw – ωI and ω = ωmw + ωI, on the lel and on the 
right of the irradia*on frequency, respec*vely. In these two cases, Eq. S21 gives the polariza*on of nuclear 
spins interac*ng with such electron spin pairs are  

 𝑃'
!",[4;/(𝜔#$) =

((*"#),((*"#,*%)
.,((*"#)((*"#,*%)

, Eq. S24 

and 

 𝑃'
!",\]^_/(𝜔#$) =

((*"#-*%),((*"#)
.,((*"#)((*"#-*%)

. Eq. S25 

Because there is no spectral diffusion, the polariza*on of the lel and right partners is that of thermal 
equilibrium P0 

 𝑃(𝜔#$ −𝜔5) = 𝑃(𝜔#$ +𝜔') = 𝑃1, Eq. S26 
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and assuming a homogeneous T1e across the EPR line (or that satura*on is infinite), the satura*on factor 
is constant across the EPR line, yielding 

 𝑃(𝜔#$) = 𝑃`A/. Eq. S27 

We therefore have  

 𝑃'
!",[4;/(𝜔#$) =

('(),(&
.,('()(&

. Eq. S28 

and  

 𝑃'
!",\]^_/(𝜔#$) =

(&,('()

.,(&('()
, Eq. S29 

Hence, the integral of Eq. S22 is the sum of the two terms of Eqs. S28 and S29, with the weights, 
f(ωmw)f(ωmw – ωI)/FN and f(ωmw)f(ωmw + ωI)/FN, respec*vely, yielding 

 𝑃'!"(𝜔#$) =
a(*"#)a(*"#,*%)

Y5
𝑃'
!",[4;/(𝜔#$) +

a(*"#)a(*"#-*%)
Y5

𝑃'
!",\]^_/(𝜔#$)	 Eq. S30 

 = .
Y5

(&,('()

.,(&('()
𝑓(𝜔#$)T𝑓(𝜔#$ +𝜔') − 𝑓(𝜔#$ −𝜔')U	.  

The shape of the CE profile is then given by Eq. S30, dropping the constant factors 

 𝑓!"(𝜔#$) = 𝑓(𝜔#$)T𝑓(𝜔#$ +𝜔') − 𝑓(𝜔#$ −𝜔')U	. Eq. S31 

As for the SE, this can be computed in a compact way as a convolu*on integral (or as the product of the 
EPR line with the SE profile) 

 𝑓!"(𝜔#$) = 𝑓(𝜔#$)T(𝑓 ∗ 𝑢)[𝜔#$]U = 𝑓(𝜔#$)𝑓%"(𝜔#$). Eq. S32 

Truncated cross effect case: the tCE without spectral diffusion can be computed in a similar way as the CE. 
Let us call fS and fF the EPR lineshape of the slow- and fast-relaxing spins, respec*vely. For the case where 
spectral diffusion among the slow-relaxing spins can be neglected, triple spin flips leading to nuclear 
hyperpolariza*on only occur for the saturated slow-relaxing spin (with ωS = ωmw) and the fast-relaxing spins 
sa*sfying ωF = ωmw – ωI and ωF = ωmw + ωI. Eqs. S24 and S25 can then be adapted to the tCE as  

 𝑃'
/!",[4;/(𝜔#$) =

(!(*"#),(6(*"#,*%)
.,(!(*"#)(6(*"#,*%)

, Eq. S33 

and 

 𝑃'
/!",\]^_/(𝜔#$) =

(6(*"#-*%),(!(*"#)
.,(!(*"#)(6(*"#-*%)

. Eq. S34 

Assuming that fast-relaxing spins are always at Boltzmann polariza*on P0 and wri*ng PS(ωmw) = Psat, we 
have 

 𝑃'
/!",[4;/(𝜔#$) =

('(),(&
.,('()(&

, Eq. S35 

and 

 𝑃'
/!",\]^_/(𝜔#$) =

(&,('()

.,('()(&
. Eq. S36 
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Hence, the  

 𝑃'/!"(𝜔#$) =
a!(*"#)a6(*"#,*%)

Y5
𝑃'
/!",[4;/T𝜔V$U +

a!(*"#)a6(*"#-*%)
Y5

𝑃'
/!",\]^_/(𝜔#$)  

 = .
Y5

(&,('()

.,('()(&
𝑓%(𝜔#$)T𝑓0(𝜔#$ +𝜔') − 𝑓0(𝜔#$ −𝜔')U	, Eq. S37 

where the normaliza*on factor is defined as 

 𝐹Z = ∫𝑑𝜔𝑓%(𝜔)T𝑓0(𝜔 + 𝜔') + 𝑓0(𝜔 − 𝜔')U. Eq. S38 

The shape of the tCE profile is then given by Eq. S38, dropping constant factors 

 𝑓/!"T𝜈V$U = 𝑓%(𝜔#$)T𝑓0(𝜔#$ +𝜔') − 𝑓0(𝜔#$ −𝜔')U. Eq. S39 

In the case where the fast-relaxing are shiled from the slow-relaxing by approximately ωI (i.e., resonance-
matched), only one of the two terms fF(ωmw + ωI) and fF(ωmw – ωI) is non-zero. Furthermore, if the 
resonance of the fast-relaxing spins is broad compared to the slow-relaxing spins, the value of fF in the one 
term that is non-zero can be considered constant over the range where fS(ωmw) is non-zero. Then, we have 
either  

 𝑓/!"(𝜔#$) ≈ +𝑓%(𝜔#$), Eq. S40 

or 

 𝑓/!"(𝜔#$) ≈ −𝑓%(𝜔#$), Eq. S41 

whether the fast-relaxing spins are shiled by +ωI or –ωI with respect to the EPR line of the slow-relaxing 
spins, respec*vely. In this case, the DNP profile has the same shape as the EPR line, up to a sign, as is the 
case for the Overhauser effect. 

d. DNP model including spectral diffusion 
To include spectral diffusion in the simula*ons of the CE and tCE, one must consider the triple flips of the 
nucleus with all pairs of electrons spins fulfilling the CE matching condi*ons, not only on resonance with 
the mm-waves. In the case of the CE, the sum can be wri`en as 

 𝑃'!"(𝜔#$) =
.
Y+
∑ 𝑓(𝜔&)𝑓(𝜔& +𝜔')

("#(*$-*%),("#(*$)
.,("#(*$-b%)("#(*$)

I
&J. , Eq. S42 

where N is the number of bins in the EPR spectrum, and the normaliza*on factor is 

 𝐹9 = ∑ 𝑓(𝜔&)𝑓(𝜔& +𝜔')I
&J. . Eq. S43 

Note that it is not necessary to account for triple-spin flips on the lel and right, as they are both covered 
by the summa*on. In the case of the tCE, the integra*on yields 

 𝑃'/!"(𝜔#$) =
.
Y+
∑ *𝑓%(𝜔&)𝑓0(𝜔& −𝜔')

(&,(!
"#(*$)

.,(&(!
"#(*$)

+ 𝑓%(𝜔&)𝑓0(𝜔& +𝜔')
(!
"#(*$),(&

.,(&(!
"#(*$)

,& , Eq. S44 

where N is the number of bins in the EPR spectrum, and the normaliza*on factor is 

 𝐹9 = ∑ T𝑓%(𝜔&)𝑓0(𝜔& −𝜔') + 𝑓%(𝜔&)𝑓0(𝜔& +𝜔')UI
&J. . Eq. S45 
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4. Simula)on results 
a. P1 EPR line 
Figure S7 shows the simulated EPR line at 14.1 T as in the main text of the paper (black line) together with 
the contribu*ons of the different P1 popula*ons. 

 

Figure S7: Simula%on of the EPR line using Easyspin’s func%on pepper for solid-state powder averaging. The summed 
spectrum (in black) is decomposed into three contribu%ons (isolated, dipolar-broadened, and exchange-coupled 
pairs). See the Methods sec%on for details on the simula%on parameters. 

b. DNP profiles with different hole burning models 
The DNP profiles were simulated for P1 spins at 14.1 T as a linear combina*on 

 𝑓(𝜔#$) = 𝑥/!"𝑓/!"(𝜔#$) + (1 − 𝑥/!")𝑓!"(𝜔#$), Eq. S44 

where xtCE is contribu*on of the tCE profile between 0 and 1, using Eqs. S42 and S44. The polariza*on of  
the slow-relaxing P1 spins as func*on of frequency PS

mw(ωk) was computed using both hole burning models 
presented in Sec*on 3b. In both cases, it was assumed that dipolar-broadened and exchange-coupled P1 
spins play the role of slow- and fast-relaxing partners. Figure S8 shows the simulated DNP profiles using 
Vega’s eSD model (see Eq. S4) and the analy*cal solu*on to the diffusion equa*on (see Eq. S14), in panel 
a and b, respec*vely. For the eSD model, 11 free parameters were manually fit to the experimental data: 
xtCE, T1 (individually for set of experimental condi*ons), T2, ω1, and ΛeSD, respec*vely, (the last three being 
kept constant for all condi*ons). For the analy*cal model, the only fit parameters were xtCE and the spectral 
diffusion length Λ. Table S2 summarizes the fit results. The digi*za*on of the EPR spectrum was set to a 
low value for the eSD model (as represented by dots on the EPR lines of the bo`om plots of Figure S8a) to 
fulfill the condi*on62 that the frequency difference between the bins (8 MHz) does not exceed the 
homogeneous broadening: ωk+1 - ωk > 2/T2 (8 MHz). In the case of the analy*cal model, there is 
requirement regarding the frequency separa*on between the bins. 

 

https://doi.org/10.26434/chemrxiv-2025-3r9qt ORCID: https://orcid.org/0000-0002-8490-030X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-3r9qt
https://orcid.org/0000-0002-8490-030X
https://creativecommons.org/licenses/by-nc-nd/4.0/


 45 

Table S2: Fit parameters of the spectral diffusion/hole burning models used to compute the DNP profiles shown in 
Figure S8. 

Vega’s eSD model  AnalyDcal model 

T (K) 
298, 

Sta%c 
298, 
MAS 

100 35  T (K) 
298, 

Sta%c 
298, 
MAS 

100 35 

xtCE 0.5 0.5 0.5 0.5  xtCE 0.6 0.6 0.7 0.7 

T1 (ms) 0.12 0.12 4 5  Λ (MHz) 22  20 130  130  

T2 (ns) 40       

ω1/2π (kHz) 300       

ΛeSD (μs-3) 800       

 
Figure S8: Computa%on of the simulated DNP profiles using Eqs. S42 and S44 and the Vega’s eSD model (see Eq. S4) 
and the analy%cal solu%on to the diffusion equa%on (see Eq. S14), panel a and b, respec%vely. In each panel, the top 
row represents the normalized experimental DNP profiles (colored symbols) and the model (black lines). The bo}om 
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row represents the EPR line of the slow-relaxing spins under satura%on (colored lines) compared with that at thermal 
equilibrium (grey lines), for three different mm-wave frequencies (represented by ver%cal dashed lines). 

Table S3: Separa%on between the posi%ve and nega%ve DNP op%ma in the experimental profiles Δexp, compared with 
that of the simulated profiles Δsim (simulated using the analy%cal solu%on to the diffusion equa%on), and the profiles 
of the tCE and CE contribu%ons, ΔtCE and ΔCE, respec%vely, for the simula%on using the analy%cal solu%on to the 
diffusion equa%on. 

T (K) Δexp Δsim ΔtCE ΔCE 
298, sta%c 162 175 188 150 
298, MAS 162 175 184 150 

100 215 188 196 163 
35 215 196 196 163 

 

c. SE-DNP simula?on 
Figure S9 shows the simulated DNP profile for the SE (in gray) using Eq. S19 and the en*re EPR line (isolated, 
dipolar-broadened, and exchange-coupled spins) compared with the experimental results in all 
experimental condi*ons (colored symbols).  

 

Figure S9: SE simula%on using Eq. S19 (gray line), compared with the experimental data (colored dots). 

d. Predic.on of the DNP profiles at 3.3 and 6.9 T 
The 13C-DNP profiles acquired at 3.3 and 6.9 T and room temperature for the same diamond sample were 
reported in Ref. 30. It is shown in Figure S10 as red triangles. We applied the model shown Figure 6, that is, 
CE and tCE where spectral diffusion is computed using the analy*cal expression of Eq. 3. In these 
condi*ons (lower field and possibly stronger satura*ng field), the contribu*on of the SE is more 
pronounced than at 14.1 T, so it was included in the simula*on. The black lines show the individual 
simulated DNP profiles and their sum. The EPR line of the slow relaxing spins (dipolar-broadened and 
isolated) at thermal equilibrium and under satura*on at a select frequency (grey and lines, respec*vely) 
is shown in the top right plot of each panel. The EPR line of the fast-relaxing spins (exchange-coupled pairs) 
is shown in the bo`om right plot of each panel. The spectral diffusion length and rela*ve contribu*ons of 
the tCE, CE, and SE were manually fi`ed. The sta*c magne*c field of 3.3476 and 6.9074 T were also let 
free to align the simulated and experimental profiles. The spectral diffusion length was fi`ed to 6 and 22 
MHz at 3.3 and 6.9 T, respec*vely. For comparison, a spectral diffusion length of 22 MHz was obtained at 
14.1 T (see Table S2).  
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The model is in good agreement with the experimental data at 6.9 T (see Figure S10b). At 3.3 T, the model 
reproduces most of the features (see Figure S10a). However, the central nega*ve absorp*ve feature is not 
reproduced by the model (highlighted in yellow in Figure S10a). This very feature was a`ributed to tCE by 
Bussandri et al.30 It is possible that the fast-relaxing spins taking part into the proposed tCE feature are 
spin species different from P1 centers, as suggested by Bussandri et al.30 

 

Figure S10: a,b. Comparison of the experimental DNP profiles reported in Ref. 30 at 3.3 and 6.9 T, respec%vely, and 
room temperature in sta%c mode for the same diamond sample as in this study. The top plots on the right of each 
panel show the EPR line of the slow-relaxing spins at thermal equilibrium and under satura%on at a select frequency, 
represented as grey and red lines, respec%vely.  The black dashed lines represent the microwave irradia%on frequency 
and the two corresponding posi%ons for triple-spin flips partners. The bo}om plots on the right of each panel show 
the EPR line of the fast-relaxing spins at thermal equilibrium. The black dashed lines represent the two posi%ons for 
triple-spin that correspond to the irradia%on frequency on the plot of the slow-relaxing spins. The yellow area in 
panel a highlights the region where the model does not reproduce the experimental data. 

e. Transi?on distribu?on for exchange-coupled P1 pairs 
The EPR spectrum of the exchange-coupled was simulated using EasySpin func*on pepper, with the op*on 
that separates the EPR spectrum into the components corresponding to different transi*ons (op*on 
separate set to the value transiJons) for a magne*c field of 14.1 T and using the parameters given in the 
Methods sec*on of the paper. The resul*ng spectra are shown in the lel panel of Figure S11 (as colored 
lines). The sum of all the components corresponds to the whole EPR line and is shown as a black line. The 
transi*on intensi*es were calculated by integra*ng the individual components. Their rela*ve 
contribu*ons of the transi*ons are shown on the right panel of Figure S11 as blue dots, ordered in 
descending intensity. The cumula*ve distribu*on of the blue curve in Figure S11 is shown in black on the 
same plot. This plot shows that the most intense transi*on only contributes to about 5% of the total EPR 
line and the 20 first most intense transi*ons account for less than 50% of the total EPR line. 
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Figure S11: Decomposi%on into individual transi%ons of the powder-averaged EPR spectrum of exchange-coupled P1 
spin pairs. Lef: EPR spectrum of the individual transi%ons (colored lines) and sum of all transi%ons (black line). Right: 
Transi%on intensi%es (obtained by integra%ng the spectra on the lef) ordered from most to least intense (blue dots) 
and cumula%ve distribu%on of the transi%on intensi%es (black line). 
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