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Abstract 

Area-selective atomic layer deposition (AS-ALD) has emerged as a transformative technique in 

nanotechnology, enabling the precise deposition of materials on designated substrates while 

preventing unwanted growth on adjacent surfaces. This capability is critical for applications in 

microelectronics, catalysis, and energy technologies. Computational methods, particularly density 

functional theory (DFT), are indispensable for uncovering the mechanisms underlying AS-ALD, 

providing insights into surface interactions, selectivity mechanisms, and precursor design. This 

review introduces the theoretical background of computational techniques applied to AS-ALD and 

provides a detailed overview of their applications. Special emphasis is placed on the use of ab 

initio methods to explore surface chemistry, optimize precursor and inhibitor properties, and 

improve selectivity. A comprehensive overview of the literature is given with an analysis of 

research questions targeted, and methods used. By consolidating the state of knowledge and 

identifying future challenges, this work aims to guide researchers in further leveraging 

computational approaches to drive innovations in AS-ALD processes. 
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1 Introduction 

1.1 What is AS-ALD and why is it important? 

“There is plenty of room at the bottom.” The famous statement by Feynman emphasizing the not 

yet realized potential of nanotechnology is also true for the ongoing downscaling of devices in 

microelectronics.[1] While the gate length in transistors was 50 µm in the mid-1960s, the smallest 

features in currently produced chips are approaching 1 nm.[2] The result is requiring an 

unprecedented accuracy in fabrication which still mostly relies on “top-down” techniques like 

etching, using elaborate and very expensive setups.[3] This creates the possibility for “bottom-up” 

techniques to become competitive. One of the major approaches here is atomic layer deposition 

(ALD) which uses self-limited surface chemistry to produce thin films with precise thickness.[4–10] 

Here, a key feature of ALD is the separation of the reactive species in the gas phase which is 

achieved by pulsing only one reactive species in the reaction chamber at a time (Fig. 1.a). Once all 

species are added, one ALD cycle is completed, while repetition of ALD cycles leads to material 

deposition. Over the last decades, efficient ALD processes have been developed for a large range 

of materials on a diverse set of substrates.[11] 

Increasingly, the demand is not only for well-defined thicknesses but also for selectivity in 

deposition. This results from the requirement to deposit material on one growth surface (GS) while 

a neighboring non-growth surface (NGS) is left clean (Fig. 1.d). One key application for this area-

selective ALD (AS-ALD) process is the fully self-aligned via (FSAV) - a key component in 

microelectronic circuits (Fig. 2.).[12] Ideally a via connects two metal lines in different layers of 

the microelectronic circuit while being perfectly aligned to the top and bottom line as shown in 

Fig. 2. However, creating vias with top-down approaches can lead to edge-placement errors (Fig. 

2.b).[1,13,14] These errors can promote electron tunneling resulting in a loss of device functionality. 

As a solution, edge-placement errors can be prevented by the high deposition accuracy of AS-ALD 

processes and the introduction of FSAVs (Fig. 2.c,d).[8] In 2021, TSMC demonstrated the use of 

AS-ALD to achieve such a via with the goal of interconnect expansion beyond 3 nm nodes.[12] As 

a different target application, the possibility to deposit material in complex 3D structures is 

providing opportunities for AS-ALD, e.g., in modern memory devices.[15]  

Beyond microelectronic technology, (AS-)ALD is used in fields like catalysis, solar cells or battery 

research.[9,16–21] Furthermore, AS-ALD has been combined with top-down patterning approaches, 

e.g. in the case of TiO2 where the selective deposition is used for tone inversion and resist 

hardening.[22] The major challenge in AS-ALD is achieving (near-)perfect selectivity for a high 

number of ALD cycles. Usually, this is determined by the ratio of material deposited on the GS in 

comparison to the material deposited on the NGS (Fig. 1.g). A more detailed discussion is found 

in section 0. This goal can be achieved through a variety of routes which can be categorized as: (i) 

intrinsically selective (Fig. 1.d), (ii) area-activating (Fig. 1.e) and (iii) area-deactivating (or 

inhibitor-based, Fig. 1.f) approaches. All these approaches rely on an in-depth understanding of 

deposition and surface chemistry to analyze and improve the selectivity for a given process. For 

example, the precursor can chemically modify the inhibitor layer and thus lead to growth on the 
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NGS. Or the co-reactant modifies the NGS to make it susceptible for the precursor in the next 

ALD step. Therefore, the chemical interactions between all components are crucial for achieving 

selectivity: precursor, co-reactant, surface and inhibitor or activator. 

 

 
Fig. 1. Schematic illustration of the AS-ALD process. This can be done via an AB-type ALD process (a) without 

or (b) with an initial inhibitor deposition or (c) an ABC-type process including inhibitor redosing. Selectivity can 

be obtained based on (d) intrinsic selectivity, (e) activation of the growth surface, (GS) or (f) deactivation of the 

non-growth surface (NGS). Here, selectivity is defined as (g) the relative deposition on GS in contrast to the NGS. 
 

Thus, a microscopic understanding of the chemical interactions in the system is crucial for 

optimization of the AS-ALD process and achieving the best possible selectivity. This is where 

computational approaches play a key role. Computational chemistry as a research field uses 

methods from theoretical chemistry to solve research questions in the chemical sciences. While a 

more detailed discussion of the methods used in AS-ALD modelling is presented in section 0, a 

brief overview is provided as orientation for the reader at this point supported by Fig. 3. 

Computational methods can be categorized in static and dynamic approaches. Static approaches 

solve the underlying equations for one point in time while dynamic approaches describe the 

development of a system over a given period. Another distinction concerns the description of the 

interaction between the fundamental components of the chemical system (nuclei and electrons). 

This can either be a description using classical mechanics (using Newton’s equations of motion) 

or quantum mechanics (using the Schrödinger equation). The quantum mechanical approaches 

describe electrons explicitly and typical examples are density functional theory (DFT) and 

wavefunction-based methods (e.g., Hartree-Fock (HF)). Molecular dynamics (MD) approaches 

can then either use classical potentials to describe the interactions of nuclei (classical MD) or 

quantum-mechanical potentials (ab initio or AIMD). More recently, machine learning (ML) has 

been used as a new paradigm to generate interaction potentials (MLP). Approaches spanning more 

than one regime of time scales and system sizes shown in Fig. 3. are termed multiscale modelling. 
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Fig. 2. An ideal via perfectly aligns with the top and bottom metal lines (red) (a). Insufficient alignment 

results in an edge-placement error (b). The fully self-aligned via can be achieved via a dielectric-on-

dielectric deposition (green on blue) with AS-ALD (c) prior to the via buildup (d). 
 

While MD approaches can tackle nanosecond timescales at best, real ALD processes take place 

on timescales of seconds or minutes. To capture this theoretically, the above-mentioned 

approaches are not suitable. Here, methods for solving sets of rate equations can be used. Most 

prominent in ALD is the stochastic approach of using a Monte Carlo (MC) ansatz to solve kinetic 

rate equations (kinetic MC or kMC). This approach can then use input from quantum mechanical 

approaches (reaction barriers and energies) which effectively makes it a multiscale (more precisely 

two-scale) approach. If no information about barriers is available, a stochastic approach of surface 

adsorption can be applied which uses information like van-der-Waals volume of adsorbates and 

surface reactive sites to provide the change in surface coverage during the ALD process. These 

MC approaches are currently in increasing usage in AS-ALD modelling.  

AS-ALD is experimentally carried out in a reactor which is mostly neglected in the modelling. 

Although the gas phase chemistry is much less important in ALD compared to chemical vapor 

deposition (CVD) and similar approaches, the flow mechanics can be important, e.g., for fast 

surface reactions which are diffusion-limited.[23] Modelling these phenomena requires approaches 

that do not rely on the chemical structure of the system anymore but instead solve coupled rate 

equations, like computational fluid dynamics (CFD) or finite-element (FE) methods. The coupling 

of such large-scale approaches to kMC, AIMD or DFT in a multiscale ansatz has been a long-

standing goal (not only) of the ALD community and some progress is visible.[24]  

 

https://doi.org/10.26434/chemrxiv-2024-t2lgq ORCID: https://orcid.org/0000-0002-6759-8559 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-t2lgq
https://orcid.org/0000-0002-6759-8559
https://creativecommons.org/licenses/by/4.0/


 

Page 5 of 87 

 
Fig. 3. Overview of modelling approaches used for AS-ALD divided into static and dynamic calculations and sorted 

by typical time scales and system sizes. Accuracy increases to the left. 

 

The most heavily used (quantum chemical) computational method in AS-ALD modelling is DFT. 

It provides a detailed description of the electronic structure and chemical reactivity but is efficient 

enough to handle systems of a few hundred atoms. This enables the ab initio description of surface 

chemistry which determines selectivity.  

This review now aims at summarizing the computational work in the field of AS-ALD with a focus 

on ab initio methods. It provides an overview for the non-specialist of which methods are available 

and which questions in AS-ALD can be targeted with those methods. A comprehensive overview 

of the literature is given together with a perspective on current developments and a “wish-list” of 

developments for the future. This will enable experts and non-experts alike to judge the suitability 

of using computational methods in their research in the field of AS-ALD. The aim is thus to 

broaden the already expanding scope of computational methods in this field and motivate 

researchers to use them where suitable. In the spirit of a previous review on computations in (non-

area-selective) ALD by Elliott, the emphasis is that the threefold aim of computational work to 

validate, explain and predict should be the target:[25] Validating the accuracy of the computational 

methods, explaining experimental findings and ultimately moving on to predicting new chemistry 

in AS-ALD and thus contributing to further innovations in this field. 

1.2 Scope of this review 

The focus of this review is a comprehensive overview for the use of ab initio methods to deliver 

insight for AS-ALD with some notes on methods that are based on results from these methods 

(e.g., kMC). Reviews on other theoretical approaches (classical mechanics and coarse graining, 
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classical nucleation theory, CFD, etc.) can be found elsewhere.[26,27] Also the literature on other 

deposition processes like area-selective CVD is not covered.[28] Note, that some of the AS-ALD 

principles explicated within this work, have been summarized before.[6,8,9,29] Since modelling for 

such complex chemical phenomena requires close interplay to experimental studies, this fruitful 

interaction has also been covered before.[30–33] Of course, the knowledge gained in this field often 

builds on insights gained from previous work on (non-area-selective) ALD. In this context several 

reviews are available, e.g., on the history of ALD,[34] the principles of ALD,[35–38] or on precursor 

design.[39,40] The modelling aspects of ALD have also been summarized comprehensively.[25,41–45] 

A very helpful database of manuscripts and reviews in the field of ALD has been compiled and is 

continuously updated.[11] Recently, AS-ALD has become the focus of perspectives and overview 

articles. One perspective shows several crucial aspects for inhibitor selection in area-deactivation 

approaches and especially outlines for the first time clearly the importance of interaction between 

inhibitor and precursor.[46] The surface chemistry perspective has been chosen in a more recent 

review on selection criteria for inhibitor-based AS-ALD.[47] Also, the upcoming application of AS-

ALD in industry has been summarized outlining the key role of modelling here.[48] Shong et al. 

published a perspective on theoretical design strategies for precursors in AS-ALD showcasing 

what theory can bring to the field.[49]  

What is still lacking is a comprehensive review of computational approaches to the field of 

AS-ALD outlining the perspectives and challenges which is the goal of this review.  

1.3 Approaches to AS-ALD 

In setting the stage, the different approaches to achieving selective deposition are briefly 

summarized (Fig. 1.) and it is outlined which key challenges they represent for computational 

modelling. 

1.3.1 Intrinsically selective AS-ALD 

In this approach, the different reactivity of two substrates with regard to the precursor is used to 

achieve selectivity. It has also been called “substrate-specific ALD”[50]. This can be achieved using 

chemically different surfaces (e.g., Cu and SiO2
[51]), different surface terminations of the same 

material (e.g., H-Si and HO-Si[52,53]) or different facets (e.g., Pt(100) and Pt(111)[54]). It has long 

been known in the ALD community that growth depends on surface type and termination.[50,55,56] 

The Parsons group then first used this concept specifically to achieve selective ALD growth 

between two substrates.[57–59] Among others, the Chen group extended the concept considerably 

until today.[48] The key advantage of intrinsically selective AS-ALD is that no new chemical 

species is introduced. This is beneficial for complex application environments where 

contamination and simplicity of production plays a key role.[48] The disadvantage is the limitation 

in terms of suitable material combinations. Furthermore, it is important to control the surface 

termination for selective reactivity.[56] Often, this approach is combined with selectivity-enhancing 

post-treatment (section 1.3.4). A variation of this idea uses different diffusion coefficients on GS 

and NGS to achieve selectivity (section 4.8).[25] The difference in surface properties like electric 
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resistivity has also been exploited.[60] The main computational challenges for intrinsically selective 

AS-ALD are: 

(i) Tune the differences in precursor reactivity on GS and NGS 

(ii) Find the optimal combination of surfaces 

(iii) Identify a suitable set of surface terminations or facets 

In all cases, the goal of the computational approaches is to maximize the difference in 

thermodynamic and kinetic driving forces for the surface reactions of the precursor and/or the co-

reactant between GS and NGS. Some theoretical studies argue with thermodynamic differences, 

most use differences in reaction barriers to explain selectivity differences (Tab. 2). 

1.3.2 Area-activating AS-ALD 

In this approach, the GS is activated by some pre-treatment to make it more reactive towards the 

precursor and/or co-reactant. This approach has first been put forward by Mackus et al.[61] The pre-

treatment mostly comprises: 

(i) Plasma or electron-beam exposure (also termed “direct-write” ALD)[61,62] 

(ii) Chemical treatment (e.g., creating reactive sites at the surface)[63] 

After the pre-treatment step, the approach is essentially inherently selective AS-ALD since the 

selectivity is determined by the relative reactivity of the precursor/co-reactant with the GS and 

NGS. Computational approaches can thus be used to: 

(i) Understand the surface structure after the activation step 

(ii) Tune precursor differences in reactivity on activated GS and NGS 

This approach has similar advantages to the intrinsically selective ansatz since it does not introduce 

a new chemical species. However, the activation step must be compatible with envisioned 

production setups and surface roughness or inhomogeneities can be an issue. 

1.3.3 Area-deactivation or inhibitor-based AS-ALD 

In this approach, a new chemical species is introduced to enhance selectivity: the inhibitor (Fig. 

1.b,c). The core idea of an inhibitor-based approach is to block the NGS, while the GS is not 

blocked. While approaches using polymer films exist,[6] most current approaches use molecular 

inhibitors comprised of a surface-anchoring head group and a deposition-blocking tail group (Fig. 

4.). If a long chain is used as tail group, the resulting structures are called self-assembled 

monolayers (SAMs, often the term is also used for the monomers). If a short chain is used, the 

term small-molecule inhibitor (SMI) is established in the literature. As is obvious from Fig. 4., the 

two inhibitor classes have strong similarities in their approach to block the surface. Indeed, both 

classes were proposed in the same seminal work by Chen, Kim, McIntyre and Bent in 2004.[64] 

Prior to this work, SAMs were only used in microcontact printing for patterned deposition of 

ZnO[65] and TiO2.
[66] Although the term SMI does not yet appear, the concept of varying the chain 

length to change the blocking property has already been established in this key paper[64] and the 

methoxy-substituted “short chain SAM” Si(CH3)(OMe)3 proposed was used for successful 

AS-ALD much later.[67] Also, the major blocking mechanisms (Fig. 5.) had already been outlined 
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in this study: reactive surface site deactivation (Fig. 5.b) (here: bonding to HO-Si and Si-O-Si 

groups) as well as steric blocking (Fig. 5.c,d). The targeted usage of small molecules (in contrast 

to SAMs) for the blocking of NGS has been put forward by Mameli et al. inspired by work from 

Yanguas-Gil, Libera and Elam.[68,69] The main challenges for computational approaches here are: 

(i) Find an optimal inhibitor that blocks NGS but not GS 

(ii) Identify a precursor that reacts with GS but does not decompose or penetrate the 

inhibitor layer 

(iii) Understand the factors governing stability of the inhibitor layer 

Chemically, this is the most complex approach but its tunability to various material combinations 

(including the possibility to block several NGSs with one inhibitor[70] or the usage of precursors 

as inhibitors[71]) lead to strong research activity here. Given the major role of surface chemistry in 

determining selectivity in this approach, computational approaches are especially useful for these 

inhibitor-based approaches (section 3.4). 

 

 
Fig. 4. Schematic illustration of the structure of small 

molecule inhibitors (SMI) and molecules forming self-

assembled monolayer (SAM) in use for AS-ALD. 
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1.3.4 Post-treatment to improve selectivity 

Selectivity achieved by any of the approaches outlined is never perfect. Yet, many applications – 

especially in the field of microelectronics – require very high selectivity. Thus, several ways to 

improve it have been put forward. [8] These include: 

(i) Repeated application of the inhibitor as multiple exposure approaches, or even ABC-

type ALD cycles where the inhibitor is reapplied in every ALD cycle (Fig. 1.c)  

(ii) (Repeated) chemical etching or plasma treatment steps to remove unwanted material 

on the NGS (also implemented as atomic layer etching, ALE, approaches[72])  

Although these approaches sometimes rely on surface chemistry, they are often not suitable as a 

target for computational approaches due to the time and length scales involved. An exception is 

ALE which will not be covered here.[73] Accordingly, computational approaches to post-treatment 

steps will not be considered further.  

 

 
Fig. 5. Illustration of AS-ALD blocking mechanisms. In (a) an unprotected surface is shown as comparison, where 

reactive sites lead to material deposition. Blocking is achieved by (b) passivating these reactive surface sites (also 

called chemical passivation[74]), (c) preventing precursor and co-reactant adsorption to a reactive site or (d) slowing 

down the reactivity at the reactive sites favoring the desorption of all adsorbates. As (c) and (d) are caused by steric 

repulsion, these effects are usually combined under the term steric blocking. 

 

1.4 Important concepts 

Several concepts are central to discussing AS-ALD and will thus be introduced here. 

1.4.1 Nomenclature 

Since some of the established nomenclature in AS-ALD research is not always used in the same 

manner, the choices for this review are initially outlined. It has been discussed before that in AS-

ALD the “substrate” is the more accurate term than the “surface”. The reason is that the surface 

changes its chemical composition during the process. Thus, while initially an SiO2 surface is found 

for the ALD reaction of Al2O3, the surface transitions towards an Al2O3 surface step by step. 

Therefore, “substrate” is used here to express the general surface site exposed during the ALD 

cycle. The term “surface” is used only when it clearly refers to a clean and chemically uniform 

entity. ALD consists of two half-cycles of reactions (Fig. 1.a). It is common practice to use the 
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word “precursor” for the adsorbate carrying the (non-oxygen) element to be deposited, while 

“co-reactant” is used for the second adsorbate. While arguments have been put forward that this 

expression can be misleading,[75] the established nomenclature precursor and co-reactant will be 

used here. The term co-reactant also applies to the plasma in such ALD experiments. To avoid the 

clumsy term “precursor and/or co-reactant”, often only precursor is used in the text. In inhibitor-

based approaches, the resulting substrate termination is often called the “blocking layer”. Here, 

the expression “inhibitor layer” is used instead to avoid confusion with two terms for the same 

aspect. 

1.4.2 Thermodynamic and kinetic driving forces 

A successful thermal ALD process usually requires a thermodynamic driving force, i.e., being 

exergonic as shown by a negative Gibbs free reaction energy Δ𝐺r (eq. 1.1) for all reaction steps. 

Exceptions are the growth of metastable materials[76] and ALD processes using continuous energy 

input (e.g., plasma ALD).[77] 

 A + B → C , Δ𝐺r < 0 1.1 

The thermodynamic signature is closely connected to the so-called “ALD window” (Fig. 6.) which 

determines the temperature window where a certain ALD process is successful (Fig. 6.c).  

The ALD growth reaction (Fig. 6.c) always competes against unwanted side reactions like 

condensation (Fig. 6.a) unreactive diffusion of adsorbates (precursors/co-reactants) (Fig. 6.b), 

decomposition (Fig. 6.d) or desorption (Fig. 6.e). This can be the result of a higher thermodynamic 

driving force for these side reactions either by more negative enthalpy (ΔH) or higher entropy gain 

(ΔS, contribution to ΔGr is temperature-dependent, eq. 1.2). 

 ∆𝐺r = ∆𝐻 + 𝑇 ⋅ ∆𝑆 1.2 

One goal of a computational investigation is thus to determine ΔH, ΔS and ∆𝐺r for a set of ALD 

reactions. As a first approximation, the reaction energy (ΔEr) is often used instead of ΔGr. These 

electronic energies result directly from ab initio computations and neglect zero-point vibrational 

energy, temperature and pressure effects (T = 0 K, p = 0 bar). This approximation must be used 

with care in ALD modelling due to the elevated temperatures and low pressures which can both 

affect the entropy contribution strongly. The common approach to move from ∆𝐸r to ∆𝐺r is the 

rigid-rotor harmonic oscillator (RRHO) approximation which is rooted in statistical 

thermodynamics. This approach introduces efficient approximations for translational (trans), 

rotational (rot), vibrational (vib), and electronic (elec) contributions to H and S (eq. 1.3, eq. 1.4). 

Here, the electronic energy (EQM) based on an ab initio calculation is one major contribution to the 

enthalpy. In practice these terms are often formulated as corrections to the inner energy U. In these 

cases, enthalpy is derived based on 𝐻 = 𝑈 + 𝑘B𝑇. 

 𝐻 = 𝐻trans + 𝐻rot + 𝐻vib + 𝐻elec + 𝐸QM 1.3 

 𝑆 = 𝑆trans + 𝑆rot + 𝑆vib + 𝑆elec 1.4 
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Fig. 6. Schematic representation of the ALD window. At low temperatures (T), condensation of adsorbates 

(precursor or co-reactant) (a) or incomplete reactivity (b) dominates, as the energy required to maintain adsorbates 

in the gas phase (ΔG, gas phase) or to overcome reaction barriers (ΔG, reaction) is insufficient. At the optimal T 

range (c), reaction barriers are effectively surmounted, enabling successful ALD deposition. At too high T, 

undesired outcomes such as adsorbate decomposition (d) or rapid desorption (e) occur, as the supplied energy 

surpasses the thresholds for side reactions (ΔG, decomposition) or adsorption (ΔG, adsorption). 

 

Within the RRHO approximation, every component of eq. 1.3 and eq. 1.4 is formulated based on 

its partition function and the ideal gas law. In consequence, only the harmonic vibrational 

frequencies of the system and EQM have to be calculated by ab initio methods. With more complex 

approaches even anharmonic corrections to the vibrational terms can be included.[78] However, due 

to the computational expense of this method this is mostly unfeasible for surface chemistry 

questions.  The reaction barrier is the second major factor determining the ALD reactivity and 

even more so the selectivity in AS-ALD. If transition state theory (TST) is assumed to be 

applicable, the reaction rate k of the chemical reactions in the ALD process can be determined 

directly from the reaction barrier ΔG‡ via the Eyring equation (eq. 1.5). The prefactor A can then 

either be determined from experience (or assumed to be the same for all competing reactions) or 

it can be computed via   TST (qq-TST).[79,80] There are possibilities to move beyond the TST 

picture by capturing effects like reaction probability, but they are usually out of scope for 

investigations of ALD chemistry.  

 𝑘 = 𝐴 ⋅ e−
Δ𝐺‡

𝑅𝑇  1.5 

Determining relative reaction rates is crucial for AS-ALD since the competing reactivity on GS 

and NGS is the defining factor for selectivity. Results of thermodynamic computations are thus 

important for screening of several possible AS-ALD reactions but not sufficient to determine 
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selectivity.[81] One approach used in catalysis to avoid the computation of reaction barriers is 

making use of the Bell-Evans-Polanyi (BEP) principle. It states that there is a correlation between 

thermodynamic driving forces and barrier heights for a set of similar reactions (i.e., a more 

thermodynamically favorable reaction (strong negative ΔE) has a lower barrier (moderate ΔE‡)) 

and thus allows to approximate reaction barriers by assuming the same prefactor (eq. 1.5) and the 

same position of the transition state on the reaction coordinate for all reactions considered. For 

(AS-)ALD, it has not been checked systematically, if the BEP is a good approximation. Initial 

findings that the Hammond postulate, which gives similar statements, is true for SAM 

decomposition were reported already by Xu and Musgrave.[82] There are AS-ALD studies 

assuming the BEP to hold.[83] 

1.4.3 Selectivity 

The crucial factor determining a successful AS-ALD process is selectivity. This means a measure 

of how much material m is deposited on the GS relative to the NGS. Most commonly selectivity 

is defined as 

 𝑆 =  
𝑚GS −𝑚NGS

𝑚GS +𝑚NGS
. 1.6 

The equation has originally been proposed by Gladfelter for selective CVD[84]. It has been derived 

for rate constants initially and Gladfelter showed that it can be used with coverages of GS and 

NGS.[84] In the AS-ALD literature, however, several other approaches were developed to quantify 

the selectivity by quantities that are experimentally accessible. Mostly, “amount of material 

grown” is used instead of coverages (which are hard to determine experimentally). This amount is 

then determined as thickness, which is experimentally obtainable: (i) via the relative intensity of 

X-ray photoelectron spectroscopy (XPS) signals[85], energy-dispersive X-ray spectroscopy (EDS) 

mapping[86] or as „substrate-normalized concentration“[87]; (ii) via ellipsometry[88]. Ultimately, the 

selectivity is calculated as[46] 

 𝑆𝑥 = 
𝑅GS − 𝑅NGS
𝑅GS + 𝑅NGS

. 1.7 

Here, Sx is the selectivity after x number of ALD cycles and R is the atomic composition of the 

deposited material on GS and NGS, respectively. Hence, the value ranges between 0 (no 

selectivity) to 1 (perfect selectivity). Comparison to computational data is possible, e.g., through 

the theoretical determination of relative reaction rates. Similar to the ALD window discussed 

above, a “selective ALD window” has been proposed.[33] The typical reason behind selectivity in 

AS-ALD is nucleation delay on the NGS due to the mechanisms discussed below in more detail.[89] 

However, selectivity can also be achieved via substrate-dependent diffusion (section 4.8).[89]  

1.4.4 Selectivity loss 

Ideally, the AS-ALD process stays selective for an unlimited number of cycles. In reality, several 

factors influence the loss of selectivity during deposition (Fig. 7.): 
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(i) Finite nucleation delay (i.e., the number of ALD cycles where no growth happens) on 

NGS and unwanted start of growth (Fig. 7.a)  

(ii)  Disintegration of inhibitor layer in area-deactivation processes due to desorption or 

chemical reactions (Fig. 7.b)  

(iii)  Penetration of inhibitor layer by precursors and reaction with unpassivated surface 

groups (Fig. 7.c)  

(iv)  Overgrowth of inhibitor layers (Fig. 7.d)  

The mechanisms of blocking and unwanted growth on the NGS have been analyzed under ALD 

conditions with experimental approaches.[90–96] An analytical model has been proposed fitting 

experimental data to a set of parameters with the goal to gain insights into possible selectivity-

reducing mechanisms.[97] It will be shown that computational approaches can complement and 

complete this picture. The onset of “loss of selectivity” has been defined by Parsons for a value of 

S < 0.9 (eq. 1.7).[97]  

 

 
Fig. 7. Mechanisms resulting in a loss of selectivity. (a) Imperfect chemoselectivity leads to limited nucleation 

delay in intrinsically selective AS-ALD. The usage of inhibitors is limited by (b) the disintegration of the inhibitor 

layer due to reactions with precursor or co-reactant, (c) penetration or (d) overgrowth of the inhibitor layer. 
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2 Computational methods for AS-ALD 

This chapter outlines the main computational methods used in the modelling of AS-ALD. This 

introduction is targeted at a non-specialist audience. For further detailed information, reviews and 

textbooks on the topic are available.[98–100] An overview of the methods presented and how they 

are connected and related is given in Fig. 3. in the introduction. 

2.1 Density functional theory 

DFT is the most heavily used method not only in AS-ALD but in computational materials 

modelling in general.[101] This is due to the accurate description of electronic structure while 

maintaining a moderate computational effort. This consideration of “accuracy” vs. “cost” (= 

computational resources and time required) is the decisive criterium in computational modelling. 

2.1.1 Theory 

The foundation of DFT is formed by the two theorems formulated by Hohenberg and Kohn in 

1964.[102] Their core idea was to use the electron density 𝜌 as the central quantity in formulating 

their theory of electronic structure in contrast to using the wave function (section 2.2). Previous 

approaches by Thomas and Fermi have already been formulated in 1927 but due to the use of 

classical terms for electron-electron interaction and the kinetic energy of the electrons, covalent 

bonding could not be described accurately. The first Hohenberg-Kohn theorem states that the total 

ground energy 𝐸0 of a system is a unique functional of the electron density: 

 𝐸0[𝜌0] = 𝑇[𝜌0] + 𝑉ee[𝜌0] + 𝑉ne[𝜌0] 2.1 

Here the contributions are the kinetic energy of the electrons 𝑇[𝜌0], the potential energy from 

electron-electron repulsion 𝑉ee[𝜌0] and the potential energy from electron-nuclear attraction 

𝑉ne[𝜌0]. A functional is a function where the argument is again a function (while the argument in 

a function is a scalar quantity). Since the electron density is a function of the cartesian coordinates 

(i.e., it varies at different points in 3D space), this makes the energy a functional of 𝜌. This theorem 

allows to compute the energy and all properties of a system just by knowing the electron density.  

The second theorem is the DFT variant of the variational principle (see section 2.2.1). It states that 

only the exact ground state density 𝜌0 results in the ground state energy 𝐸0 and every other density 

delivers higher energies. This gives an idea of how to search for the ground state density: just 

check if the energy lowers upon changing a test density. These theorems however do not lead to a 

practically useful method since there is no systematic way to vary a density. This goal was 

achieved a few years later by Kohn and Sham (KS).[103] They formulated the energy functional as 

in eq. 2.2.  

They realized that the quantitatively most important term in the energy functional (eq. 2.1) is the 

kinetic energy of the electrons 𝑇[𝜌]. If an error is introduced here, it results in a large numerical 

error in the energy. Their core idea was now to approximate this kinetic energy 𝑇[𝜌] by the kinetic 

 𝐸KS[𝜌] = 𝑇KS[𝜌] + 𝐽ee[𝜌] + 𝐸𝑋𝐶[𝜌] + 𝑉ne[𝜌] 2.2 
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energy 𝑇KS[𝜌] of a model system which contains independent electrons (i.e., the electron-electron 

interaction 𝑉ee in this system is zero) but – by definition – delivers the same density as the real 

system to be solved. The clue is that the kinetic energy for such a KS model system can be 

computed exactly by using orbitals 𝜑 (= one-electron wavefunctions) as shown in eq. 2.3. 𝑇KS is a 

pretty good approximation to the actual kinetic energy T. 

 𝑇KS = −
1

2
∑∫d𝑟 𝜑𝑖

∗ ∇2 𝜑𝑖

𝑁

𝑖

 2.3 

Two more terms in eq. 2.2 can be accurately formulated: the electron-nuclear attraction (𝑉ne, called 

the ‘external potential’ in DFT language) and the classical Coulomb interaction between the 

electrons (𝐽ee). The only terms to be approximated now are: the difference between the kinetic 

energy of the KS system and the actual real system (𝑇 − 𝑇KS) and the electron-electron interaction 

terms which arise from the quantum nature of electrons: the “exchange” term (𝐸𝑋) as a result of 

the Pauli principle and the “Coulomb” (𝐸𝐶) term resulting from the fact that electrons are not point 

charges (which is captured by 𝐽) but have a probability distribution in space which depends on all 

other electrons. These last three terms are summed up in the exchange-correlation functional (𝐸𝑋𝐶  

in eq. 2.2). DFT is an exact theory up to this point and the approximations arise since the exact 

form for 𝐸𝑋𝐶 is unknown (it is even “unknowable”[104]). Furthermore, although DFT is a theory 

based on electron density, orbitals are reintroduced in the KS-approach (which underlies the vast 

majority of all published DFT data). Although this introduces a degree of arbitrariness which was 

heavily discussed in the literature previously, it allows to use the molecular orbital picture for 

interpretation of DFT results as done for HF theory.[105] In practice, KS- and HF-orbitals have very 

similar shapes and lead to similar bonding interpretation. More care has to be taken when 

discussing the meaning of (virtual) orbital energies.[106] 

2.1.2 Exchange-correlation functionals 

The choice of the exchange-correlation functional (often simply called density functional, DF) 

determines the accuracy of DFT computations to a certain extent. There is no systematic way to 

improve a functional but depending on the “ingredients” used for their development, several 

classes of functionals can be distinguished (Fig. 8.). These classes have been put in a hierarchy 

which is most often illustrated by referring to the biblical picture of “Jacob’s ladder” (in this 

context climbing from the “earth” of HF to the “heaven” of the exact DF; in the original version 

the top is given as “chemical accuracy” which however is an ambiguous term) which results in the 

functionals being classified into “rungs” of this ladder. The simplest DFs belong to the rung of 

local density approximation (LDA). They only depend on the electron density at a certain point 

and the corresponding energy 𝜀𝑋𝐶 (eq. 2.4). 

 𝐸𝑋𝐶
LDA = ∫d𝑟 𝜌(𝑟) 𝜀𝑋𝐶(𝜌(𝑟))   2.4 
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This does not mean that the electron density is described uniformly throughout the whole chemical 

system, but instead at every point in space (usually determined on a 3D integration grid), the LDA 

energy functional is evaluated and summed up. This means that LDA is specifically good at 

describing slowly varying electron densities (e.g., simple metals) but not great for molecules and 

chemical bonding. Nowadays, it is mostly used in solid state physics for metals and should not be 

used for other chemical systems. 

 

 
Fig. 8. The hierarchy of density functionals sorted in 

rungs of a “Jacob’s ladder” (following J. Perdew). 
 

The next rung are the DFs of the generalized gradient approximation (GGA) type. If the energy is 

expanded as functional of the electron density in a Taylor series, the step after LDA is to 

incorporate the first derivative of the electron density. After some removal of unphysical properties 

of the resulting gradient expansion approximation, the class of GGA functionals results. They are 

the most used class of DFs in material science due to the efficient algorithms for computing them 

paired with a good to very good accuracy for many systems.[101] The GGA functional developed 

by Perdew, Burke and Ernzerhof (PBE)[107] has become the quasi-standard in material science. 

This is partly due to the good performance but also partly due to early claims that it is “parameter-

free”. The only parameter-free DF thus is the exchange functional for the LDA by Dirac. But since 

the parameters in PBE are derived from physical boundary conditions to a (pretty unphysical) 

model system (the homogeneous electron gas) it was more appealing to many scientists compared 

to the fitting of parameters on accurate molecular data as is done, e.g., for BP86. In large 

benchmark studies, there is no notable performance difference.[108,109]  

The third rung – the next step in the Taylor series – leads to the class of meta-GGA functionals 

(e.g., TPSS, M06-L). Although they are used in molecular chemistry increasingly, they have not 

been applied to AS-ALD up to now. In contrast to the step from LDA to GGA, an increase in 

accuracy is not guaranteed. However, they form the basis for many modern DFs. The fourth rung 
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leads to the hybrid functionals which include a fraction of “exact exchange” in the exchange 

functional. This term stems from using the HF expression for the exchange energy with the density 

from the DFT approach and leads to considerable improvement in accuracy, especially for main 

group chemistry, reaction barriers and optical properties. However, for the periodic boundary 

condition (PBC) calculations mostly used in AS-ALD, the large increase in computational cost 

(approx. 10x compared to GGA) often leads to these computations not being feasible. 

In the last decade, several further DFs have been developed which partly combine features of 

several rungs, introduce exact exchange in smarter ways (range-separated DFs, local hybrid DFs) 

or become dependent on the unoccupied orbitals (rung 5, double hybrid DFs). However, in 

AS-ALD modelling none of these more modern DFs is in use up to now. Large-scale benchmark 

studies in molecular chemistry[108–110] as well as surface science[111,112] can deliver guidelines on 

how to choose the best DF for the given research question in AS-ALD. But often, the 

implementation of more exotic functionals is limited in the available computational codes. The 

lack of accurate benchmark data in AS-ALD makes it also hard to evaluate the different DFs for 

their accuracy. Thus, currently, there is hardly any study not using the PBE functional (Tab. 1 and 

Tab. 2). If several DFs are used, quite large deviations can be found.[113] 

2.1.3 Typical DF errors and London dispersion interaction 

Currently used DFs show some major inaccuracies.[114] One well-known issue is the gross 

underestimation of band gaps of semiconductors by GGA functionals which can be traced back to 

the delocalization error (called the self-interaction error for one-electron systems).[115] Connected 

to the same underlying cause is the over-delocalization (GGAs) and over-localization (hybrid DFs) 

of electron densities. This can lead to errors in dissociation energies and especially reaction barriers 

but is mostly relevant for electron transfer phenomena.[114] 

The second issue is the inadequate description of static correlation effects. This can be understood 

as the result of one Slater determinant (see section 2.2) not even being qualitatively adequate for a 

description of the chemical system. Typical examples are open-shell transition metal compounds 

or open-shell singlet states in biological systems but also bond dissociation curves creating open-

shell fragments.[114] This issue is mostly not relevant for AS-ALD modelling up to now. It might 

become more pressing when more deposition modelling of metal ALD is carried out. 

The third, and for AS-ALD most pressing, issue is the failure of many DFs to describe London 

dispersion interactions. This interaction can be described as the attractive part of the van-der-Waals 

potential, and it is also often referred to as van-der-Waals forces (although this term is discouraged 

by experts) or dispersion attraction.[116] The classical physical picture behind this interaction can 

be drawn as an attraction of induced dipoles. DFs of the first three rungs typically do not describe 

this interaction since it is intrinsically an electron correlation effect which is not well captured by 

approaches using one Slater determinant as KS-DFT or HF (see section 2.2.1). This leads to the 

result, that, e.g., the potential energy curve of the benzene dimer is completely repulsive for PBE 

and B3LYP.[117] In recent years, it became clear that the failure to describe these interactions leads 

to large errors in interaction energies especially for non-covalently bound systems (e.g., 

https://doi.org/10.26434/chemrxiv-2024-t2lgq ORCID: https://orcid.org/0000-0002-6759-8559 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-t2lgq
https://orcid.org/0000-0002-6759-8559
https://creativecommons.org/licenses/by/4.0/


 

Page 18 of 87 

physisorbed precursors).[116] But also for covalently bound systems, dispersion attraction plays a 

major, stabilizing role.[118] 

Several approaches were developed to capture these effects in the framework of DFT.[119] DFs can 

be parametrized to incorporate these effects in a mean-field approach (e.g., the Minnesota family 

of functionals),[120] or the non-local electron-electron interactions underlying the dispersion 

attraction can be incorporated directly into the functionals which leads to the vdW-DFs (e.g., 

optB88, vdW-DF)[121]. The by far most used approach, also in AS-ALD, is the addition of a 

correction term to the KS-DFT energy by a semi-empirical scheme. The most common approaches 

have been initially developed by Grimme (DFT-D)[122,123] and by Tkatchenko and Scheffler 

(DFT-TS)[124]. In these approaches, the stabilizing dispersion term is approximated by the pairwise 

interaction energy of atoms (A and B) in the systems which are then summed up (eq. 2.5). This 

interaction energy is determined from the polarizability of the atoms in the system expressed via 

the 𝐶6-parameters (the term stems from the perturbation theory approach to intermolecular 

interaction) considering the decay behavior of this interaction with distance (𝑟−6). In addition, 

parameters (𝑠𝑛) and so-called damping functions are used to tune the interaction energy to every 

functional. 

 𝐸disp
DFT−D = −

1

2
∑ ∑ 𝑠𝑛

𝐶𝑛
𝐴𝐵

𝑟𝐴𝐵
𝑛 𝑓damp(𝑟𝐴𝐵)

𝑛=6,8𝐴≠𝐵

 2.5 

The DFT-D approach relies on tabulated, pre-computed 𝐶6 parameters which are either constant 

(DFT-D2), dependent on the chemical environment (DFT-D3) or additionally on the charge of the 

atom (DFT-D4). The DFT-TS approach computes these 𝐶6 parameters on-the-fly but requires a 

Hirshfeld partitioning of the electron density which is based on a promolecular density and thus 

also requires atom-dependent parameters. In practice, both approaches (DFT-D3 or D4 compared 

to DFT-TS) deliver very similar chemical insights. The usage of DFT-D3 together with the PBE 

functional has become the de facto standard in computational material science and thus also in the 

modelling of AS-ALD if PBC are used. 

2.2 Wavefunction-based methods 

Solving the Schrödinger equation (eq. 2.6) is the goal of wavefunction based methods. Thereby, 

the Hamilton operator 𝐻̂ of the system is known and the wavefunction is approximated to calculate 

the energy E of the system. 

 
(𝑇̂n + 𝑇̂e + 𝑉̂nn + 𝑉̂ee + 𝑉̂ne)⏟                  

𝐻̂

𝛹 = 𝐸𝛹 
2.6 

The operator 𝐻̂ contains all the terms describing the interactions between the particles in a 

chemical system. Except for very specific environments, these are nuclei and electrons. Thus, 𝐻̂ 

contains the kinetic energy of nuclei (𝑇̂n) and electrons (𝑇̂e), and potential energy terms of the 

interactions between nuclei (𝑉̂nn), electrons (𝑉̂ee) and between electrons and nuclei (𝑉̂ne). In most 

computations, the Schrödinger equation for the electrons can be solved for a stationary 
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arrangement of nuclei since the latter are much heavier and move thus much slower. This so-called 

Born-Oppenheimer approximation leads to 𝑇̂n = 0 and 𝑉̂nn being constant and the following 𝐻̂ is 

used: 

 𝐻̂ = 𝑇̂e + 𝑉̂ee + 𝑉̂ne 2.7 

The wavefunction for a multi-electron system cannot be written explicitly and the most common 

approach is the “orbital approximation”. This means the wavefunction of the system 𝛹 is written 

as a product of one-electron wavefunctions (molecular orbitals) 𝜑. It turns out that a specific type 

of product is needed – the Slater determinant (eq. 2.8) – to account for the indistinguishability of 

electrons and the Pauli principle. 

 𝛹 =
1

√𝑁
|
𝜑1(1) ⋯ 𝜑𝑁(1)
⋮ ⋱ ⋮

𝜑1(𝑁) ⋯ 𝜑𝑁(𝑁)
| 2.8 

Nearly all published work in AS-ALD which are based on wavefunction methods uses the Born-

Oppenheimer as well as the molecular orbital approximation (Tab. 1 and Tab. 2). 

2.2.1 Hartree-Fock 

The most complicated term in eq. 2.7 is the electron-electron interaction (𝑉̂ee). In principle, the 

electrons move in a correlated fashion, that means their movement depends on all other electrons 

at every point in time. However, it is often enough to capture this correlated movement in an 

approximate manner. In the so-called mean-field approximation, the Schrödinger equation is 

solved for one electron by considering the other electrons as a background field (instead of 

computing the interaction with every single one of the other electrons explicitly). The result of this 

approximation are the HF equations (eq. 2.9) where one Schrödinger equation for each electron 

exists (the one-electron Hamiltonian is now called the Fock operator 𝐹̂ and the one-electron 

wavefunction is the molecular orbital) which implicitly depends on all other One-Electron-

Schrödinger equations through the HF potential (the above-mentioned mean-field). These 

interdependent equations have then to be solved in an iterative manner – the self-consistent field 

(SCF) approach. 

 𝑓𝑖𝜑𝑖 = 𝜀𝑖𝜑𝑖 2.9 

To make this approach practically useful, another approximation is needed. The (unknown) 

molecular orbitals are expanded in a set of known basis functions. This is called the basis set 

approximation or the linear combination of atomic orbitals (LCAO) to give molecular orbitals 

(MO). The HF equations then transform into matrix equations (Roothaan-Hall equations, eq. 2.10) 

which are much easier for a computer to solve. Here, the matrix 𝑪 contains all coefficients of the 

basis functions for every molecular orbital while 𝑺 contains the overlap between the different basis 

functions. 

 𝑭𝑪 = 𝑺𝑪𝜺 2.10 
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If the basis set is infinite, eq. 2.10 would not be an approximation. In practice, the basis set needs 

to be finite which results in an error introduced by this approach. For AS-ALD, either atomic 

orbitals are used as basis sets (see section 2.8.1 on molecular approaches) or plane-wave basis sets 

(see section 2.8.2). HF is historically very important and conceptually very close to KS-DFT. In 

practice, it is less accurate than DFT but as “costly” and thus not used anymore. However, it is the 

starting point for the electron correlation methods discussed next. 

2.2.2 Electron correlation methods  

The energy computed via the HF method deviates from the exact energy of the system by the 

energy correlation term Ecorr: 

 𝐸corr = 𝐸exact − 𝐸HF 2.11 

Capturing this term, which is associated with the explicit interaction of electrons beyond the mean-

field approximation, requires moving beyond HF. This is done by approximating the multi-

electron wavefunction by more than one Slater determinant. Either by generating substituted 

determinants as a sum (configuration interaction, CI) or with an exponential approach (coupled 

cluster, CC). Furthermore, the Rayleigh-Schrödinger perturbation theory approach can be used 

which leads to Møller-Plesset perturbation theory of n-th order (MPn). Discussing the details of 

these approaches is beyond the scope of this review, especially given their negligible usage in AS-

ALD. The interested reader is referred to textbooks on the topic.[98,125] 

However, two major approaches shall be discussed which are important methods to benchmark 

the accuracy of DFT computations. Although they are not used in AS-ALD yet, it is known from 

other communities that benchmarking is important and it should be extended in AS-ALD.[111,126,127] 

The most economical way to capture the correlation energy is MP2. This approach only requires 

orbital energies and a further set of integrals. Modern MP2 implementations combine smart 

approximations to these integrals (e.g., density fitting, Cholesky decomposition, Tensor 

network)[128,129] are close to the efficiency of (hybrid) DFT computations and thus competitive for 

molecular approaches. Unfortunately, when using PBC, MP2 is very costly and hardly used.[130]  

The second method of relevance is DLPNO-CCSD(T) and related methods.[131,132] CCSD(T) 

stands for CC with singles, doubles and perturbative triples which refers to the number of electrons 

moved from occupied to virtual orbitals when creating the additional Slater determinants (eq. 2.8). 

While this approach is only applicable to small molecules, modern implementations with clever 

approximations are applicable to systems with hundreds of atoms and thousands of electrons. 

DLPNO stands for domain localized pair natural orbitals which summarizes the approximations 

used. In a nutshell, the approach makes use of the fact that electron correlation is large when 

electrons are close to each other and weak otherwise. Thus, the correlation energy of electrons 

which are far apart is computed with “cheaper” methods (MP2). Also, molecular orbitals are 

transformed via unitary transformations (a mathematical operation that does not change the 

energy) to localize them on parts of the system and thus further speed-up the computations.  
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2.3 Electronic structure analysis 

Many results of ab initio investigations are not easily accessible for interpretation. While energies 

can be interpreted in a straightforward manner, this is not the case for the electronic structure: 

wavefunction, electron density and derived properties do not directly correspond to chemical 

concepts. The field of electronic structure analysis (ESA) now aims at deriving quantities that 

make the connection between the delocalized electronic structure resulting from an orbital-based 

computation and local chemical concepts like Lewis structures, chemical bonds or charge 

distributions. The field of ESA is vast[133] and only a few methods have been used for AS-ALD up 

to now. However, the potential is large and thus some methods are briefly presented that can 

deliver insights in the field. 

2.3.1 Atomic partial charges 

The most often used ESA-based property in AS-ALD are atomic partial charges.[50,134,135] The idea 

is to derive the charge state of an atom in a molecule. This necessitates the partitioning of the 

electronic structure and summing up all the electron density belonging to one atom. This can be 

done in three ways: (i) assigning orbitals to atoms, (ii) dividing the electron density into basins 

belonging to one atom or (iii) fitting charges to the electrostatic potential of the molecule. Many 

methods have been developed for every approach since the seminal work by Mulliken.[136,137] 

Notably, it cannot be checked if any one method is superior a priori since no experimental charges 

can be measured for comparison. The methods derive their value from being robust (trends not 

changing with computational parameters, e.g., the basis set), consistent (reproduce known 

chemical trends) and insightful. In the end, a method is useful if it helps to understand the chemical 

system. Atomic partial charges can be used in AS-ALD to understand the charge-transfer upon 

adsorption of precursors or inhibitors to the surface. They are also helpful to understand trends in 

bond polarity, e.g., among a set of precursors.  

2.3.2 Orbital analysis 

In the MO approach typically used for ab initio computations, a set of occupied and (typically) 

delocalized orbitals results – the canonical orbitals. In KS-DFT, these are the KS orbitals which 

can be interpreted in a similar manner.[105] Visualizing these orbitals can help to understand the 

electronic distribution in a chemical system and show bonding and antibonding interactions. 

However, these analyses are often infeasible for AS-ALD once the substrate is considered. For 

computations with PBC, mostly plane wave basis sets are used which do not allow such an analysis 

in a straightforward way. One way to derive a similar picture is using the partial density of states 

(pDOS) approach. Here, the contribution of certain atoms in a system to the periodic equivalent of 

an orbital (the band) are analyzed, which has been used in AS-ALD a few times.[86,134] This analysis 

can give an idea about bonding interactions in a qualitative manner. The localization of orbitals 

can also be used to provide such a qualitative view on bonding interactions.[138] Orbital analysis 

can be used to better understand precursors themselves or the chemical interactions of a precursor 

with a substrate. However, other approaches are better suited in many cases. 
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2.3.3 Electron-density analysis 

The electron density can be analyzed in a similar way to the orbitals. In most cases, a topological 

analysis of the density is used, which is a kind of a functional analysis approach. The most 

prominent ansatz here is the atoms-in-molecules (AIM) approach developed by Richard Bader.[139] 

AIM delivers atomic basins, bond paths and many derived quantities (e.g., partial charges). It is 

rarely used for surface chemistry and thus has not been used in AS-ALD up to now. A simpler 

approach is visualizing charge-density differences. In this case, the electron density of a precursor-

substrate complex is taken, and the electron density from the separated precursor and substrate is 

subtracted. Thus, one derives the density changes induced by the bonding interaction. This 

approach is very common in surface science and has also been used in AS-ALD.[140] Yet, it has 

the disadvantage that the resulting figures often do not allow a straightforward analysis regarding 

the most important interactions. 

2.3.4 Energy-based analysis 

The driving force for chemical reactions is energy lowering. Thus, the idea to analyze energy 

comes naturally. The bonding energy can be decomposed into several sub-terms. Such methods 

are called energy decomposition analysis (EDA) methods. Many different approaches have been 

developed here.[141,142] They all have in common that they split up the (experimentally measurable) 

bonding energy into sub-terms which are not experimentally accessible. However, these sub-terms 

can be connected to chemical concepts like Pauli repulsion, orbital interaction, electrostatic 

interaction, dispersion attraction, etc. Thus, these methods deliver a quantitative analysis of the 

bonding in a chemical system and allow discussion of the origin of a certain bonding arrangement 

as well as discussion of trends among similar systems. The EDA has been applied recently to 

AS-ALD using its extension to PBC – the energy decomposition analysis for extended systems 

(pEDA).[143,144] It is promising to gain further insights into the driving forces for 

precursor/inhibitor-surface interactions as well as selectivity mechanisms in the future. 

2.4 Molecular dynamics 

Static computations solve the electronic Schrödinger equation (eq. 2.6) for a given arrangement of 

nuclei. Structural optimization then determines the best arrangement of nuclei for a given chemical 

system by successively computing eq. 2.6 while systematically changing (optimizing) the 

positions of nuclei. This requires the Born-Oppenheimer approximation and leads to a potential 

energy surface. If the question is how a system changes over time, e.g., for the process of a 

precursor interacting with a substrate, MD approaches are applied. Here, the focus is on the 

dynamics of nuclei since the dynamic behavior of electrons (quantum dynamics) requires different 

theoretical approaches[145] and is not relevant for (most parts) of AS-ALD. When the changes of a 

system over time are described with MD, Newton’s equations of motion are typically used: 

 𝐹 = 𝑚
d𝑣

d𝑡
 2.12 
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Where the force F acting is given as the mass of the system m multiplied by the acceleration 

(derivative of the velocity v w.r.t. time t). The approach now is to define starting conditions with 

a specific arrangement of atoms and assign velocities to these atoms in order to compute the forces 

acting on the atoms. The forces after a certain timestep are then computed with different 

algorithms. The choice of the timestep (typically in the order of the fastest molecular vibration in 

the system, ca. 0.5-1 fs) and the choice of the algorithm (velocity verlet, leapfrog, etc.) is important 

for the accuracy of the resulting MD. When this approach is applied many consecutive times, the 

result is a MD trajectory which describes the behavior of the chemical system over the simulated 

time (in the order of picoseconds for AIMD). Further crucial choices for the MD algorithm are the 

ensemble (the decision which state functions are kept constant: pressure p, temperature T, number 

of particles N, volume V, energy E) and the thermostat (Nosé-Hoover, Anderson, etc.) which helps 

to keep these values constant. There are many details to be considered when actually carrying out 

an MD computation which are beyond the scope of this short description and can be found in the 

literature.[146] What is crucial for AS-ALD modelling is the question of how to treat the electrons 

in this MD approach. There are currently three major approaches to describing intermolecular 

interactions (the potential).  

2.4.1 Classical MD 

The interactions between atoms is treated with classical mechanics. Thus, the electrons are not 

considered explicitly but in an indirect fashion. To carry out a classical MD computation, a force 

field is required. This is a set of parameters which describes the interactions between the atoms. 

Typically, it consists of bonded parameters (potential energy functions for distance, angle and 

dihedral angle changes) and non-bonded parameters (electrostatic and van der Waals forces). For 

each atomic species in the system (atom type and connectivity, e.g., the C atom in C2H6 has a 

different parameter than in C2H2), and for every resulting pair of atoms, parameters have to be 

provided. As one can imagine, this leads to huge parameter sets for systems relevant for AS-ALD. 

Moreover, deriving these parameter sets and evaluating their accuracy is far from trivial. However, 

the choice of the specific force field is crucial for the reliability of the computational results and 

has to be tailored to the system. Choosing the wrong force field gives bogus results. The main 

advantage of classical MD is that rather large systems (1000s of atoms) and timescales (ns, cutting-

edge computations even µs) can be treated. The major drawback of this approach for AS-ALD is 

that connectivity changes (bond making, bond breaking) usually cannot be described since the 

approach relies on the connectivity of the atomic species. Reactive force fields try to remedy this 

issue but are still hardly used for surface chemistry.[147] Also in this approach, the combination of 

atoms modelled has to be incorporated in the parametrization to make it applicable. 

2.4.2 Ab initio MD  

In this approach, electrons are explicitly considered, and the interatomic interactions are either 

based on pre-computed potential energy surfaces or computed “on-the-fly”. The pre-computing 

approach has the advantage that very high accuracy methods can be used,[148] but the same 
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drawback as force fields that a potential for every pair of atoms is needed. Thus, most AIMD 

approaches use efficient electronic structure methods (nearly exclusively DFT) to compute the 

electronic structure at each timestep (or apply some tricks to do it every few timesteps). This 

approach allows us to investigate chemical reactions relevant for AS-ALD since bond formation 

processes can be described. The most relevant parameter here is the simulation temperature (for 

the most often used canonical ensemble where N, V and T are constant). This temperature cannot 

directly be connected to an experimental temperature but instead scales the velocities of the atoms 

– higher temperature means higher kinetic energy. At low temperatures, typically only chemical 

changes without bond breaking are observed, e.g., conformational changes. The reason is that only 

reaction barriers of the order of 𝑘B𝑇 (ca. 2.5 kJ·mol-1 for 𝑇 = 298 K, 𝑘B being the Boltzmann 

constant) can be overcome in MD simulations. High simulation temperatures lead to the 

observation of reactions with higher reaction barriers in the MD run. However, at very high 

temperatures the kinetic energy of the system is so large that unphysical atomic movements can 

result. The main issue here is that in a simplified view on TST the internal energy of the system 

must rearrange to focus enough of this energy into the “productive” vibrational mode which is 

connected to the transition state of the reaction. From experiment, this process is known to take 

picoseconds or longer. Thus, the probability of observing the crossing of a reaction barrier in a 

picosecond-long trajectory is quite low. Yet, the solution of generating many trajectories is 

impeded by AIMD’s biggest drawback: the immense computational cost due to the many 

necessary DFT computations. This limits the system size (100s of atoms) and the simulation time 

(picoseconds) and still requires major high-performance computing (HPC) systems to be used for 

a few, short (10 ps) trajectories. Also, the low number of achievable trajectories usually prevents 

statistically meaningful statements (i.e., “the probability ratio of these two reactions is 12% vs. 

88%”) or the use of techniques like autocorrelation functions to derive properties (e.g., vibrational 

spectra). 

2.4.3 ML potentials 

MLP promise to combine the efficiency of classical MD with the accuracy of AIMD and are thus 

currently intensively investigated.[149,150] As in all ML-based approaches, a large dataset is required 

to parametrize an ML model. This model “learns” how the interactions between the atoms must 

be described and can then subsequently be used to run an MD computation. There are many 

practical aspects to be considered in acquiring the dataset and in setting up the model which is 

discussed in specialized literature.[151] Currently, the development is very fast and first “black-

box” approaches appear which can be used without expert knowledge on ML.[152,153] While the 

experience with these approaches is not yet comprehensive enough to make a general statement 

about the accuracy of the resulting MD simulations, it is a very promising approach for the 

modelling of AS-ALD if dynamical behavior of the system plays an important role. 
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2.5 Monte Carlo approaches 

While MD follows the development of a system over time step-by-step, MC approaches are 

intrinsically stochastic. That means that probability and randomness are the core idea here. How 

can this lead to insights into physical systems? In probability theory there are ways to determine 

quantities by “smart sampling” and evaluating the remaining errors with the help of statistical 

analysis. The major advantage is that only part of the phase space of a system need to be evaluated. 

In electronic structure theory, this means that not all integrals are solved in a systematic manner 

(as is done in CC, CI or MP2) but instead “randomly” some of these integrals are solved and the 

remaining error evaluated. This approach is called quantum MC (QMC) and is one of the most 

accurate approaches to solving the electronic structure problem.[154] However, for AS-ALD, this 

is not relevant.  

Instead, the stochastic description of molecular movement is very important in a process which 

relies on adsorbates being deposited on a surface from the gas phase in a non-directional manner. 

Thus, several of the following methods are heavily used in AS-ALD. It is important to notice that 

these MC approaches share with classical MD simulations that the electronic structure of the 

system is no longer considered. Furthermore, as the explicit movement of atoms is also not 

included in MC approaches, they represent a higher abstraction level of the underlying physics 

(Fig. 3.). As neither the electronic structure nor the movement of atoms is explicitly described, MC 

simulations highly rely on the quality of the input data describing the possible structures (systems 

states) and reactions (system transitions). The main advantage of these approaches is that they are 

very fast and lead to macroscopically measurable quantities (i.e., coverage). 

The MC approaches presented in this review can be classified based on their strategy to gain insight 

into AS-ALD. The most complex approach uses elemental reactions and their rate constants to 

describe the system as complete as possible.[155–157] Overall, such kMC simulations provide the 

most insightful picture but at the highest computational cost. The simplest MC approach presented 

here is neglecting thermodynamic and kinetic information. By so called random sequential 

adsorption (RSA) simulations, the question of adsorbate packing and density is 

addressed.[71,74,113,158,159] A third group of MC simulations is located between RAS and kMC in 

terms of complexity and insights, as they can be considered simplified kMC or more complex RAS 

simulations.[15,160–163] As a side note, similar to DFT and HF, a mean-field approximation is 

possible in the kinetic modeling of a system assuming uncorrelated adsorbates. Such methods are 

referred to as (mean-field) microkinetic modelling.[164–166]
 Since they are not yet used in AS-ALD, 

we will not further discuss them. 

2.5.1 Random sequential adsorption 

This approach uses simplified models to represent the molecules, for example the sum of their 

atomic van-der-Waals radii or even simple geometric shapes like ellipsoids or circles. The 

substrate is reduced to a regular 2D lattice sometimes even without PBC. The algorithm then 

determines an adsorption spot for sequentially incoming molecules considering a random factor 

(which gives the method its name). In case no overlap with a neighboring molecule is present at 
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the selected lattice point, the incoming molecule is placed at this spot and the algorithm is repeated. 

Usually, the judgment on the overlap is based on the 2D shape of the considered molecules. This 

algorithm has a history[167–170] in other fields and has recently been adapted to AS-

ALD.[71,74,113,158,159] For AS-ALD, the main goal of an RSA simulation is to derive surface 

coverage, hole size and density, as well as inhibitor density. These insights can help to judge 

inhibitor blocking efficiency and mechanisms: Good selectivity in combination with a high surface 

coverage is hinting towards steric blocking while good selectivity with a high inhibitor density is 

hinting towards chemical passivation as the major blocking mechanism.[74] Still, both effects are 

contributing to the overall blocking efficiency. For conducting reasonable RSA simulation, the 

technical parameters of the simulation cell size, boundary conditions, and rotational degrees of 

freedom of incoming molecules must be sampled, as they considerably impact the final surface 

coverage. While RSA simulations are extremely fast, the main downside is their limited accuracy, 

which is caused by the strong approximations of neglecting any reaction events such as conformer 

changes beyond rotations, desorption, diffusion or reactions as well as neglecting inter-molecular 

interactions beyond steric blocking.  

2.5.2 Monte Carlo 

As RSA simulations proved to be a simple and yet insightful tool, several extensions to expand 

their use cases are available. These expansions include diffusion events[158] in the form of lattice 

point hopping and the combination of adsorption and reaction events[159]. As an attempt to judge 

the precursor penetration of an inhibitor layer, Kim et. al. combined an RSA algorithm for the 

formation of an SMI inhibitor layer with a second RSA algorithm for the precursor adsorption on 

the inhibited surface.[15,160–162] In contrast to RSA simulations, MC simulations going beyond the 

early steps within an AS-ALD process are rarely present within the literature. A recent example is 

the MC approach developed by Carroll et. al.[163] This ansatz focuses on material growth or, more 

precisely, the analysis of lateral overgrowth in AS-ALD processes. As a side feature, information 

on material stoichiometry and growth per cycle are also obtained. This algorithm uses a 3D lattice 

to describe multiple adjacent surfaces. All central atoms of the precursor or co-reactant (Al and O 

for Al2O3 ALD), as well as all ligands (i.e. CH3 or OH), can occupy a single lattice point on this 

grid. Material deposition is modeled by random selection of reaction sites (lattice points), while 

individual reactions are accepted based on predefined rules. As for RSA, reactions are assumed to 

be irreversible, and diffusion events are neglected. Still, this approach is significantly more 

complex since the user can add additional constraints to fine-tune the (lateral) growth. These 

constraints are considered based on encoded rules for adsorbate-adsorbate interactions influencing 

packing, orientation, and multi-site bonding of adsorbates. In addition, rules for adsorbate-surface 

interactions (attractive or repulsive) influencing the adsorbate position and orientation or even 

enabling additional reactions at the GS-NGS interface are present.  
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2.5.3 Kinetic Monte Carlo 

While the previously presented MC algorithms provide insights and guidance for AS-ALD, they 

lack one important component: time. This is evident as kinetic information is not included. Yet, 

realistic large-scale modeling of AS-ALD necessitates knowledge of the rate constants k of all 

elemental steps (from state i to j) included in the MC simulation which is done in kMC.  

 𝑘𝑖𝑗 =
𝑞‡,vib

𝑞𝑖
vib

𝑘B𝑇

ℎ
e
−
∆𝐸𝑖𝑗

‡

𝑘B𝑇 2.13 

The rate of a chemical reaction is connected to the reaction barrier ∆𝐸𝑖𝑗
‡

 via eq. 2.13. In practice, 

the ratio of the partition functions q is often approximated to be unity. Especially the selectivity in 

AS-ALD is determined by the relative values of the reaction barriers of SMIs and/or precursors on 

GS and NGS. If there are several possible chemical reactions in a system, the (coupled) rate 

equations need to be solved to derive product distributions.[27,171,172]  

 𝑘tot = ∑ 𝑘𝑖𝑗𝑗  ; ∆𝑡 =  −
ln (𝜊2)

𝑘tot
 2.14 

The kMC approach is a stochastic way to solve these coupled rate equations. It requires as input 

the reaction energies and barriers for all relevant reactions in a chemical system. These parameters 

can be based on ab initio computations[157] (e.g., adsorption energies) but can also be determined 

to fit experimental data[155] or simply represent reasonable assumptions[171]. The modeling is then 

carried out on a lattice representing the surface. The type and complexity of this lattice (e.g., is 

off-lattice adsorption allowed?) determines the quality of description of the AS-ALD process. 

Then, similar to the MC simulations, several cycles of kMC runs are carried out, and using a 

random factor in the algorithm, the product distribution is derived as a function of time. For 

example, in the Bortz-Kalos-Lebowitz (BKL)[173] algorithm, the time steps are derived from the 

total rate constants of all currently possible events and a random number 𝜊2 (eq. 2.14). The 

complexity of the model can be improved by further chemical interactions like the repulsion of 

adsorbed species towards incoming molecules. The advantageous description of surface processes 

by kMC is through their consideration of reaction barriers in addition to the adsorption processes 

from the stochastic modeling. This makes it a very promising method to evaluate the AS-ALD 

process beyond the nucleation stage. The added complexity, however, makes the computations 

much more demanding than simple MC simulations but still much less complex than DFT 

computations. The major drawback is that the DFT modeling of the relevant chemical reactions in 

the deposition must be complete. If one crucial reaction barrier is missing, the kMC algorithm will 

convey the wrong picture. Accordingly, only very few studies are found in the literature.[155–157] 

2.6 Beyond atomistic modelling 

As stated above, ALD happens in a reactor. Since time scales of seconds and length scales of 

centimeters are unavailable by atomistic modeling this cannot directly be modeled. However, as 

outlined in the introduction, gas flow might be an important factor in understanding certain AS-
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ALD processes. We briefly outline major approaches here. CFD approaches uses numerical 

methods to solve macroscopic equations of fluid dynamics, and this is also applicable to gas flow 

in 3D. The nonlinearity of gas flow yields quite complex equations, making HPC resources 

indispensable. Moreover, interaction with the surface can be incorporated. The results are time-

dependent concentration of gas components which can then be used as input for microscopic 

modelling. FE methods are used to numerically solve a set of coupled differential equations. The 

system is decomposed into several geometrically simple sub-systems (finite elements) which can 

then be solved efficiently. Multiscale modeling refers to methods combining several computational 

approaches suitable for different time and length scales. Exemplified for AS-ALD, 

thermodynamics properties and reaction barriers from DFT can be utilized as input for kMC 

simulations, whose product distribution can feed a CFD reactor model. The Christofides group 

applies this approach to ALD, and recently also to AS-ALD.[24] Here, the coupling of the “scales” 

is the crucial aspect since information from one scale is not trivially included as information in the 

next scale. A second challenge is the coupling from large scales back to the microscopic scales, 

i.e., the results from flow analysis on CFD level back to the DFT computation. Other communities, 

e.g., theoretical heterogeneous catalysis, have been working on this problem for decades.[174]  

2.7 Machine learning 

ML is a subfield of artificial intelligence (AI) where statistical methods are used to enable 

computers to perform tasks they were not explicitly programmed for. It is a part of data-based 

science and thus fundamentally different from the other methods outlined above which are based 

on physical principles and solving the resulting equations. Thus, ML-approaches require a large 

set of (reliable) data to be trained on. For a given problem, a model is trained on these data sets 

which then fulfills the targeted task. This very fast developing field is summarized in recent 

reviews.[175–178] Beyond the usage of ML for creating interatomic potentials as outlined in section 

2.4.3, this family of approaches can also be used to extract information from large datasets and 

interpolate data. For instance, ideal experimental ALD parameters have been predicted in the 

past.[179] Overall, the usage of ML techniques is still rare in AS-ALD. The major bottleneck for 

widespread usage of ML in AS-ALD is the lack of large datasets for training ML models from 

experimental as well as from the computational side. 

2.8 Modelling environments 

One major decision in ab initio modelling of AS-ALD is how to treat the substrate. While the 

chemistry of precursors is clearly modelled with molecular approaches, this is not so clear for 

molecule-surface interactions. Two major approaches evolved which are both in use in the AS-

ALD literature. The general idea of both approaches is illustrated in Fig. 9.. 
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Fig. 9. Decision tree for the modeling of surfaces. The feature-rich 

experimental surface (a) has to be reduced to a feature of interest 

(b). This feature can then be modelled by either a cluster or slab 

approach (c). Based on the selected approach, tuning of 

computational parameters (d) is the necessary final step. 

 

2.8.1 Cluster approach 

The surface can be modelled by cutting out a small cluster containing the reactive site (Fig. 9.). 

The adsorbate then interacts with this active site in the computations. This approach is 

computationally very efficient and does not need large HPC resources. Furthermore, it allows – in 

principle – the usage of more accurate methods than DFT (e.g., MP2, CCSD(T)) since 

computational codes of molecular chemistry can be used. In AS-ALD modelling, it is mainly used 

to compute adsorption structures of precursors and SMIs.  

The pioneering modelling of ALD chemistry by Musgrave et al. had been started by using this 

modelling approach.[180] They established the cluster approach to model the silicon surface (Si9H12) 
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and benchmarked DFT approaches (B3LYP/D95(d,p)/LanL2DZ) against accurate wavefunction 

based methods (QCISD(T)/DZVP) – an approach that has been picked up later on.[181] Due to the 

limited computational resources, early modeling of (AS-)ALD often had to use size-reduced 

ligands and model systems and also had to compromise on technical accuracy aspects like basis 

set size. Nevertheless, in many cases a good agreement to experimental data could be 

achieved.[53,85] Modern AS-ALD modelling nearly exclusively models the exact chemical system 

that is used experimentally. This is important since steric effects by bulky ligands can be a major 

factor in selectivity. 

The challenges are associated with the many detailed decisions necessary to set up the cluster 

model correctly. Cluster size, partial freezing of edge atoms, saturating atoms at the edges (which 

atoms, which bond lengths), how to deal with the frozen atoms in thermochemistry calculations 

are just some of the decisions to be made. Yet, the major drawback is its neglect of the surface 

periodicity. First, it cannot capture the full electronic structure of the solid (molecular orbitals 

instead of band structure) which is especially relevant for conducting surfaces (for which the 

approach is nowadays hardly used anymore). Second, while structures are often quite reliable, 

energies can strongly depend on the size of the cluster and usually deviate from slab results.[182] 

Especially reaction barriers are often found to be very high compared to extended slab 

modelling.[71,160] Third, the possible reactions with the surface are limited to the atoms included in 

the cluster and pathways might be missed which need neighboring atoms (an example is the 

reaction of benzylazide on Si(001)[183,184]). Lastly, the investigation of coverage-dependent 

reactions is not possible. However, in studies by Chabal et al., frequently a good agreement 

between cluster and slab approaches was found for precursor adsorption on differently terminated 

Si(001) surfaces.[53] The cluster approach is thus suitable for efficient screening of surface 

chemistry but not the method of choice for accurate in-depth investigations of AS-ALD.  

2.8.2 Slab approach 

The atomic and electronic structure of solids is best described with the help of a unit cell and 

PBC.[185,186] This approach can be adapted to AS-ALD by modelling the surface as a slab consisting 

of several layers in the unit cell using PBC (Fig. 9.). For technical reasons (the plane-wave basis 

sets typically used require 3D PBC), the slab is repeated in the third dimension with a vacuum 

layer to separate it from the next periodic image. Also in this approach, several parameters have 

to be chosen appropriately for the results to be meaningful: number of layers in the slab, vacuum 

thickness, frozen layers, etc.[187] The surface model is of utmost importance: setting up the unit 

cell and deciding about the surface termination requires experimental knowledge of the substrate 

under AS-ALD conditions. This is well-known for some surfaces (e.g., Si(001))[188] but much less 

clear for amorphous (e.g., SiO2, Al2O3) or complex substrates. In this case, setting up a good 

surface model requires in-depth investigations.[189] Also, the change in surface termination during 

the AS-ALD process is rarely known. Considering the periodicity of the surface has the advantage 

of delivering an accurate description of the electronic structure and avoiding finite-size effects. 

Different coverages can be simulated on an equal footing, and structures and energies are less 
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dependent on the model chosen (if the parameters are well-converged). The main drawbacks are 

the considerably larger computational cost (10-100x) compared to molecular cluster computations 

and the lack of accurate methods beyond DFT. In conclusion, slab computations are the preferred 

choice for AS-ALD modeling. 

2.9 Accuracy 

The accuracy of a method determines its applicability. Especially when predictions are the goal of 

computational approaches, accuracy must be sufficient to allow conclusive statements on the 

modelled properties. Some general statements can be made based on the extensive computational 

chemistry literature. DFT approaches are very accurate for the prediction of atomic structures. This 

has been extensively shown by comparison to structural data from experiment.[190] Although they 

are slightly less accurate for transition state structures, the lack of experimental data does not allow 

a quantitative comparison. Reaction energies are more sensitive to the density functional chosen 

and can deviate by tens of kJ·mol-1 from experimental data.[108,110,120] Main group chemistry is 

much more accurately modeled than transition metal chemistry. And thermochemistry is more 

accurate than reaction barriers. For AS-ALD modelling, GGA-type functionals are chosen which 

show a balanced description throughout typical ALD chemistry requirements (structures, energies, 

barriers). More accurate descriptions for main group chemistry are usually achieved with hybrid 

functionals.[109] In all cases, the inclusion of dispersion correction schemes enhances the accuracy 

of structures and energies. 

In contrast to DFT, the accuracy of wavefunction-based methods can systematically be improved. 

While MP2 is often comparable to (hybrid) DFT approaches in accuracy, CCSD(T) is much more 

accurate for energies. If large basis sets (at least triple-zeta quality) are used, they often approach 

“chemical accuracy” (i.e., <4 kJ·mol-1 error). There are two ways to determine the accuracy of a 

computational method: (i) comparison to a theoretical benchmark method (e.g., CCSD(T)) or (ii) 

comparison to experimental data. Usually, the first approach is done in molecular chemistry since 

benchmark data are available. In surface chemistry, and thus also AS-ALD, the lack of available 

benchmark methods leads to the second approach being more favorable. Unfortunately, not many 

accurate experimental data are available in AS-ALD which would allow to quantify the errors in 

structures and energies made by the (DFT) modeling. Assessing the accuracy of other methods 

(kMC, AIMD, etc.) has the same drawback of lack of benchmarking data. Some exceptions exist: 

Recent thermodynamic measurements for ZrO2 showed semi-quantitative agreement for the DFT 

approaches it compared to.[191] It was shown that the surface model in the theoretical description 

is important for this comparison and that inclusion of dispersion interaction treating methods might 

change the results qualitatively. These kinds of measurements are crucial for further establishing 

the accuracy of DFT and other modeling approaches for ALD and AS-ALD. 
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3 Computational insights for AS-ALD 

This section now summarizes the contributions that computational modeling can make to the field 

of AS-ALD. It is interesting to note that it is often stated that ALD needs multiscale modelling to 

be understood.[192] However, the microscopic aspects (e.g., surface chemistry) can be treated quite 

independently from the macroscopic aspects (e.g., gas flow) which explains the success of many 

DFT-based approaches in ALD.[25,39,42,43,193–199] This is all the more the case for AS-ALD 

modeling, where selectivity is mostly determined by the local reactivity of precursors and 

inhibitors on GS and NGS. Although recent approaches exist to extend to multiscale modeling,[24] 

the necessity in the framework of modelling AS-ALD is still an open question. As outlined in the 

introduction, the focus here is thus on the insights gained by ab initio modelling of the key aspects 

of AS-ALD. A comprehensive overview of studies in AS-ALD that contain computational 

investigations is found in Tab. 1 for inhibitor-based approaches and in Tab. 2 for intrinsically 

selective approaches. This includes studies which focus on a theoretical investigation of certain 

aspects as well as the vast majority of studies where experimental data are either explained by 

computations or where predictions from computations are checked experimentally. Notably, the 

details on the computational approaches are often found only in the supporting information of the 

studies cited. 
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Tab. 1 Inhibitor-based AS-ALD: Computational studies sorted chronologically.[a] 

Appro-

ach 

ALD 

process 

Pre-

cursor 

Co-

reac-

tant 

GS NGS Inhibitor Research 

question[b] 

Computational 

Model 

Computational 

Method[c] 

Code[d] Tar-

gets[e] 

Comments Year Ref 

SAM Al2O3 TMA H2O - - OTS-based 
SAMs 

(models) 

3a, 3c, 3d Cluster 
SAM: CH3CH2OH, 

CH3CH2NH2, and 

CH3CH2CH3;  
Test against CH3- 

(CH2)4OH 

XC: B3LYP 
BS:  

6-311++G(d,p) 

G98 TD (G) 
TS 

RR  

First computational study on AS-
ALD, SAM terminal group 

determines stability, Hammond 

postulate valid, correlation to 
bond energies, precursor 

interaction with SAM local 

2004 [200] 

SAM PbS Pb 
(tmhd)2) 

H2S - SiO2 ODTS 1a, 3a Cluster  
Si: Si9H12; SiO2: 

Si9H10(OH)2; SAM 

and ligand truncated 

XC: B3LYP 
BS: D95(d,p),  

LanL2DZ(Pb)  

G03 TD (E) 
TS 

precursor reacts with NGS, not 
SAM, >80 cycle, precursor 

penetrates SAM 

Exp.: SE, WCA, XPS, AES 

2010 [181] 

SMI SiO2 BDEAS O2 

plasma 

SiO2 Al2O3 Hacac 2a Slab 

Hydroxylated 

Al2O3(0001) [4L] 
SiO2(001) [18L] 

XC: PBE-D3 

BS: 400eV 

K: -only 

VASP TD (E) 

TS 

SMI binds to NGS, not GS, Hacac 

in chelate mode, physisorbed 

precursor, surface acidity 
correlation, Exp: FTIR, SE 

2017 [69] 

SAM Al2O3 TMA H2O SiO2 TiO2 ODPS 3a, 3b, 3c Molecular model: 

propyl for ODPS 
 

Slab for MD 

XC: B3LYP-D2 

BS: 6-311G** 
 

MD: UFF, NVT 

ensemble 

Q-Chem 

LAMMPS 

TD (E) 

TS 

Precursor physisorbs on SAM, no 

decomposition, no penetration,  
more physisorption at high p 

(MD) → less selectivity 

Exp.: AFM, FE-SEM, WCA, XPS 

2017 [201] 

SMI  Ru, Pt, 

Al2O3, 
HfO2 

TMA, 

MeCpPt
Me3 

H2O, O2 Si-H SiO2 DMADMS, 

DMATMS 

2a, 2b, 2c  

1a, 3a, 3c 

Cluster  

Si: Si9H14 
SiO2: Si9H12(OH)2 

SMI-covered SiO2: 

Si9H12-O2-Si(CH3)2 

XC: B97-D3 

BS: def2-SVP 

G16 

 
MC 

TD (G) 

TS 

Ads on NGS, not GS, exp. 

agreement for Pt, Ru; Al2O3 and 
HfO2 can be deposited → 

incomplete passivation by SMI, 

precursor-inhibitor 
Exp.: WCA, XPS, FE-SEM 

2018 [71] 

SAM Al2O3, 
ZnO, 
MnO 

TMA 

DEZ, 
MnCp2 

H2O   SAM 1e, 3a Molecular model 

MeOH, MeSH, 
MeCOOH 

XC: M06-2X, 

M06-L 
BS: TZP 

AMS TD (G) 

TS 

Precursor interaction with and 

ALD growth on SAM models 
Exp.: SE, AFM 

2019 [202] 

SMI Al2O3 TMA, 

DMAI 

H2O SiO2 Co, Cu ET 4a 

1a, 2b,  
3a, 3b  

Cluster 

Si(111): Si26H26  
Co/Cu: MC model 

XC: B97-D3 

BS: def2-SVP, 
LanL2DZ 

(Sisurface)  

G16 

 
MC 

TD (G) 

TS 
C 

DMAI dimerization decisive for 

selectivity in contrast to TMA 
monomer – agree to exp. 

Exp: WCA, SE, XPS  

2020 [160] 

SMI SiO2 BDEAS O2 
plasma 

 Al2O3 Hacac 2a, 2c 
(MC) 

3a, 3c, 3d 

 

Slab 
Al2O3(0001) [4L] 

partially hydroxylated 

XC: PBE-D2, 
PBE-D3, 

optPBE-vdW 

BS: 400 eV 
K: 2x2x1 

VASP 
 

MC 

TD (E) 
TS 

IR 

chelate/monodentate adsorption of 
SMI, monodentate decisive for 

selectivity loss - SMI desorption 

and SMI-precursor interactions, 
Exp: IR 

2020 
 

[113] 

SMI ZrO2 TEMAZ O2, H2O SiO2 Cu 3-hexyne 2a, 2b Slab 

Cu(111), Cu(110), 
Cu(100) 

Cluster 

a-SiO2: Si27O60H12 

XC: PBE-

vdWsurf 
BS: NC-PP, 85 

Ry 

K: 2x2x1 

QE 

Phonopy 

TD (G) Chemisorption of SMI on NGS, 

physisorption on GS, selectivity 
loss through oxidation of NGS 

(XPS) after 10 cycles 

Exp.: XPS, FM 

2020 [203] 

Inhibi-

tor 

layer 

Pt MeCpPt

Me3 

O2  Si CFx 1a, 1b 

3a, 3b, 3e 

Slab 

Si(001) [8L] 

F3C-Si(001) 

XC: BEEF-

vdW 

BS: 400eV 
K: 2x2x1 

QE 

 

TD (G) T-dependence in exp. explained 

by entropy, co-reactant penetrates 

Si, but not precursor, Exp.: XPS, 
WCA, SE, AFM, TEM, GIXRD 

2020 [204] 
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Inhibi-
tor 

layer 

ZnO DEZ H2O Si Si/indicone Indicone 1a, 1b, 1e 
2a 

3a 

Cluster 
Si(001): Si15H16(OH)4  

molecular models for 

polymer 

XC: B97-D3 
BS: def2-SVP 

G16 TD (G) 
TS 

alucone decomposition (b-H 
elimination), ZnO blocking 

mechanism, Exp.: SE, QCM, 

GIWAXS, XPS, AES 

2020 [205] 

SAM ZnO/TiO2 DEZ/ 

TDMAT 

H2O EUV 

patter

ned 
Cu, 

SiO2 

Non- 

patterned 

Cu, SiO2 

Stearate 

hydroxamic 

acid 
derivatives 

2c 

3a 

Slab 

SAM packing 

 
Cluster 

SAM reactions 

Packing: XC: 

PBE-D3, BS: 

420 eV 
Reactions: XC: 

PBE0, BS: 

def2-TZVPD 
//def2-SVP  

VASP 

Q-Chem 

TD (E) 

ESA 

Packing density of SAM as 

function of head group, sterics, H-

bonding, vdW, 
photochemistry of SAM layer 

2021 [138] 

SMI SiO2 BDEAS O2 

plasma 

 Al2O3 Hacac, 

alcohols 

2c 

2a 

Slab 

Hydroxylated slabs 

Al2O3(0001) [4L] 

XC: PBE-D3 

BS: 400eV 

K: 2x2x1 

VASP TD (E) 

 

MC 

(RSA) 

RSA gives effective gap sizes of 

SMI layer at full coverage, 

optimize inhibitor packing by 

combining several SMIs 

2022 [158] 

SMI Al2O3 TMA, 
DMAI, 

TDMA

A 

H2O  Al2O3 Hacac 2a Slab 
Hydroxylated slabs 

Al2O3(0001) [4L] 

XC: PBE-D3 
BS: 400eV 

K: 2x2x1 

VASP TD (E) 
 

Exp.: IR for blocking mechanism 
supported by computation, steric 

shielding vs. chemical passivation 

2022 [206] 

SMI TiO2 TDMAT H2O  TiO2 TMPMCT 2a 

2c 

Slab 

TiO2(101) anatase 

[2/3L] 

XC: PBE-D3+U 

BS: 500 eV 

VASP 

MC 

TD (E) 

TS 

SMI hydrolysis creates more 

space – denser SMI – better 

blocking, Ti precursor-inhibitor 
Exp: WCA 

2022 [15] 

SMI Al2O3 TMA, 

TEA 

H2O Cu SiO2 alkoxysilanes, 

MTMS, 
DMDMS, 

TMMS, 

TMES, TMPS 

2a, 2b 

3a, 3c (mol. 
model) 

 

 

Slab 

SiO2 [3L] 
Cu(111) [4L] 

Molecular model 

XC: PBE-D3 

BS: 480 eV 
(def2-TZVPP 

for molec. calc) 

K: 3x3x1 

VASP 

G09 

TD (G) 

TS 

SMI doubly bonded, blocking via 

chemical passivation, possible 
cross-linking of SMIs, entropy 

decisive for trend,  

Research data published 

ExP. WCA, SE, XPS, IR 

2022 [67]  

SMI SiO2 BDEAS O3 SiO2 Al2O3 Hacac 2a, 2b, 2c 
3a 

Slab 
Al2O3(0001) [n.a.] 

-SiO2 (0001) [n.a.] 

XC: [n.a.] 
BS: 50 Ry 

K: 2x2x2 

(SiO2) 

QE 
PWscf 

 

kMC  

TD (E) 
TS 

Multiscale: DFT and kMC data. 
Steric effects included. Later 

extended to AIMD, kMC and 

CFD[24] plus ML [207] 

2022 [157] 

SMI SiO2 BDEAS O2 

plasma 

SiO2 ZnO ethylbutyric 

acid, pivalic 

acid 

2a, 2b, 2c 

3b 

5a 

Slab 

ZnO(101̅0) [4/6L] 

H-ZnO(101̅0) [4L] 

H-SiO2(0001) [6L] 

XC: PBE-D3+U 

BS: 400 eV 

K: G-only 
 

AIMD 

VASP TD (E) 

TS 

Improved selectivity due to 

theory-optimized SMI → good 

packing and strong NGA-binding, 
coverage-dependent energies (TD, 

TS), multiple binding modes of 

SMIs, Exp: LEIS, XPS 

2023 [208] 

SMI Ru Carish O2, H2O Ru 

(with 

O2) 

Ru (with 

H2O 

Ru(EtCp)2 1a, 1b,  

2a, 2b, 3c 

3a 

Slab 

Ru(0001) [4L] 

XC: PBE-D3 

BS: 400 eV 

K: 3x3x1 

VASP 

 

MC 

TD (E) EtCp on surface blocks precursor, 

H2O converts EtCp to HO-Cp 

→increased SMI density, less 

unoccupied sites, better blocking, 

precursor-inhibitor for Ru , Exp: 

TEM, WCA, FE-SEM, XPS, EDS 

2023 [209] 

SMI SiNx Si2Cl6 NH3 SiNx SiNx-tBu TBC 1a, 2a 

3a, 3c 

Cluster 

Si9N7H21 

XC: M06-L 

BS: def2-SVP 

G09 TD (E) 

TS 

Inhibitor leaves t-Bu group at 

NGA which blocks precursor, co-

reactant removes t-Bu group via 

-H elimination 

2023 [210] 
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SMI Al2O3 TMA, 
DMAI 

H2O SiO2 Cu MSA 2a, 2b, 2c 
3e 

Slab 
SiO2(0001) [3L] 

Cu(111) [4L] 

XC: PBE-D3 
BS: 450 / 480 

eV 

K: 3x3x1 / 
6x6x1 

VASP TD (E) 
TS 

SMI chemisorbs on GS and NGS, 
much higher barrier on GS, full 

coverage possible, Surface 

oxidation considered 
Exp.:AES, XPS, WCA 

2023 [87] 

SMI TiN TDMAT   SiO2 Ru, Co aniline 1a 

2a, 2b, 2c 
3a 

Slab 

Ru(0001) [4L] 
Co(0001) [4L] 

SiO2(0001) [4L] 

XC: PBE-D3 

BS: 400eV 
K: 2x2x1 

VASP 

 
RSA 

TD (E) 

TS 

Physisorption on GS, catalytic 

decomposition and 2 adsorption 
modes on NGS lead to good 

packing, starting point for IR 

prediction with clusters (B3LYP-
D3/LanL2DZ/6-31G**)[211] 

2023 [159] 

SMI Ru EBECH

-Ru  

O2 SiO2 TiN, SiN aldehydes 

(hexanal, 

decanal, 

undecanal) 

2a, 2b Cluster 

SiN: Si9N7H21 

SiO2: Si9O7H14 

SMIs: formaldehyde, 

benzaldehyde, 
hexanal 

XC: B97-D3 

BS: def2-SVP 

 

G16 TD (E) 

TS 

Large barriers found, slightly 

smaller for GS, 2nd reaction site 

needed for SMI on GS 

Exp.: WCA, XPS 

2024 [212] 

SMI Ru Carish O3 Cu SiO2 DMADMS, 

TDMAS  

2a, 2e 

1a, 1b 
3a 

Slab 

SiO2(0001) [4L] 
partially and fully 

hydroxylated 

Cu [n.a.] 

XC: PBE-dDsC 

BS: 400eV 
K: [n.a.] 

 

MC with R 

VASP TD (G) 

 

DMADMS leaves two Me groups 

at surface, TDMAS has N(Me)2 

group → -hydride elimination → 

imino group plus H → less steric 

hindrance, precursor-inhibitor 
Exp: WCA, SE, FE-SEM, XPS 

2024 [162] 

SMI SiO2 BDEAS O2 

plasma 

 Al2O3 HAc, Hacac, 

Hthd 

2a, 2c Slab 

Al2O3(0001) [4L] 
partial OH 

XC: PBE-D3 

BS: 400 eV 
K: 2x2x1 

VASP 

 
RSA 

TD (E) 

TS 

blocking mechanisms: HAc better 

due to smaller size – denser 
packing – higher chem. passi-

vation, Hthd better due to 

bulkiness – better steric shielding 

Research data published 

Exp: in-situ IR, in-situ SE 

2024 [74] 

SMI ZnO DEZ H2O HO-

SiC 

Cu Mono-, di-, tri-

propargylamin

e 

2a, 2c Molecular model 

Cu atom-SMI 

Slab for GFN-xTB: 
Cu(100) [4L] 

XC: M06 

BS: 6-31G(d,p) 

GFN-xTB, 
ReaxFF 

G16 

 

AMS 

TD (G) 

TS 

SMI bonding to the NGA, cross-

linking of SMIs  

2024 [213] 

SMI Al2O3 TMA, 

TEA 

H2O Cu SiO2 TMPS 2a, 2b, 2c 

3a, 3b, 3c 
5a 

Slab 

a-SiO2 [4L] 
(2 amorphous models) 

XC: PBE-D3 

BS: 550 eV / 
TZ2P 

K: 2x2x1 

VASP 

 
AMS 

TD (G) 

TS 
ESA 

Amorphous NGA model 

necessary for blocking 
mechanism, decomposition of 

SMI layer, TMA more reactive 

than TEA, reactivity reduction 
Research data published 

2024 [214] 

SMI HfO2 TDMA

Hf 

H2O TiN Cu; SiO2 DES 2a, 2b, 2c 

3a, 3d 

Slab 

SiO2(0001) [3L] 

Cu(111) [4L] 

XC: PBE-D3 

BS: 480 eV 

K: 3x3x1 / 

6x6x1 

VASP 

 

MC 

TD (E) 

TS 

SMI blocks two NGS, 

decomposes on Cu – both 

fragments block, on SiO2 ethyl 

fragment blocks, Exp.: WCA, 

XPS, FT-IR, SE, FE-SEM, AES 

2024 [215] 

SMI Ru TRuST H2, O2 Mo SiO2 DMATMS 

(precursor-

inhibitor) 

1a, 1b, 5b Slab 

Mo(110) [4L] 

a-MoO3 [4L] 
SiO2(001) [4L] 

XC: PBE-D3, U 

for MoO3 

BS: 400-500 eV 
K: 3x3x1 / 

5x5x1 

VASP TD (E) 

TS 

Surface reduction by H2, O2 only 

on MoO3, not on SiO2, precursor 

adsorption on Mo, not on MoO3  
Exp.: WCA, FE-SEM, SE, XPS, 

HR-TEM, EDS, AFM 

2024 [216] 
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[a] SiO2 and Al2O3 are -modifications if not stated otherwise. X-[surf](facet) is used as notation for X-terminated [surf](facet) surface.  

[b] abbreviations used for research questions tackled by the computational studies:  

1 Precursor-surface interactions: precursor adsorption on clean GA (1a), on clean NGA (1b); precursor coverage (1c), precursor screening (1d); ALD growth reactions (1e) 

2 Building the inhibitor layer: inhibitor adsorption on clean GA (2a), on clean NGA (2b); inhibitor coverage (2c), inhibitor screening (2d) 

3 Selectivity-determining processes: Precursor adsorption on SMI (3a), Precursor penetration of SMI-layer (3b), Precursor decomposition of SMI-layer (3c), inhibitor desorption 

(3d), inhibitor decomposition (3e), precursor on ALD layer (3f) 

4 Gas phase properties: dimerization (4a), gas phase decomposition (4b) 

5 Surface state: intrinsic surface properties (e.g., OH density) (5a), intentional modification (5b) 

[c] XC: density functional, BS: basis set, K: k-mesh, MC: Monte Carlo, kMC: kinetic Monte Carlo, MD: molecular dynamics 

[d] program package used: Gaussian98 (G98), Gaussian03 (G03), Gaussian16 (G16), Vienna ab initio simulation package (VASP), Amsterdam Modelling Suite (AMS) 

[e] abbreviations used for the target properties of the computational studies: thermodynamics (TD using energy (E) or Gibbs energy (G)), reaction barriers (TS), spectroscopy 

modelling (IR), electronic structure analysis (ESA) 

 

  

SMI Al2O3 DMAI H2O SiO2 Cu, CuOx pyridine, 
aniline, pyrrole 

2a, 2c, 5a Slab 
Cu(111) [4L] 

CuO(111) [5L] 

XC: PBE-D3, U 
for CuO 

BS: 360 / 440 

eV; K: 6x6x1 

VASP TD (E) Upright SMI blocks worse than 
flat-lying SMIs, same trend on Cu 

and CuO 

Exp.: WCA, SE, AES 

2024 [217] 
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Tab. 2. Inherently selective AS-ALD: Computational studies sorted chronologically.[a] 
Approach ALD 

process 

Precursor Co-

reactant 

GS NGS Research 

question[b] 

Computational 

Model 

Computational 

Method[c] 

Code[d] Targets[e] Comments Year Ref 

Surface 
termination 

Co (tBu-
allyl)Co(CO)3 

 H-Si(111) HO-SiO2 1a, 1b Cluster 
H-Si(111): Si18H23 

HO-SiO2: 

H10Si6O5(OH)4  

XC: PBE 
BS: pVDZ  

NWChem TD (E) 
TS 

ESA 

Precursor reacts only with 
Si-H which acts as hydrogen 

donor, analogy to 

heterogeneous catalysis 
Exp: IR, AFM, XPS, RBS 

2012 [50] 

Surface 

termination 

TiO2 TiCl4 H2O Si(100), HO-

Si(100) 

H-Si(100) 1a, 1b Slab 

Si(100) [6L] 
Clean, H, or OH 

termination 

XC: PBE 

BS: 500 eV 
K: 3x3x1 

VASP TD (E) 

TS 

Precursor chemisorbs on GS, 

not on NGS, high barrier, 
endothermic reaction, more 

favorable ligand loss for 

OH-termination, Exp: XPS 

2013 [85] 

Facet 

selective and 
inherent 

Al2O3 TMA H2O Pd, Pt, Ir  

Cu-OH 

Cu 1a, 1b, 1e Slab 

Pd, Pt, Ir (111) [3L] 
Pd, Pt, Ir (211) [9L] 

Cu(111) [4L], 

Cu(211) [12L] 

XC: PW91 

BS: 340 eV 
K: 3x3x1, 4x4x1 

(Cu) 

Transl. entropy loss 

VASP TD (G) 

TS 

Dissociative chemisorption 

of precursor with complete 
hydration on Pd, Pt, Ir. Cu 

needs OH to be reactive, 

step edges more reactive, 
Exp: WCA, QCM, QMS, 

STM 

2014 [218] 

Surface 
termination 

HfO2, 
Al2O3, 

TiO2 

TDMA-Hf, 
TMA, TiCl4 

H2O HO-Si(100) H-Si(100) 1a, 1b Slab 
H-Si(100) [6L] 

HO-Si(100) [6L] 

XC: PBE 
BS: 500 eV 

K: 3x3x1 

VASP TD (E) 
TS 

Trend in exp. selectivity in 
line with reaction barriers 

and thermochemistry from 

DFT  
Exp: XPS 

2014 [53] 

Surface 

termination 

Al2O3 TMA H2O Si(001) H-Si(001) 1a, 1b, 1e Slab 

Si(001)(2x1) [6L] 

H-Si(001)(2x1), fully 

covered, with 1 

dangling bond 

XC: PBE 

BS: 500 eV 

K: 3x6x1 

ab initio TD 

VASP TD (G) 

TS 

H2O and TMA on Si, defects 

(dangling bond), B-doping, 

H-termination modify 

selectivity 

2016 [193] 

Facet 

selective 

CeO2 Ce(thd)4 O3 Pt(111) Pt(100) 1a, 1b 

3f 

Slab 

Pt(100), Pt(111) [3L] 

CeO2(111) [6L] 

XC: PBE (+U for 

Ce) 

BS: 340 eV 
K: 3x3x1 

VASP TD (E) Precursor fragment has TD 

preference: GS > ALD layer 

>> NGS 
Exp: QCM, TEM, XPS 

2017 [54] 

Activated H-In2O3 InCp H2O/O2 activated  

H-Si (SiO2) 

H-Si 1a, 1b Slab 

H-Si(001) [4L] 
SiO2 [6L] 

XC: PBE-D3 

BS: 400 eV 
K: 1x1x1 

VASP TD (G) 

TS 

Computation show faster 

reaction with OH-groups on 
GS, no modelling of 

activation step, Exp.: EBID 

for activation, XPS, SEM 

2017 [219] 

Site 

selectivity 

NiOx   Pt (low 

coordination) 

Pt (terrace) 1a, 1b Slab 

Pt(111) [5L] 

Pt(100) [5L] 
Pt(211) [10L] 

XC: PBE 

BS: 400 eV 

K: 3x3x1 

VASP TD (E) Preferred adsorption to low-

coordination sites: Pt(111) < 

Pt(100) < Pt(211), Exp.: 
TEM, SE, XPS, IR, EXAFS 

2018 [220] 

Edge 

selective 

MOx  

(M = 
Fe, Co, 

Ni) 

MCp2  

(M = Fe, Co, Ni) 

O3 Pt-edge Pt(111), 

Pt(100) 

1a, 1b Slab 

Pt(111) [5L] 
Pt(100) [5L] 

Pt(edge) [8L] 

XC: PBE  

BS: 400 eV 
K: 3x3x1 

microkinetic 

analysis 

VASP TD (E) 

TS 

Reactivity: edge > 111 > 100 

for all precursors, selectivity 
T-dependent, activity: NiCp2 

> FeCp2 > CoCp2,  

Exp.: SE, FTIR 

2019 [221] 

Activated ZnO DEZ H2O activated  

H-Si (SiO2) 

H-Si 1a, 1b Slab 

H-Si(001) [4L] 

XC: PBE-D3 

BS: 400 eV 

VASP TD (G) 

TS 

Computation show faster 

reaction with OH-groups on 

2019 [88] 
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SiO2 [6L] K: 1x1x1 GS, Exp.: EBID (activation), 
TEM, EDX, SE, SEM 

Surface 

termination 

Ru T-Rudic H2O or 

O2 

H-Si SiO2 1a, 1b, 1e Cluster 

H-Si(001): Si49H52 

HO-Si(001): 

Si49H40(OH)12 

XC: B97D3  

BS: LanL2DZ, 
def2SVP 

G16 TD (E) Precursor has TD preference 

for GS, kinetic preference 
assumed (BEP), Exp: AES, 

SEM, XPS, XRD, XRR, SE 

2021 [83] 

Surface 
termination 

SiO2 DIPAS O3 SiO2 SiN 1a, 1b, 1d Cluster 
SiO2: Si9O7H14 

SiN: Si9N7H21 

XC: M06-2X 
BS: def2-TZVP  

G16 TD (E) 
TS 

DFT for precursor screening: 
DIPAS largest 

chemisorption barrier 

difference (GS-NGS) 
Exp: WCA 

2021 [222] 

Inherent MnOx Mn(EtCp)2 H2O Pt, Cu SiO2 1a, 1b Slab 

Pt(111) [4L] 

Cu(111) [4L] 

HO-SiO2 [13L] 

XC: PBE [vdW] 

BS: 400 eV 

K: 3x3x1 

VASP TD (E) 

TS 

ESA 

Selectivity is negatively 

correlated to EN differences 

of M-O bond (TD), Exp.: 

SE, SEM, AFM, EDS, XPS 

2021 [86] 

Inherent Al2O3 TMA H2O SiO2 Pt 1a, 1b Slab 
SiO2(0001) [1 nm], 

Pt(111) [1 nm] 

XC: PBE, optB86b  
BS: [n.a.] 

VASP TD (E) TD of precursor on GS much 
stronger, “plasma energy 

window“ 

2021 [223] 

Surface 
termination 

SiO2 BDIPADS O3 SiO2 SiN 1a, 1b, 1e Cluster 
SiO2: Si9O7H14 

SiN: Si9N7H21 

XC: M06L 
BS: def2-SVP 

G16 TD (E) 
TS 

Lower barrier and TD 
driving force on GS vs. NGS 

for adsorption and ligand 

decomposition, Exp.: WCA, 
XPS, SE, TEM, EDS 

2022 [224] 

Inherent Ta2O5 Ta(OEt)5 O3 basic oxides 

(Al2O3, HfO2) 

acidic 

oxides 
(MnO2, 

SiO2, 

Ta2O5) 

1a, 1b, 1e Slab 

SiO2(001) ([4L] 

HfO2 (11̅1) [3L] 

Al2O3(0001) [3L] 

XC: PBE-D3 

BS: 400 eV 
DDEC6 charges 

 

Stat. TD 

VASP 

Chargemol 
VASPKIT 

TD (G) 

TS 
ESA 

Surface acidity a good 

descriptor for selectivity, H-
transfer decisive for 

precursor decomposition, 

Exp.: XPS, TEM, AFM, MS, 

QCM 

2022 [135] 

Inherent TaOx Ta(tBuN)(NEt2)3 H2O SiO2, TaN Cu 1a, 1b, 1e Slab 
HO-SiO2(001) [4L] 

Cu [n.a.] 

XC: PBE_D3 
BS: [n.a.] 

 

Stat. TD 

VASP 
VASPKIT 

TD (G) 
TS 

EtOH cycle to reduce CuOx 
to Cu, precursor lower 

reactivity on reduced NGS 

than OH-terminated GS 
Exp: QCM, XPS, TEM, SE 

2023 [51] 

Surface 

termination 

TiO2 TiCl4 H2O HO-Si(100), 

HO-Si(111) 

H-Si(100), 

H-Si(111), 
Cl-Si(100), 

Cl-Si(111) 

1a, 1b Cluster 

Si(100): Si15H20 and 
Si35H48; Si(111): 

Si17H24 both with H, 

Cl, OH-termination 
and OH defects 

XC: B3LYP-D3 

BS: 6-311G+(d,p) 
for Si15, Si17; 

LanL2DZ//6-

311+G(d,p) for Si35 

G09 TD (E) TD-screening of surface 

terminations, only O-
termination and defects react 

with precursor 

Exp.: XPS, AFM 

2023 [52] 

Inherent Al2O3 TMA H2O SiO2 W 1a, 1b Slab 

H-SiO2(0001) [1 nm], 

W(110) [1 nm], 

 H-WOx(010) [1 nm] 

XC: PBE, optB86b 

BS: [n.a.] 

K: 3x3 (SiO2, 

W(110), 3x4 

(WOx(010)) 

VASP TD (E) TD of precursor on GS much 

stronger, importance of 

oxide removal on NGA 

“plasma energy window“ 

2023 [225] 

Site-selective Al2O3 DMAI H2O TiO2(110) Si 5a Slab 

rutile-TiO2(110), 

(100), (101), (001) 
[8L] 

XC: PBE+U 

BS: 400 eV 

K: 3x3x3 
Stat. TD 

VASP TD (G) Point defects for patterned 

ALD, prediction of 

inhibition for clean TiO2, 
selective hydration for O 

2023 [227] 
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vacancies and interstitials, 
used in experiment later[226] 

Exp.: SE, AFM, XPS, STM 

Inherent Co Co(tBu2DAD)2 NH3 Co, Cu, Pt SiO2 1a, 1b, 4b 
1e 

Slab 
SiO2(001) and H-

SiO2(001) [7L] 

Co(111), Pt(111), 
Cu(111) [3L] 

XC: PBE-D3 (U for 
Co) 

BS: 500 eV,  

K-spacing: 0.003 
nm-1 

VASP TD (E) 
ESA 

Co growth on metal surfaces 
TD favorable. Poor 

nucleation on SiO2. Crucial 

role of reductant NH3. 

2023 [134] 

Surface 

termination 

TiO2 TiCl4 

26 Ti prec 

H2O HO-SiO2 TMS-SiO2 1a, 1b 

2a, 2b 
3a, 3c, 3d 

Slab 

Si/SiO2 [n.a.] 
 

Gas phase model 

XC: PBEsol-D3 

BS: DZVP 
K: G-only  

CP2K 

Phonopy 

TD (G) 

RR 

precursor screening, 

physisorption and 
chemisorption selectivity, 

selectivity loss through TMS 

reaction with TiCl4 and 

nucleation 

2023 [81] 

Inherent Nb, Ta M(tBuN)(NEt2)3 

(M = Nb, Ta) 

H2O SiO2 Cu 1a, 1b, 1e Slab 

SiO2(001) [4L] 
Cu(111) [3L] 

XC: PBE-D3 

BS: 400eV 
K: 3x3x1 

VASP TD (E) 

TS 
ESA 

sluggish dissocation kinetics 

on NGA determine 
selectivity, DFT-informed 

nucleation model 

Exp: SE, SEM, AFM 

2024 [140] 

Inherent Ru Ru(EtCp)2 O2 W TiN, SiO2 1a, 1b Slab 

HO-SiO2(001) [6.2 Å] 

W(110) [6.3 Å] 

XC: PBE-D3 

BS: 300 eV 

K: 3x3x1 

VASP 

 

kMC 

TD (E) 

 

Easy decomposition on GS, 

large barrier on NGA 

Exp: TEM, AES, QCM 

2024 [228] 

Surface 

modification 

HfO2 TDMAHf, 

Hf(OtBu)4, HfCl4 

H2O TiN SiO2 1a, 1b Cluster 

HO-Si(100): 

Si15H16(OH)4 
H3Si-Si: 

Si15H16(OSiH3)4 

XC: B97-D 

BS: def2-SVP and 

LANL2DZ (Hf, Si) 

G16 TD (G) DIPAS leads to SiH3-

terminated SiO2 which is 

then NGS, reactivity profile 
matches exp 

Exp.: XPS, XRR, WCA, 

SEM, AES 

2024 [229] 

[a] SiO2 and Al2O3 are -modifications if not stated otherwise. X-[surf](facet) is used as notation for X-terminated [surf](facet) surface.  

[b] abbreviations used for research questions tackled by the computational studies:  

1 Precursor-surface interactions: precursor adsorption on clean GA (1a), on clean NGA (1b); precursor coverage (1c), precursor screening (1d); ALD growth reactions (1e) 

2 Building the inhibitor layer: inhibitor adsorption on clean GA (2a), on clean NGA (2b); inhibitor coverage (2c), inhibitor screening (2d) 

3 Selectivity-determining processes: Precursor adsorption on SMI (3a), Precursor penetration of SMI-layer (3b), Precursor decomposition of SMI-layer (3c), inhibitor desorption 

(3d), inhibitor decomposition (3e), precursor on ALD layer (3f) 

4 Gas phase properties: dimerization (4a), gas phase decomposition (4b) 

5 Surface state: intrinsic surface properties (e.g., OH density) (5a), intentional modification (5b) 

[c] XC: density functional, BS: basis set, K: k-mesh, MC: Monte Carlo, kMC: kinetic Monte Carlo, MD: molecular dynamics 

[d] program package used: Gaussian98 (G98), Gaussian03 (G03), Gaussian16 (G16), Vienna ab initio simulation package (VASP), Amsterdam Modelling Suite (AMS) 

[e] abbreviations used for the target properties of the computational studies: thermodynamics (TD using energy (E) or Gibbs energy (G)), reaction barriers (TS), spectroscopy 

modelling (IR), electronic structure analysis (ESA) 
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3.1 Molecules 

ALD approaches use molecular precursors to deposit thin films. Often, also the co-reactant is a 

molecule (mostly H2O) or a molecular gas (e.g., O2, O3). Even in energy-enhanced approaches 

(e.g., plasma), the reactive species are created from molecules.[230] In inhibitor-based area-selective 

approaches, the inhibitor is also mostly a molecular species (Tab. 1). Thus, the modelling of 

molecular properties and reactivity is crucial for the understanding of AS-ALD processes. 

3.1.1 Dimerization 

ALD precursors for group 13 elements are Lewis acids and thus have the tendency to form bonds 

with Lewis bases. This includes the heteroatoms of the ligands or even the alkyl groups and leads 

to dimerization of the precursor (Fig. 10.).[231,232] 

 

 
Fig. 10. Dimerization reaction of Al precursors shown at the example of TMA with the equilibrium constant Kdiss for 

the dissociation defined via the partial pressures pmonomer and pdimer and standard pressure p0. Reprint with permission 

from reference [233].  

 

In recent years, it became apparent that the degree of dimerization has a strong influence on the 

reactivity of the precursor since it (i) reduces the Lewis acidity and thus the surface reactivity of 

the precursors and (ii) increases the steric bulk which is important for inhibitor-based 

approaches.[234] Thus, several studies investigated the influence of dimerization on the selectivity 

in AS-ALD process. The dimerization tendency is typically expressed as dissociated dimer fraction 

(DDF) and is derived from the equilibrium constant K of the dimerization reaction: 

 𝐾 =
4 𝐷𝐷𝐹²

1 − 𝐷𝐷𝐹²
∙
𝑝

𝑝0
 ;  𝐷𝐷𝐹 =  √

𝐾

4
𝑝
𝑝0
+ 𝐾

 3.1 

Kim et al. found the dimerization of dimethyl-aluminum isopropoxide (DMAI) to be the major 

factor for the high deposition selectivity compared to trimethylaluminum (TMA) when using 

ethanethiol as inhibitor.[160] They used DFT approaches (B97-D3/def2-SVP) to compute the dimer 

dissociation enthalpy of TMA to be 85.4 kJ·mol-1 which was found to be close to the experimental 

enthalpy change of the reaction (ca. 83 kJ·mol-1)[235]. Only 2% of the precursor exists as dimers 

under the ALD conditions modelled (T = 150 °C, p = 1.3 mbar) which corresponds to DDF = 98%. 

In contrast, DMAI shows a dimer dissociation enthalpy of 267.3 kJ·mol-1 which leads to a 

negligible DDF (10-8 %). The authors assumed the same entropy of dissociation and based their 

conclusions on enthalpy changes (ΔH). The effect of this dimerization on the adsorption of DMAI 

on Al2O3 has very recently been investigated using MLPs.[236] The dimerization energy was 

computed with DFT approaches (PBE-D3(BJ), 450 eV, VASP) to 239 kJ·mol-1 (DMAI) and 94 

kJ·mol-1 (TMA). The MLP values were ca. 10 kJ·mol-1 higher. Already from these examples, it 
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becomes clear that different DFT approaches can lead to values differing by 10-30 kJ·mol-1, 

depending on the choice of the specific setup (density functional, basis set). This question of 

“validation” has recently been addressed for precursor dimerization by computing the values at the 

highly accurate CCSD(T) level with complete basis set (CBS) extrapolation, thus eliminating 

major error sources. In agreement with previous computational studies, aluminum alkyl precursors 

were found to be monomeric, while tris(dimethylamino)aluminum (TDMAA) and DMAI are 

dimeric under typical ALD conditions. The chlorinated aluminum alkyls are partly dissociated 

depending on temperature and pressure.[233] 

The influence of precursor dimerization has not yet been investigated for intrinsically selective 

approaches where the different reactivity of monomeric and dimeric forms could be used to 

discriminate between two surfaces, e.g., when one can open the dimer and the other one cannot. 

3.1.2 ALD-related molecular properties 

ALD precursors have to fulfill a set of properties which have been summarized in the ALD 

literature.[40,46,67,75,234] The most important factors are: (i) stability against decomposition in the gas 

phase, (ii) reactivity towards the substrate and (iii) significant vapor pressure under ALD 

conditions. Precursor stability is not specific for AS-ALD approaches and has been treated in the 

ALD literature for a range of precursors.[237–240] The (selective) reactivity towards the substrate(s) 

will be treated in section 3.3.1. This leaves vapor pressure to be discussed here although it is also 

not specific for AS-ALD. Most computational approaches rely on quantitative structure-property 

relationships (QSPR)[241] or group-contribution (GC)[242] approaches. They are intrinsically 

empirical and lack predictive power. Ab initio simulations are complicated by the need to properly 

describe the gas as well as the liquid phase. Recently, a computational workflow based on quantum 

mechanically derived force fields (QMDFF)[243] was presented which allows the vapor pressure 

prediction for a range of (AS-)ALD precursors with good accuracy.[244] However, considering the 

monomer-dimer equilibrium of group 13 precursors (see section 3.1.1) is not yet possible. It can 

be expected that further development in the field of machine learning will make the prediction of 

complex properties like vapor pressure more reliable in the future. 

3.1.3 Screening 

One advantage of computational modeling in AS-ALD is the treatment of large datasets without 

the need to optimize process conditions for every precursor. Thus, screening approaches have been 

developed over the years where computational modeling was used to select precursors and/or 

inhibitors for a given task of selective deposition from a large set of possible candidates. The 

question of precursor chemistry and precursor choice has been discussed in the ALD literature 

quite intensively.[39,40,245] Recently, a combination of molecular DFT and ML approaches has been 

used to predict precursor reactivity for different surface terminations in the framework of AS-

ALD.[246] The goal was to extract molecular design descriptors which determine the deposition 

selectivity. It needs to be seen if more detailed studies support these preliminary findings. Since 

https://doi.org/10.26434/chemrxiv-2024-t2lgq ORCID: https://orcid.org/0000-0002-6759-8559 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-t2lgq
https://orcid.org/0000-0002-6759-8559
https://creativecommons.org/licenses/by/4.0/


 

Page 42 of 87 

the molecular reactivity is hard to correlate to AS-ALD selectivity, most screening approaches 

focus on the surface chemistry of the precursors which will thus be treated in section 3.3.1. 

3.2 Surfaces 

3.2.1 Setting up a computational model 

Selectivity in AS-ALD stems from the difference in precursor reactivity with GS and NGS, either 

via an intrinsic reactivity difference or after modification of one surface (activation or inhibition). 

Thus, the state of the surface is crucial for this selectivity and has been the target of computational 

modeling. In ultra-high vacuum (UHV) surface science investigations in the last decades, several 

reliable surface models were derived and used in computational modeling.[247] This is especially 

true for elemental semiconductors, low-index metal surfaces and binary oxide surfaces. For more 

complex or less-investigated substrates, it is often necessary to develop a new surface model. But 

even in the case of established models, the lack of detailed information from the experimental 

studies on the exact nature of the substrate often impedes an accurate representation. Hence, setting 

up a suitable model for the surface in AS-ALD is a major challenge and crucially determines the 

accuracy of the results compared to experiment.[214] The modelling would highly benefit from 

more studies revealing detailed experimental information about the surface state under ALD 

condition which is commonly done with UHV surface science approaches.[248] While some 

promising new developments exist,[249–252] this information is often scarce and leaves some 

ambiguity in setting up the computational surface model. 

3.2.2 Surface state 

There are many reports in the AS-ALD literature that the number of nucleation sites is crucial for 

selectivity. Most prominently, for oxide surfaces, the density of reactive OH-groups at the surface 

is important. For example, for tungsten ALD, it has been experimentally found that suppressing 

the formation of hydroxyl groups during the substrate cleaning process of NGS SiO2 (the so-called 

piranha clean) extends the selectivity window for the AS-ALD process.[59] Also, suppressing 

surface oxidation of the silicon substrate (NGS) leads to selective adsorption on the OH-terminated 

SiO2 GS.[57] However, in most computational studies, idealized surface models are used.[69] For 

SiO2 for example, most often the (0001) facet of its a-quartz modification (Fig. 11.c) is used (Tab. 

1 and 2) which leads to a highly ordered pattern of hydrogen bonds at the surface of the slab and 

an unrealistically high OH density of 9.34 OH nm-2 which exceeds the average experimental 

density of 4.9 OH nm-2.[214,253] Some studies thus used partially hydroxylated cluster models or 

periodic slabs.  

For elemental semiconductors, surface termination also plays a crucial role. In the case of silicon, 

the bare surface, H, and OH-termination have been investigated. Here, well established 

computational models exist, and the main question regards the matching of computational model 

and experimental conditions.[254] For the modeling of metal surfaces, low-index surfaces are 

usually taken as models for the often-nanocrystalline substrates used in experiments. Here, 
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frequently the decisive question is whether a native oxide layer exists on the metal surface. 

Modelling metal oxides is quite challenging and rarely investigated in AS-ALD. Often, neither the 

stoichiometry nor the surface corrugation are well understood. For Cu and CuxO it has recently 

been found that their reactivity is very similar towards aromatic inhibitor molecules.[217] The 

reduction of cupric or cuprous oxide was hypothesized to be facilitated by inhibitor deprotonation 

for methylsulfonic acid (MSA) based on thermodynamic considerations.[87] 

3.2.3 Crystalline vs. amorphous models 

Even partially hydroxylated models still use a crystalline substrate. Modeling the amorphous 

nature of oxides has rarely been attempted in AS-ALD (Tab. 1).[69] In a recent study, it was found 

that considering the amorphous nature of the SiO2 surface (Fig. 11.a,b) can lead to even qualitative 

changes in the surface chemistry since the undercoordinated atoms at the surface are more flexible 

compared to atoms in a crystalline model.[67,214] For the slab approach, a pseudo-amorphous model 

has to be used which still has a unit cell and periodic boundary conditions but provides a less-

ordered arrangement of atoms in the cell. This is typically developed by simulated-annealing 

approaches to high-temperature MD runs which computationally “melt” the crystalline 

surface.[255,256] 

 

 
Fig. 11. Unit cells of amorphous a-SiO2 models (a, b; b 

contains an reactive bridge oxygen (RBO)) and (c) 

idealized α-quartz model. The numbers 1–6 denote the 

oxygen atoms of the surface silanol groups. Color code: 

Si - blue, O - red, H - white. Reprint with permission from 

reference [214]. 

 

3.3 Intrinsically selective AS-ALD  

An overview over computational studies of AS-ALD making use of the intrinsic reactivity 

differences between GS and NGS is found in Tab. 2. The vast majority of studies in this field use 

computational approaches to explain the experimentally observed selectivity for a given precursor 

or a set of precursors. Thereby, precursor adsorption on GS and NGS is mostly investigated with 

DFT approaches (research question (RQ): 1a, 1b in Tab. 2) with one study using a kMC ansatz in 

addition.[228] Mostly, thermodynamic as well as kinetic driving forces were investigated but in 

some cases an analysis was based on thermodynamic driving forces alone[52,54,220,223,225,227–229] or 

the kinetic driving forces were estimated via the BEP relationship.[83] The slab approach was used 

in most studies. But for modelling of silicon surfaces, cluster approaches with different 

terminations (bare, H, OH, NH2, Cl, SiH3) are still common until today.[229] Nearly all studies with 
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slab approaches used the PBE density functional (one used PW91). Cluster approaches mostly 

relied on hybrid density functionals (B3LYP, M06-2X) with one exception of a GGA functional 

(B97-D). Some cluster calculations used double-zeta basis sets (def2-SVP, LanL2DZ) while the 

mostly used triple-zeta basis sets (def2-TZVP, 6-311G+(d,p)) are generally recommended for DFT 

energy computations.[108] The cutoff energy for slab calculations (which determines the accuracy 

of the basis set in PBC computations) varied depending on the surface modelled from 300-500 eV 

while some studies do not report this value. As computational codes, VASP[257–260] is used 

exclusively for slab calculations, while GAUSSIAN
[261] is used for clusters with one exception 

(NWCHEM
[262]). The reporting of electronic energy differences (ΔE) is the standard, while some 

studies used ab initio thermodynamics or statistical thermodynamics approaches to consider the 

finite temperature and pressure under ALD conditions (ΔG). Only one study combined the DFT 

investigations with kMC simulations for packing predictions. 

3.3.1 Explain precursor differences in reactivity on GS and NGS 

Ultimately, the selectivity in intrinsically selective AS-ALD is determined by the chemoselectivity 

of the precursor (i.e., faster reactivity on the GS) leading to a nucleation delay on the NGS (Fig. 

1.d). Thus, reactivity differences on GS and NGS are the focus for computational investigations. 

The first study by Kwon et al. investigated the selective ALD of Co on silicon.[50] It was shown 

experimentally that the precursor only reacts with the H-terminated silicon surface (GS) while the 

OH-terminated surface (NGS) does not react (Fig. 12.). This was explained with catalytic 

hydrogenation of the precursor by the H-Si(111) surface. The computational study reveals the 

thermodynamic driving force and the lower reaction barrier for the reaction on the GS (Fig. 12.).  

 

 
Fig. 12. Computed reaction pathway (PBE/pVDZ) for the 

ALD reaction of allylCo(CO)3 on the HO-SiO2 and H-

Si(111) surfaces. Color code: H, white; O, red; Si, gold; 

C, gray; and Co, green. Reprint with permission from 

reference [50]. 

 

The study used a cluster model of the silicon substrate, which is still seen in selected works 

today.[229] As outlined in section 2.8.1, this is generally assumed to be suitable for the local 

reactivity of precursors when questions of coverage are not relevant. Electronic structure analysis 
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(ESA) was also carried out here, namely the calculation of atomic partial charges to explain the 

trends in surface reactivity. As can be seen in Tab. 2, this is quite rarely the case, and most studies 

focus on the computation of thermodynamic preferences and reaction barrier differences alone. 

One year later, the same group investigated the reverse selectivity in an AS-ALD process of TiO2 

where the H-terminated Si(001) surface was the NGS and growth took place on the bare and OH-

terminated silicon substrate.[85] This time, slab models were used.  

That the usage of ESA can be helpful to rationalize findings was shown for AS-ALD of MnOx on 

Pt and Cu (GS) vs. SiO2 (NGS), where selectivity was found to be negatively correlated to 

electronegativity differences of the M-O bond based on thermodynamic computations.[86] Also, 

the usage of surface acidity as a descriptor for the selectivity of basic oxides (GS) compared to 

acidic oxides (NGS) was based on atomic partial charge analysis.[135]  

The investigation of different surface terminations for reaching area-selectivity is a major topic in 

computational studies. In addition to the studies outlined in the previous section,[50,85] the variation 

of surface termination on silicon and silicon oxide has been analyzed in several studies. Hydrogen-

termination of Si(100) and Si(111) has been found to be a good way to create an NGS for ALD of 

TiO2 (GS: bare Si or HO-Si[52,53,85]) and Al2O3 (GS: bare Si or HO-Si[53,193]), while it acts as GS 

for metal deposition (ALD of Co,[50] Ru[83]) against SiO2.  

Further selective deposition on two dielectric surfaces was shown for ALD of SiO2 on SiO2 and 

not on SiN using di(isopropylamino)silane (DIPAS)[222] or 1,2-bis(diisopropylamino)disilane 

(BDIPADS) as precursors[224], ALD of Al2O3 on TiO2 and not on Si,[227] and ALD of HfO2 on TiN 

and not on SiO2.
[229] A comparison of various basic (GS) and acidic (NGS) oxide surfaces was 

investigated for ALD of Ta2O5 were surface acidity was found to be a good descriptor of the 

observed selectivity.[135] 

For selective deposition on metals, while not depositing on dielectrics, computational 

investigations helped to understand the selectivity of MnOx deposition on Pt and Cu and not on 

SiO2,
[86] and for Ru deposition on W and not on SiO2 and TiN.[228] In these cases, thermodynamic 

preference for the precursor adsorption on the GS was found as well as lower reaction barriers 

(kinetic preference). 

But also the inverse selectivity of ALD on dielectrics and not on metals was analyzed for TMA 

deposition on SiO2 and not on Pt[223] or not on W,[225] TaOx on SiO2 and not on Cu.[51,140] For the 

Cu surface, it was found that a co-reactant (ethanol) was important to reduce the oxide layer and 

decrease reactivity of the NGS to achieve selectivity. The native oxide termination including OH-

groups did not lead to a selective deposition.[51] The removal of the oxide layer – here via plasma 

treatment – was also found to be important to make W an NGS.[225]  

3.3.2 Find the optimal combination of surfaces  

Screening methods combining DFT calculations and experiments have been employed to identify 

the largest differences in chemisorption reaction barriers for a class of precursors used in the AS-

ALD of SiO2, targeting growth on SiO2 (GS) while minimizing growth on SiN (NGS). The 

experimentally used DIPAS turned out to be the best choice by this measure.[222] For fast screening, 
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a cluster approach with a minimal cluster of the SiO2 surface was used here as well as in many 

other studies. Although it has been shown that the adsorption energies and reaction barriers are not 

converged with respect to the cluster size using such small clusters,[182] the trends can often be 

reproduced quite accurately. Screening was also conducted on the surface site using a range of 

basic and acidic oxides to explain the trend in selectivity based on surface acidity.[135]  

3.3.3 Identify a suitable set of surface terminations or facets 

Computational approaches can also be used to identify suitable surface terminations for selective 

ALD. The deposition of Al2O3 from TMA and water has been theoretically investigated by Longo 

et al. with a systematic analysis of the influence of surface termination, surface defects and doping 

on the deposition selectivity.[193] The ALD conditions were modelled here using ab initio 

thermodynamics which is common in heterogeneous catalysis but has rarely been applied in AS-

ALD modelling. 

For the ALD of CeO2 on platinum surfaces, facet-selectivity has been observed and explained by 

computational modelling.[54] In a slab-based approach, the preference of Pt(111) over Pt(100) for 

growth could be explained by the different thermodynamic preferences for adsorption of the 

precursor Ce(thd)4. Notably, this study uses a Hubbard-model type correction for the DFT results 

(DFT+U) which leads to a localization of the f-electrons and compensates the delocalization error 

in common GGA-type functionals (see section 2.1.3) for the price of introducing an empirical 

parameter. The same group reported site-selective adsorption on the same surface where the 

preference for precursor adsorption on undercoordinated Pt(211) sites was shown compared to the 

adsorption on (100) and (111) terraces.[220] 

In a large-scale study, Lu et al. investigated terraces and step edges on Pd, Pt, Ir and Cu surfaces 

for the ALD of Al2O3.
[218] In combination with experimental analysis, they could show that full 

dissociation of the precursor occurs on Pd, Pt, and Ir while Cu needs hydroxyl-groups to be reactive 

towards TMA. In addition, a stronger thermodynamic and kinetic driving force was found for the 

reactivity at step edges of all surfaces, which were modeled by large slabs of the (211) facets. 

3.4 Inhibitor-based AS-ALD  

Computational studies of AS-ALD using an inhibitor-based approach creating a inhibitor layer on 

the NGS and allowing ALD on the GS (Fig. 1.f) are found in Tab. 1. Similar to the intrinsically 

selective approach, most studies combine experimental and computational work here. However, 

there are quite a few more entirely computational studies addressing key questions in inhibitor-

based AS-ALD.[81,157,159,200,209,214,236,263] 

Adding another chemical species (i.e., the inhibitor) to the ALD process, leads to more diverse 

research questions being tackled compared to modelling inherently selective AS-ALD. Most 

studies address the adsorption structure and energetics of the inhibitor on the NGS (RQ 2a in Tab. 

1), while a few also look at the inhibitor adsorption on the GS (RQ 2b). The coverage is studied 

quite often (RQ 2c) in line with this being one of the key factors for selectivity in this AS-ALD 

approach. Similar attention is paid to the modelling of precursor chemistry (and sometimes also 
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the co-reactant). While this might seem surprising at first, it is a clear indicator of the now-

established knowledge that only a smart combination of inhibitor and precursor for a given 

combination of GS and NGS leads to a selective ALD process.[67,234] Most of these studies analyze 

the interaction of the precursor with the adsorbed inhibitor (RQ 3a) and often compare it to 

adsorption on the clean surfaces (RA 1a, 1b). The chemical decomposition processes of the 

inhibitor layer (RQ 3b-e) have been studied much less but increasingly so in recent years. 

Thermodynamic as well as kinetic driving forces were investigated in most cases but also for 

inhibitor-based approaches some studies based their conclusion on thermodynamic driving forces 

alone.[81,138,158,162,203,204,206,209,264] While the investigation of spectroscopic signatures was done in 

only one study (IR[113]), there are a few more studies in this research field where ESA was applied, 

although mostly limited to computing atomic partial charges. 

In this research area, the modeling of the surface coverage with kMC or stochastic models is 

getting more common. However, most studies use DFT-based approaches for a microscopic 

picture of AS-ALD related chemistry in a single-adsorbate approach. Sometimes, both approaches 

are combined. Similar to intrinsically selective AS-ALD modelling, the slab approach is used in 

most studies, however, cluster models are still quite popular for silicon surfaces with different 

terminations. In early studies, the experimentally used inhibitors were likewise truncated due to 

limited computational capabilities.[181,200] This is nowadays only done for polymers,[205] or series 

of compounds.[212] 

The majority of slab studies used the PBE density functional (one used BEEF-vdW, one used 

PBEsol). But especially for cluster studies, other density functionals were also applied (B3LYP, 

M06(-2X,-L), B97). Several flavors of correcting for missing dispersion interaction were used. 

Most common is the DFT-D3 correction as in most material science studies. The usage of double-

zeta basis sets is still common in cluster computations. The cutoff energy for plane-wave basis sets 

in slab calculations varied from 400-550 eV. Most slab calculations used the program package 

VASP, but also other codes (CP2K, QUANTUMESPRESSO, AMS) are reported. For cluster 

calculations, GAUSSIAN is the dominating code, with AMS or Q-CHEM being used in some studies. 

The reporting of electronic energy differences (ΔE) is also the most common approach in this field, 

but Gibbs energies (ΔG) are reported quite often as well. Surprisingly at first, this was more 

common in early studies and is now done less regularly. This is explained by slab computations 

becoming the standard approach for surface reactivity and the much higher computational demand 

to compute Gibbs energies for this approach (see section 2.8.2). 

The major approaches to develop inhibitors are based on SAMs and SMIs as outlined in section 0. 

Only two computational studies addressed other types of inhibitors: A hydrophobic CFx layer was 

modelled with a CF3-terminated Si(001) surface in a slab model by Kim et al. to gain insight into 

Pt ALD on protected versus unprotected silicon surfaces.[204] Protection of the same surface by 

molecular-layer deposited indicone was modelled in the second study by Lee et al.[205] It should 

be noted that the precursor-inhibitor approach discussed below also leads to a surface modification 

(OH groups at the SiO2 surface are replaced by -OCH3 groups). This suggests that the line between 
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surface functionalization and inhibitor adsorption is blurry. These works will be discussed together 

with other SMI approaches below. 

The pioneering computational study by Musgrave and Xu appeared in 2004 (focus: decomposition 

of SAM-layer) while the next study by Prinz and co-workers was published already 6 years later 

(focus: precursor reactivity with NGS as well as SAM). Beginning in 2017, computational studies 

(mostly computational parts in experimental publications) appeared more regularly with a 

significant increase starting in 2020. 

3.4.1 Building the inhibitor layer 

The core requirement for building the inhibitor layer is the selective interaction of the inhibitor 

molecule with the NGS and not with the GS. Thus, chemoselectivity of adsorption is crucial here 

– similar to the chemoselectivity for the precursor in inherently selective AS-ALD. 

3.4.1.1 SAMs as inhibitors 

The main blocking mechanism for SAMs is steric blocking (Fig. 5.c,d). Thus, a continuous and 

dense monolayer formation is crucial. In experiment, this ideal monolayer is not straightforward 

to achieve.[64,265] Surprisingly, very few AS-ALD related studies investigated this building up of 

the SAM inhibitor layer. In the most extensive and elaborate computational study by Clerix et al., 

alkanethiolate SAMs with differing chain lengths (C1-12) were investigated on copper.[263] The 

authors conclude that the type and structure of the surface, the SAM chain length and the resulting 

coverage determine the phase of the SAM layer and thus the blocking properties. They could show 

that for longer chain lengths (C6, C12), lying-down and standing-up phases are found, and the 

saturation coverage is determined through steric hindrance. Interestingly, they show that the SAM 

behavior on Cu is different from the well-studied behavior on Au[266] where intermolecular 

interactions in the SAM layer are decisive. The Cu-SAM interaction still dominates at saturation 

coverage which is in line with the higher reactivity of the Cu surfaces in other surface chemistry 

studies.[267–269] The authors also show that short chain-length monomers (C1, C2) show no coherent 

phase on the surface and their ordering is determined by steric hindrance.[138] Indeed, these short 

chain “SAMs” should better be termed SMIs which show exactly this behavior as discussed in the 

next paragraphs. Another study by Wojtecki et al. examined the SAM packing density as function 

of the head group combined with experimental results.[138] 

Nevertheless, it is a bit surprising at first that there are so few computational investigations 

although SAMs have been an intensively researched topic in experimental AS-ALD for a long 

time.[270] The reason is threefold: (i) SAM layer formation is the crucial step for blocking and this 

has been investigated in other communities for a long time already,[271] (ii) the investigation of 

inhibitor layer formation requires extensive computational efforts and know-how,[138] and (iii) the 

decomposition of the layer is essentially always precursor interaction with the alkane chain of the 

tail group which has been already modelled in cluster studies.[200–202] 
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3.4.1.2 SMIs as inhibitors 

The shift in the academic AS-ALD community from SAMs to SMIs is also reflected in the 

computational modelling. The vast majority of studies deal with SMI-based approaches (Tab. 1). 

The major advantage of SMIs is the direct application from the gas phase while SAMs usually 

require wet chemical application. The first study in this field by Mameli et al. investigates an SMI 

where many aspects of computational modelling have been examined over the years: acetylacetone 

(Hacac).[69] This inhibitor was proposed earlier for AS-ALD in an experimental study by Yanguas-

Gil et al.[68]  

 

 
Fig. 13. DFT (GGA/PBE-D3) paths for the acetylacetone (Hacac) adsorption on (a) Al2O3 and (b) SiO2 surfaces. 

Stationary points are marked by colored dots corresponding to the insets below. Color code: silicon, pink; 

aluminum, light gray; hydrogen, white; oxygen, red; carbon, gray. Reprint with permission from reference [69]. 

 

The computational part of this study reveals that the selectivity in the ALD process stems from the 

chemoselective adsorption of Hacac on the NGS (Al2O3) w.r.t. the GS (SiO2). Interestingly, this is 

a common theme in AS-ALD between two dielectric surfaces, the inhibitor chemisorbs on both 

surfaces. As shown in Fig. 13., the condensation reaction with the surface-OH groups leads to 

elimination of H2O and the formation of a bidentate (chelate) binding mode on both surfaces. 

However, selectivity stems from two factors now. First, a thermodynamic driving force is found 

on the NGS (ΔE = -47 kJ·mol-1, Fig. 13.a) while the reaction is unfavorable on the GS (ΔE = 95 

kJ·mol-1, Fig. 13.b). Second, and more importantly, the reaction barriers vastly differ. While a 

barrier of only ΔE‡ = 24 kJ·mol-1 is found on the NGS, it is 227 kJ·mol-1 on the GS. Notably, both 

reactions start with a weakly bound Hacac species on the surface (Fig. S6 in the SI of ref. [69]). 

These states are called ‘precursor-states’ in the surface science literature (this term will not be used 

further to avoid confusion with the ALD usage of the term ‘precursor’),[272] and are often 

physisorbed, which means they are bound only by London dispersion forces without a significant 

covalent bonding contribution (other definitions of physisorption exist but this one is supported by 

quantitative bonding analysis[272]).  

The next step in the reaction mechanism is the formation of an intermediate species (yellow dots 

in Fig. 13.) which shows hydrogen-bonding of the inhibitor to the NGS and physisorption for the 

GS. Why do these species differ so much although both surfaces are OH-terminated? The reason 

is the different orientation of the OH-groups which is pointing towards the inhibitor (NGS) or 

away from the inhibitor (GS). This is one example, where the detailed arrangement of surface 

atoms is decisive for the selectivity of inhibitor adsorption which has been discussed in detail in 

https://doi.org/10.26434/chemrxiv-2024-t2lgq ORCID: https://orcid.org/0000-0002-6759-8559 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-t2lgq
https://orcid.org/0000-0002-6759-8559
https://creativecommons.org/licenses/by/4.0/


 

Page 50 of 87 

the supporting information of this study. However, it also shows the care that needs to be taken to 

select appropriate surface models (section 2.8) since other facets in the modelling could show 

different arrangements of these OH-groups. One feature here, which is also observed in other 

studies,[214] is the role of the condensation product H2O which stabilizes the product via hydrogen-

bonding. This study thus highlights several key aspects of computational investigations towards 

the selective inhibitor layer buildup of SMIs: thermodynamic driving force and kinetic preference 

for SMI on NGS, role of reactive surface groups, surface chemistry steps before and after the rate-

determining transition state. Thus, it transpires that for an understanding of selectivity in SMI-

based approaches, a detailed analysis of the surface chemistry is crucial.  

In a subsequent study on this system, the authors investigated the coverage-dependent adsorption 

behavior of Hacac which shows a mixture of mono- and bidentate bonding modes. To this end, 

they applied a stochastic modeling approach, which had been proposed by Khan et al. before, based 

on work by the Buriak group[71,170] (section 2.5.1), to obtain theoretical saturation coverages. It is 

also one of the few studies comparing the results from different DFs with the conclusion that they 

do not differ in predicted trends.[113] The insight that different bonding modes of an inhibitor could 

be combined to achieve full coverage of the surface was further elaborated by the same group to 

combine bidentate Hacac bonding with monodentate alcohols as inhibitors. In this study, the 

authors used their own RSA approach to identify effective gap sizes for designing the best 

combination of SMIs to achieve full coverage.[158] The idea to combine different SMIs to achieve 

ideal coverage of the surface has been picked up in other studies later on.[214] For AS-ALD using 

trimethoxypropylsilane (TMPS), a computational study found a mixture of mono-, bi- and tri-

dentate bonding modes on SiO2 to be the optimal combination to achieve high coverage.[214] 

The need to look beyond the mono-molecular picture had been found before by the Lee and Kim 

groups. In a seminal work, they proposed the usage of ‘precursor-inhibitors’, i.e. using common 

ALD precursors as SMIs.[71] The precursor-inhibitor concept has since been extended.[162,209,216] 

The computational part supporting this idea showed the thermodynamic and kinetic preference for 

bis(N,N-dimethylamino) dimethylsilane (DMADMS) (as SMI) adsorption on OH-terminated 

silicon surface (NGS) over the H-terminated one (GS) (Fig. 14.a).[71] The study used a minimal 

cluster model of the reconstructed Si(001) surface exposing one surface dimer. Their stochastic 

modeling approach led to the conclusion that only a fraction of the reactive surface groups (here: 

HO-Si groups) can be covered by the SMI due to steric hindrance (Fig. 14.b). While the estimated 

50% of free OH groups is probably an overestimation because of the prementioned unrealistically 

high OH density of the a-quartz model, it clearly showed the need to retrieve coverage information 

of SMIs from computations to understand the blocking mechanism (see Fig. 5.). The authors state 

that finite sized objects cannot fully cover all surface sites by random, irreversible adsorption. This 

is also known from the packing of spheres in 3D.[273]  

But packing can also be investigated with ab initio approaches. For MSA, strong adsorption on 

the NGS (Cu) could be computationally determined with DFT approaches while the GS (SiO2) 

shows a large reaction barrier towards chemisorption.[87] The packing on the NGS was then derived 

by a systematic increase in coverage in the DFT computations. It was found that the adsorption 
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energy hardly changes up to full coverage, indicating a low steric hindrance for the adsorption 

even at high coverages. This DFT approach of determining coverage has been further applied to 

TMPS on NGS (SiO2) in another computational work.[214] Here, a theoretical coverage limit of 4.2 

SMIs nm-2 was deduced from a systematic increase in coverage. The advantage of ab initio 

methods for coverage determination is the possibility to analyze the underlying factors. 

Furthermore, it could be deduced that the coverage is limited by Pauli repulsion using a 

quantitative bonding analysis method: the pEDA (section 2.3.4).[143]  

 

 
Fig. 14. (a) DFT-calculated reaction free energy diagram of bis(N,N-dimethylamino) dimethylsilane (DMADMS) 

adsorption on H−Si and SiO2 surfaces. (b) configuration resulting from stochastic packing of DMADMS on the 

surface. Adapted reprint with permission from reference [71]. 

 

In contrast to these works on two dielectric surfaces, the modelling of AS-ALD on a dielectric 

surface (GS) vs. a metal surface (NGS) shows different signatures. As first investigated by Suh et 

al., in this case the SMI (3-hexyne) chemisorbs on the Cu surface while it physisorbs on the SiO2 

surface.[203] They termed this approach, which they had previously demonstrated for AS-CVD, 

“competitive adsorption”.[264] The same difference in SMI bonding behavior has been found for 

aniline on SiO2 (GS, physisorption) compared to Ru and Co (NGS, chemisorption) where - in 

addition - catalytic decomposition of the SMI on the metal surface increased the blocking 

ability.[159]  

Blocking a metal surface and allowing growth on a dielectric surface is another target of AS-ALD: 

The dichotomy of physisorption and chemisorption of the SMIs has also been found useful here. 

For TMPS as SMI, Yarbrough et al. found chemisorption on SiO2 (NGS) while physisorption was 

found on Cu (GS).[67] Here, the criterion of using the DFT-D3 component of the computed 

adsorption energy as indicator for a physisorbed species was introduced which had been introduced 

in surface science studies before.[272]  

The resulting inhibitor layer might not be dense enough to achieve blocking after deposition. 

Several densification mechanisms have been studied computationally. Hydrolysis can be used to 

reduce the size of the SMI and have it pack more closely.[15,209] Condensation reactions were 

proposed for methoxysilane precursors to form siloxanes at the surface after hydrolyzing one 

methoxy group into an OH-group, albeit with a sizable barrier of ca. 130 kJ·mol-1.[67,214] 

Experiments did not show these condensation products yet. 

What has hardly been done up to now is making use of the advantage of computational methods 

to screen a large number of inhibitor candidates to propose them for experimental AS-ALD 

investigations. While the general criteria for a good inhibitor have been outlined in several 
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studies,[46,47] the detailed chemical reactivity knowledge required to design an inhibitor and the 

many factors influencing this reactivity for a certain combination of GS/NGS make screening 

difficult. One recent study by the Shong group tested the ability of machine learning approaches 

to explore molecular design descriptors for precursors[246] It will need to be shown if the results 

help to improve experiments and if this approach can be applied successfully to inhibitor design 

as well. 

3.4.2 Blocking mechanism 

Since the beginning of AS-ALD research using inhibitors, the question about the blocking 

mechanism was explored. The main question here is thus how the inhibitor prevents the precursor 

from reacting with the surface. Already in the landmark work by Bent and co-workers,[64] the two 

major mechanisms were proposed that are still discussed today: steric blocking and chemical 

passivation (Fig. 5.).[206] Steric blocking is the physical blocking of the surface by a bulky tail 

group of an inhibitor (SMI or SAM, Fig. 4.). Chemical passivation means the chemical reaction of 

the inhibitor with the reactive groups at the surface that would otherwise engage in the ALD 

reaction with the precursor and/or co-reactant (Fig. 5.a).  

For SAMs, as discussed in section 3.4.1.1, the blocking mechanism is clearly steric blocking. The 

difference in packing of similar SMIs was found, e.g., by Karasulu et al. to lead to more effective 

steric shielding.[208] Although diffusion through the SAM layer with a possible reaction with non-

passivated surface groups has been hypothesized, there is no clear evidence yet. Thus, the 

discussion is focused in the following on SMIs.  

Experimental work indicated already that both mechanisms are at hand in most SMIs, and some 

trends were discussed. For example, a near linear relationship between SMI size and nucleation 

delay was found,[208] but the limited number of three data points should be noted. Computational 

studies can shed more light on this question. For oxide surfaces, the chemical passivation of the 

reactive OH groups has been found crucial to achieve selectivity. But it was also found that some 

SMIs only cover approx. 50% of these surface hydroxyls. As discussed in section 3.4.1.2, there 

are several ways to increase SMI coverage. This was investigated systematically in a 

computational study for the SMI TMPS on SiO2 and blocking mechanisms dependent on SMI 

coverage were found.[214] While at low SMI coverages, the precursor is not blocked at all, steric 

blocking is the major effect at high coverages. However, at medium coverages, there is a variant 

of the steric blocking effect, termed “reactivity reduction” (Fig. 5.d). In this case, the precursor 

can reach the surface and attach to the reactive surface groups, but it is not able to make ligand 

exchange reactions due to the limited space confined by the surrounding SMI layer. Thus, an 

unproductive desorption will take place eventually.  

For Hacac, the question of blocking mechanisms has been investigated in detail from experimental 

as well as computational perspective by the Mackus and Sandoval groups.[74,113] They also 

compared Hacac to acetic acid (HAc) and 2,2,6,6-tetramethyl-3,5-heptanedione (Hthd) to better 

reveal the factors governing the contributions of the two mechanisms.[74] Their ALD experiments 

and spectroscopic investigations show that HAc and Hthd are the better SMIs for ALD of SiO2 on 
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Al2O3 (Fig. 15.c). By a combination of DFT and RSA approaches, they find that on the one hand 

HAc benefits from its smaller size which leads to denser packed SMI layers via chemical 

passivation (Fig. 15.b). Hthd on the other hand benefits from its bulkiness leading to better steric 

blocking (Fig. 15.a). Finally, the authors compiled these insights into the conclusion that a good 

SMI either should target high chemical passivation or steric blocking. This leads to better 

selectivity than a precursor with a medium performance in both mechanisms. Further studies will 

be required to confirm this as a general conclusion, especially, since other studies conclude that a 

combination of steric blocking and chemical passivation should be targeted.[206] 

This discrepancy is mainly a reflection of the lack of reliable data on the question of blocking 

mechanisms and hopefully more studies will appear addressing this in the future.  

 

 

Fig. 15. (a) Covered area by small molecule inhibitors (SMIs) from random sequential adsorption (RSA), related 

to the steric shielding contribution. (b) Surface density of SMIs determined from RSA, a measure for chemical 

passivation. (c) Performance of SMIs for blocking based on experimental studies. Reprint with permission from 

reference [74]. 

An important parameter for the question of chemical passivation is the density of reactive groups 

at the surface which is rarely investigated experimentally.[74,249] This information is crucial for 

setting up suitable computational models correctly representing the experimentally observed 

reactive group density correctly (discussed in more detail in section 3.2). In combination with the 

knowledge of the theoretical coverage limit of an SMI, this gives an idea of how many reactive 

surface groups are left in the high-coverage limit.[206,214] The precursor can play a major role in the 

effectiveness of the blocking mechanism, especially w.r.t. decomposition reactions of the SMI 

layer and penetration which are discussed in the next section. 

3.4.3 Selectivity-determining processes 

As outlined in more detail above (section 1.4.4), there are four main mechanisms that lead to loss 

of selectivity in inhibitor-based AS-ALD: (i) penetration or (ii) decomposition of the inhibitor 

layer by the precursor, (iii) thermal decomposition of the inhibitors (including desorption) and (iv) 

overgrowth by nucleation on top of the inhibitor layer or growth over the interface to the GS 

(termed ‘mushrooming’)[69]. It is easily seen that the mechanisms (except iii) are tightly connected 

to the structure and chemical reactivity of the precursor. The general requirement for a good 

precursor are thus: it readily reacts with the GS but does not lift selectivity by decomposition, 

penetration or overgrowth of the inhibitor layer on the NGS. How have computational studies 

helped to reveal these factors? 
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3.4.3.1 Penetration of inhibitor layer 

Selectivity is lifted through penetration by the precursor reaching reactive surface sites after 

diffusing through the inhibitor layer. Thus, the risk of penetration depends mostly on the density 

of the inhibitor layer and the size of the precursor. The factors governing the inhibitor density (i.e., 

surface coverage) have been discussed in section 3.4.2. Penetration risk is thereby affected twofold 

by the inhibitor density: (i) a higher density usually means more coverage of reactive surface 

groups (chemical passivation) and (ii) a more thorough blocking of the pathways to the surface 

(steric blocking). 

Precursor size is typically discussed in terms of van-der-Waals volumes, leading to the assumption 

that small precursors like TMA show high risks of penetration.[71,159] This has been shown recently 

by computational analysis,[214] confirming the experimentally observed inability to achieve AS-

ALD processes of Al2O3 using TMA. It was shown that TMA cannot only penetrate the inhibitor 

layer more effectively, but it is also more likely to react with reactive surface groups at the 

investigated SiO2 surface (Fig. 18.). The larger triethylaluminum (TEA) shows the same 

thermodynamic driving force for penetration and adsorbing to the surface. However, the reaction 

with the surface OH-groups at medium coverages is governed by the reactivity-reduction 

mechanism (Fig. 5.d). 

A very important aspect in the discussion of penetration is the reactivity of the remaining surface 

reactive groups towards the precursor. Reactive bridge oxygen (RBO) on the SiO2 had been 

discussed before as potential nucleation sites for selectivity-lifting reactions.[250,274] In a 

computational study on ALD of Al2O3 on NGS SiO2, RBOs are found to not be blocked by the 

SMI at medium densities of 2.5 SMIs nm-2 (Fig. 16.). TEA adsorbs on top of the SMI layer (this 

is the first step for overgrowth, see section 1.4.4) before penetrating the inhibitor layer with a low 

intralayer diffusion barrier (ΔE‡ = 11 kJ·mol-1). It attaches to the RBO in an exothermic Lewis 

acid-Lewis base reaction (ΔE = -113 kJ·mol-1). The number in brackets in Fig. 16.a shows that the 

dispersion contribution to the bonding is the major factor up to this intermediate stage. This 

intermediate then readily converts into a surface-bonded TEA via a negligible barrier (ΔE‡ = 3 

kJ·mol-1) to a very stable and covalently bonded product (ΔE = -232 kJ·mol-1). Looking at the 

same process at an elevated SMI density of 3.4 SMIs nm-2, the adsorption at the RBO turns into 

an endothermic reaction for both TMA and TEA highlighting again the crucial role of SMI surface 

coverage leading to steric blocking through adsorption prevention (Fig. 5.c). From this study it 

was concluded that a preceding water pulse removing the RBOs (Fig. 16.b) and creating more 

reactive OH-groups at the surface should be beneficial for creating a dense inhibitor layer.[275] 

Such an approach of increasing OH-density has already been used experimentally for a different 

ALD process.[276] 

The effect of precursor size on selectivity has been investigated in several studies. Kim et al. 

presented an explanation for the often-observed high selectivity of AS-ALD when using DMAI as 

a precursor. In addition to the rather large vdW-volume of the precursor, it is present in dimerized 

form under typical ALD conditions which increases the efficiency of steric blocking.[160] A further 

study found the substitution of TMA by chlorinated precursors Al(CH3)2Cl and AlCl3 leading to 
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higher selectivity which was again explained via dimerization trends.[234] The role of precursor 

dimerization on selectivity has recently been investigated more systematically in two 

computational studies. One study investigated trends across a whole range of precursors with 

central elements B, Al, Ga and In and different ligand types using DFT methodology,[277] while 

the second study focused on high accuracy calculations using CCSD(T)/CBS quality calculations 

for Al-precursors eliminating most error sources and serving as benchmark data.[233] 

 
Fig. 16. Reactive bridge oxygen (RBO) opening 

reactions with triethylaluminum (TEA) and H2O. 

(a) Reaction path of TEA. The reaction energies 

(ΔE) are given with dispersion contribution in 

parentheses (ΔEdisp). (b) Reaction of co-reactant 

water molecule with the RBO. All energies in 

kJ·mol−1. Reprint with permission from reference 
[214]. 

 

Penetration has been investigated for other inhibitor approaches. With a molecular model and a 

combination of DFT and MD approaches, it was concluded that the precursor TMA physisorbs on 

the SAM layer and does not penetrate.[201] For thiol-based SAMs on Ge, the penetration by the co-

reactant H2O through defects in the SAM layer was found feasible. The thus generated nucleation 

sites on the surface can then initiate ALD growth.[278] This is in line with recent experimental 

findings of OH defects being responsible for the reactivity of the chemically closely related 
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H-Si(001).[249] Also for the CFx inhibitor layer on silicon, the penetration of the co-reactant was 

found feasible but not for the precursor itself.[204]  

3.4.3.2 Decomposition of inhibitor layers 

Another way the precursor can diminish selectivity is by reacting with the inhibitor layer. This can 

either lead directly to unwanted growth nucleation or create defects in the layer which can then be 

used by further precursor molecules to initiate growth. Very early on, the computational 

investigations on SAM inhibitor layers focused on the question of decomposition of the tail group 

by the precursor. Xu and Musgrave found the interaction with the functionalized tail groups to be 

quite strong but the barriers for decomposition of hydrogen- or methyl-terminated SAMs to be too 

high to be overcome at ALD conditions in addition to having no thermodynamic driving force. 

They also showed that the trend of reaction and activation energies for tail groups follows the 

Hammond postulate (section 1.4.2). The authors concluded from varying the chain length in their 

model systems, that the interaction is very local and a long tail-group can be modelled with a 

simple ethyl group.[200] This knowledge has been used many years later in modelling TMA 

adsorption on an octadecylphosphonic acid (ODPA) SAM modelled by a propyl chain which led 

to similar findings.[201]  

For SMI-based inhibitor layers, this research question has then been investigated for alkoxysilanes 

blocking SiO2 first using a molecular model system. Low barriers of ca. 30 kJ·mol-1 were found 

for the attachment of TMA and TEA to a hydrolyzed methoxy-group at the TMPS precursor while 

the direct reaction with the methoxy groups of the SMI showed very high barriers.[67] Interaction 

with the co-reactant water had been investigated before showing that reaction with Al-CH3 

terminated surfaces is possible while high barriers are found for Si-CH3 terminated surfaces.[71] 

A comprehensive investigation of these decomposition reactions has been conducted later.[214] The 

different decomposition reactions possible by interaction of the precursor and the co-reactant with 

the inhibitor layer are summarized in Fig. 17.. 

 

 
Fig. 17. Overview of possible decomposition reactions on 

trimethoxypropylsilane covered SiO2 during ALD of 

Al2O3. Reprint with permission from reference [214]. 
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It becomes clear that the chemical bonds of the SMI itself and the SMI-surface bonds can be 

attacked by the precursor or the co-reactant. For this system, the Si-Osurf bond is the most prone to 

be broken by the precursor, initiating unwanted ALD growth. Again, a dependence of the reactivity 

on the SMI layer density was found. While for an isolated SMI molecule (Fig. 18.a) at the surface, 

no difference between TMA and TEA was found in terms of the thermodynamic and kinetic 

signatures of the reaction (both show moderate barriers and strong thermodynamic driving force), 

at a realistic density of 2.5 SMIs per nm2 the picture changes completely (Fig. 18.b). The precursors 

are more strongly bonded to the SMI-surface bond although the layer is denser. This can be 

explained by an increase in dispersion attraction. However, the activation energy more than 

doubles (ΔE‡ = 217 kJ·mol-1 for TMA and 190 kJ·mol-1 for TEA) which essentially prohibits this 

reaction at typical ALD conditions. Thus, although the precursors adsorb, they cannot react. This 

is the essence of the concept of blocking by reactivity reduction (Fig. 5.d). When the SMI density 

is increased further to 3.4 SMI per nm2, both precursors are blocked via adsorption prevention 

(Fig. 5.c). In Fig. 18.b, there is an additional reaction channel for TMA with a much lower barrier 

(ΔE‡ = 92 kJ·mol-1). Thus, it is proposed that the reason for the low selectivity of TMA is not the 

penetration of the layer but the ability to still react via ligand-exchange mechanisms in a sterically 

crowded environment.[214] 

That the bonding mode of the inhibitor can play a crucial role for the decomposition reaction has 

been shown for Hacac. Here, the monodentate bonding configuration gets attacked by the 

precursor while the bidentate structure is inert.[113,206] 

 

 
Fig. 18. Activation and reaction energies for the disintegration of 

the SiSMI -Osurf bond with trimethylaluminum (TMA) and 

triethylaluminum (TEA) for (a) a single small molecule inhibitor 

(SMI) and (b) an inhibitor layer density of 2.5 SMIs/nm2. Energies 

(in brackets dispersion contribution) are given with respect to the 

free reactants in kJ·mol-1. Reprint with permission from reference 
[214]. 

 

3.4.3.3 Thermal decomposition of inhibitor layer and desorption of inhibitors 

Aside from reactions with the precursor, the inhibitor layer itself can become defective. Either via 

thermal decomposition or via desorption of the inhibitor from the NGS. Desorption and 
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decomposition are known issues with SAM-based approaches for AS-ALD in experimental 

studies,[279] but have not been investigated computationally up to now. Physisorbed SMIs are 

usually desorbed during purging cycles and thus the discussion is focused on chemisorbed species. 

For Hacac, the previously mentioned monodentate bonding mode is prone to desorption as a 

function of purging time. A substantial theoretical desorption rate was deduced from the barrier 

towards desorption applying the Arrhenius equation.[113] 

Thermal inhibitor decomposition was also investigated as a beneficial process to block two NGS 

with one SMI. Diethyl sulfide (DES) decomposes readily after adsorption on the Cu surface 

leaving both fragments (ethyl and thiolate) to block the surface. On the second NGS, SiO2, the 

SMI shows a large barrier towards decomposition into endothermic products indicating a rare 

reaction event. Since the barrier towards desorption is lower than the first reaction barrier of 

decomposition, the SMI will more likely desorb. However, computations of the diffusion barrier 

showed that they are negligible for both SMI fragments resulting on the Cu surface. It was shown 

that recombinative desorption of the ethyl fragment as butane is likely while the thiolate fragment 

will remain to block the surface. For the blocking of SiO2 with ethyl fragments, the high barriers 

for decomposition are overcome at elevated temperatures, in line with the experimental findings 

of good blocking on Cu and moderate blocking on SiO2.
[70] Cross-linking of SAM layers via 

extreme ultraviolet lithography (EUV) radiation was proposed by Wojtecki et al. as beneficial 

decomposition mechanism to increase blocking ability.[138] 

3.4.3.4 Inhibitor layer overgrowth 

The last mechanism to be discussed is ALD growth on top of the inhibitor layer. This necessitates 

nucleation via physisorbed or chemisorbed precursors interacting with the tail group of the 

inhibitor followed by regular ALD growth at this site (Fig. 7.d). This mechanism was studied quite 

often in computational AS-ALD literature and has first been investigated for SAM inhibitors. Xu 

and Musgrave first investigated this question and showed that non-alkyl SAM tail groups are prone 

to be nucleation sites for overgrowth while alkyl groups show very high barriers towards C-H bond 

cleavage.[200] Also Prinz et al. investigated this question and found very high barriers for the 

nucleation on alkyl-terminated SAMs.[181] Physisorption on the SAM layer was found as well,[201] 

which can lead to initiation of ALD growth.[202] The interaction of precursors with SMI-based 

inhibitors has been studied by many groups (RQ 3a in Tab. 1). Generally, it is assumed that 

physisorbed precursors are likely be purged away from the inhibitor layer before initiating 

growth.[67] If covalent bonding of the precursor is thermodynamically feasible and has a reasonable 

reaction barrier, this is deemed a very likely selectivity-lifting reaction. In several cases, the co-

reactant H2O is the more reactive species, especially for hydrolyzing ligands at the SMI.[214] As 

discussed above, this hydrolysis can also be beneficial and increase SMI density.[15] 

3.5 ASD with activators 

Only two computational studies focus on modelling of AS-ALD using activation approaches. In 

both cases, the modeling does not comprise the activation step itself, electron-beam induced 
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deposition (EBID), but instead focuses on the chemoselectivity of adsorption for the resulting 

surfaces.[88,219] Thus, as outlined above, the type of computational studies that is carried out 

parallels the modeling of intrinsically-selective AS-ALD. While modeling studies exist for 

plasma-based ALD,[196,280–286] none of these studies focusses on AS-ALD. 

3.6 Connection to experiment 

While computational modeling can provide insights into AS-ALD processes by itself, the crucial 

question is whether it can help understand experimental results and predict new avenues. The direct 

connection between ab initio computations and lab-scale experiments is difficult here since the 

direct computation of typical experimentally measured properties like growth rate, nucleation 

delays, or morphology is not possible. Instead, the connection between theoretical investigations 

on the atomic level and lab-scale experiments is mostly made via validating or revising hypotheses 

stemming from the experimental results. 

Selectivity is an excellent property for the comparison between both worlds. Experimentally, the 

selectivity can be measured to quite a high precision (section 0). In the computations, the 

selectivity can be deduced from the ratio of barriers for reactions on GS and NGS, e.g., via an 

Arrhenius-type approach. When selectivity data is not available in a quantitative manner, the 

results of computations can be used in a qualitative sense (“precursor A reacts with GS and not 

with NGS in line with the observed ALD growth in the experiment”). 

However, a more direct connection between computational and lab experiments is desirable. This 

would allow better validation of the computational approaches and more direct feedback for 

experimental investigations to test new grounds. A typical way in ab initio theory is to connect via 

theoretical spectroscopy, i.e. the modeling of measurable spectroscopic quantities. However, this 

is rarely done up to now in AS-ALD modeling. Only one study modeled infrared spectroscopy 

results.[113] In contrast to surface science investigations, where the modeling of spectroscopic and 

imaging measurements is typically done,[183,269] there is room for development in AS-ALD 

research. 

3.7 Beyond the atomistic picture 

Ab initio data can also be used to feed multiscale models via the connection of kMC and MD 

simulations (Fig. 3.). This means that reaction thermodynamics and barriers can be fed into larger-

scale methods. As outlined in section 2.6, this is far from trivial. Up to now, there is only one study 

combining DFT, MD, kMC and CFD approaches for AS-ALD modelling.[24] Typically, DFT 

results are fed into a stochastic model for coverage modeling. This is mostly done in a qualitative 

fashion, i.e. taking the most stable product or the vdW volume of the inhibitor from DFT modeling 

for the stochastic modeling. An approach that has only been applied once in AS-ALD modeling[157] 

is the actual usage of reaction barriers from DFT computations to feed a kMC model. This has 

been shown for ALD growth modelling to give insights into the atomistic processes.[287] In 

principle, machine learning approaches are also able to make the direct connection between ab 

initio modelling and large-scale properties, e.g., via learning from data (structures, energies, etc.) 
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and predicting new inhibitors or precursors for a certain application. However, data is quite scarce 

in AS-ALD and the approach has not been shown to be useful yet. For ALD, the current state-of-

the-art is summarized in a recent book.[288] As outlined above, classical approaches for nucleation 

modeling are not discussed here since they have not been connected to ab initio modeling 

results.[94,97] 

4 Challenges and perspectives 

The chapters above outlined how computations have contributed to the field of AS-ALD up to 

now. However, several challenges and opportunities for the future emerge.  

4.1 Moving to a dynamical picture  

The vast majority of computations apply static DFT computations. However, several aspects of 

AS-ALD research would highly benefit from dynamic modeling. For example, the penetration of 

an inhibitor layer by a precursor is certainly not a static chemical reaction but will be highly 

influenced by the dynamic response of the layer to the incoming chemical species. Or the 

selectivity of inhibitor adsorption on GS and NGS, which is not only determined by kinetics and 

thermodynamics but would require modeling of adsorption probability for a full picture – similar 

to the experimental evaluation of sticking coefficients. The main reason that hardly any such 

studies are available is the prohibitive computational demand for the required AIMD methods to 

simulate long enough time scales (section 2.4). The development of machine-learned potentials 

could be a remedy here, enabling much more efficient computations.[289] Another option could be 

the usage of the upcoming efficient yet accurate semiempirical approaches like GFN2-xTB.[290] 

4.2 Substrates under deposition conditions 

Modeling nearly exclusively uses ideal surfaces to model substrates in AS-ALD. However, such 

an ideal surface barely exists under highly controlled UHV conditions, not to speak of the 

conditions in a typical ALD reactor. Thus, treating these non-ideal surface conditions is a way 

forward toward modeling of more realistic environments. This can include surface defects,[291] 

non-crystalline substrates,[214] and oxidized surfaces.[217] Every deviation from the ideal surface 

means a less ordered structure and, thus, a significant increase in modeling effort for the resulting 

larger unit cells in PBC computations. Furthermore, more information is required regarding the 

surface state under ALD conditions from experiments to set up more realistic computational 

models. What is not yet fully explored at the moment is considering the changing surface state 

under deposition conditions. While the initial inhibitor or precursor molecule sees a pristine 

surface, the next wave of adsorbates sees a precovered substrate. While this has been modeled in 

several coverage studies from a thermodynamic perspective, the influence on adsorption dynamics 

is still unknown.[80] Furthermore, the changing surface condition after the onset of the ALD process 

is not yet captured. What does the inhibited surface look like after 3, 5, or 10 pulses of ALD 

precursor? 
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4.3 Usage of machine learning tools 

The era of data science is clearly still on the uprise and the first applications of methods derived 

from machine learning approaches entered the field of AS-ALD. However, the usage is yet scarce. 

Aside from the already mentioned possibility to use MLPs in dynamic modelling of selective 

deposition, ML approaches could also be used to reveal correlations of microscopic quantities 

computed by ab initio modelling with experimental observables like growth per cycle. Also, 

macroscopic properties like vapor pressure could be accessible via ML.[292] Modern ML techniques 

like active learning or reinforcement learning have not yet been applied to the field of AS-ALD. 

The major bottleneck here is the lack of comprehensive and accurate data sets to train reliable 

models on. This is a challenge for experiments as well as computational modeling and should 

ideally be approached together in the future. One important step here is the publication of research 

data associated with computational (and if possible, also with experimental) studies. Data 

availability statements are standard nowadays in most scientific journals. However, the deposition 

of data in publicly available repositories (e.g., Zenodo, NOMAD) is not yet common practice in 

AS-ALD. 

4.4 Modelling spectroscopy 

In many fields of chemistry, the connection between experiment and theory is made via the 

computation of spectroscopic quantities. This is underexplored in AS-ALD at the moment. 

Although several spectroscopic techniques are applied more or less routinely in in-situ 

experiments, modeling this data has rarely been done yet. Deriving infrared (IR) spectra or XPS 

shifts by computation could be a way to provide an assessment of the accuracy of computational 

modeling and a means to predict observables for modeling results. 

4.5 Accuracy  

AS-ALD modeling is nearly exclusively based on DFT computations. It is well-known that these 

efficient ab initio method has limited accuracy.[109] Furthermore, this accuracy can hardly be 

quantified intrinsically (exceptions are intrinsic error estimates in some functionals like 

BEEF-vdW[293]) and requires benchmarking to experimental data. However, these experimental 

data are hardly available. The second option for assessing the accuracy, the comparison to highly 

accurate wavefunction-based methods, is only available for the computation of molecular aspects 

of AS-ALD like the dimerization of precursors.[233] An option not yet well explored in AS-ALD 

modeling is the usage of more modern density functionals (e.g., the B97 family)[294], which 

promise an overall increase in accuracy. Also, the usage of converged computational parameters 

(e.g., basis sets and cluster sizes in cluster-based studies) will add to the increased accuracy of 

computational results. Besides the accuracy of the electronic energy computations, it is also 

necessary to have a look at the accuracy of thermodynamic modeling. For the calculation of Gibbs 

energies, it is important to consider ALD conditions in the derivation of correction terms.[233] 

Moreover, moving beyond the harmonic approximation is a challenging but potentially promising 

avenue here. 
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4.6 Concepts and design strategies 

The question of optimal design strategies for inhibitors and precursors, particularly their 

combination for a given GS/NGS pair, remains unresolved. While some approaches exist, no 

general concept has yet emerged. Future efforts should focus on modeling a broader range of 

systems and critically assessing the factors influencing selectivity. A detailed understanding of 

these systems, such as through electronic structure analysis, is needed to uncover the principles 

governing growth and blocking. Currently, there is no consensus on which blocking mechanisms 

inhibitor-based approaches should prioritize. Both chemical passivation and steric blocking appear 

necessary for effective inhibition, but the optimal balance remains unclear. It is also unknown 

whether inhibitors should target both mechanisms simultaneously or maximize one for a given 

system. Since inhibitor layer decomposition is a key factor in selectivity reduction for AS-ALD, 

further studies are essential in this area. 

4.7 Research questions in AS-ALD 

The chemistry at the interface between GS and NGS, and its implications for selectivity-reducing 

reactions, remains largely unexplored. Similarly, nucleation and overgrowth of SMI layers have 

received limited attention. The targeted removal of inhibitor layers has yet to be addressed through 

computational studies. While molecular layer deposition has been used in an area-selective 

manner,[295] computational modeling offers further opportunities for insights beyond the 

previously discussed use of indicone as an inhibitor layer.[205] Publishing results that do not align 

with experiments could also provide valuable insights into the limitations of current modeling 

approaches, despite challenges in dissemination. For intrinsically selective AS-ALD, the influence 

of precursor dimerization remains unexamined, where differences in the reactivity of monomeric 

and dimeric forms could help distinguish between two surfaces, e.g., one able to open the dimer 

and the other not. The integration of density functional theory (DFT) with kinetic Monte Carlo 

(kMC) simulations is a promising yet unexplored approach. Additionally, while the penetration of 

precursors and inhibitors into self-assembled monolayer (SAM) layers has been briefly addressed, 

comprehensive computational investigations remain lacking. 

4.8 Diffusion 

Recently, the Delabie group showed that differences in surface diffusion can be used to achieve 

area-selective deposition.[296] Thereby, the diffusion length of the precursor is larger on the NGS. 

Hence, the precursor diffuses from the NGS to the GS where it is then deposited. The group applied 

rate-equation mean-field modeling approaches to explain the nucleation and growth in this regime. 

Surface diffusion for selective deposition has also been used by Klement et al. with the help of 

surface modification.[156] Notably, an atomistic picture of surface diffusion is possible using DFT 

or MD methods as has been applied successfully in fields like heterogeneous catalysis.[297] The 

transfer of these methods towards AS-ALD modelling promises to provide a more microscopic 

picture of the precursor-surface interaction that is ultimately responsible for the differences in 

diffusion length, allowing for a fine-tuning of diffusion processes and, thus, selectivity.  

https://doi.org/10.26434/chemrxiv-2024-t2lgq ORCID: https://orcid.org/0000-0002-6759-8559 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-t2lgq
https://orcid.org/0000-0002-6759-8559
https://creativecommons.org/licenses/by/4.0/


 

Page 63 of 87 

5 Conclusion 

Ab initio modelling has left its mark in AS-ALD research already. It provides insights ranging 

from molecular aspects of inhibitor and precursor chemistry over the crucial question of surface 

chemistry determining the selectivity of the ALD process to the derivation of mechanisms and 

design principles. The major workhorse, density functional theory, delivers an efficient and 

accurate account of the essential chemical reactions in AS-ALD, providing thermodynamic and 

kinetic signatures. At the current stage, ab initio modelling is mainly used to explain experimental 

findings and give plausible hypotheses for the observed selectivity and reactivity. In the future, 

modelling will develop further to obtain predictions and insights, inspiring new experiments in 

AS-ALD. To this end, several necessary steps are outlined that require developments on the 

computational side, yet also an even stronger interaction between experimental and computational 

research in the field. It becomes clear that the limits of what computational approaches can deliver 

to the field of AS-ALD are far from being reached. 
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Abbreviations 

General 

ALD  atomic layer deposition 

ALE  atomic layer etching 

AS-ALD area-selective atomic layer deposition 

CVD  chemical vapor deposition 

DDF  dissociated dimer fraction 

EBID  electron-beam induced deposition 

EUV  extreme ultraviolet lithography 

FSAV  fully self-aligned via 

GS  growth surface 

NGS  non-growth surface 

RBO  reactive bridge oxygen 

RQ  research question 

SAM  self-assembled monolayer 

SMI  small molecule inhibitor 

UHV  ultra-high vacuum 

 

Computational methods 

AI  artificial intelligence 

AIM  atoms-in-molecules 

AIMD  ab initio molecular dynamics 
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AO  atomic orbital 

BEP  Bell-Evans-Polanyi principle 

CBS  complete basis set 

CC  coupled cluster 

CFD  computational fluid dynamics 

CI  configuration interaction 

DF  density functional 

DFT  density functional theory 

DLPNO domain localized pair natural orbitals 

EDA  energy decomposition analysis 

ESA  electronic structure analysis 

FE  finite element 

GC  group-contributions 

GGA  generalized gradient approximation 

HF  Hartree Fock 

HPC  high-performance computing 

kMC  kinetic Monte Carlo 

KS  Kohn and Sham 

LCAO  linear combination of atomic orbitals 

LDA  local density approximation 

MC  Monte Carlo 

MD  molecular dynamics 

ML  machine learning 

MLP  machine learning potentials 

MPn  Møller-Plesset perturbation theory of n-th order 

MO  molecular orbital 

PBC  periodic boundary conditions 

pDOS  partial density of states 

pEDA  energy decomposition analysis for extended systems 

QMC  quantum Monte Carlo 

QMDFF quantum mechanically derived force fields 

qq-TST quasi-quantum transition state theory 

QSPR  quantitative structure-property relationships 

RRHO  rigid-rotor harmonic oscillator 

RSA  random sequential adsorption 

SCF  self-consistent field approach 

TST  transition state theory 

 

Ligands/SMIs 

BDEAS  bis(diethylamino)silane 

BDIPADS 1,2-bis(diisopropylamino)disilane 
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DES  diethyl sulfide 

DEZ  diethyl zinc 

DIPAS  di(isopropylamino)silane 

DMADMS  bis(N,N-dimethylamino) dimethylsilane 

DMATMS  (N,N-dimethylamino) trimethylsilane 

DMDMS dimethoxydimethylsilane 

EBECH  (ethylbenzyl)(1-ethyl-1,4-cyclohexadienyl) 

ET   ethanethiol 

HAc  acetic acid 

Hacac   acetylacetone 

Hthd  2,2,6,6-tetramethyl-3,5-heptanedione 

MSA  methylsulfonic acid 

MTMS  methoxytrimethylsilane 

ODPA  octadecylphosphonic acid 

OTDS   octadecyltrichlorosilane 

TBC  tert-butyl chloride 
tbu2DAD 1,4-di-tertbutyl-1,3-diazadiene 

TDMAS tris(dimethylamino)silane 

TMES  trimethoxyethylsilane 

tmhd   bis(2,2,6,6-tetramethyl-3,5-heptanedionato) 

TMMS  trimethoxymethylsilane 

TMPMCT Cp(CH3)5Ti(OMe)3 

TMPS  trimethoxypropylsilane 

TMS  trimethylsilyl 

 

Precursors 

Carish  dicarbonyl-bis(5-methyl-2,4-hexanediketonato)Ru(II) 

DMAI   dimethylaluminum isopropoxide  

EBECHRu (ethylbenzyl)(1-ethyl-1,4-cyclohexadienyl)Ru(0) 

TBTDMT  tert-butylimidotris(dimethylamino) tantulum 

TDMAA  tris(dimethylamino)aluminum 

TDMAHf tetrakis(dimethylamino)hafnium 

TDMAT tetrakis(dimethylamino)titan 

TEA  triethylaluminum 

TEMAZ Zr[N(C2H5CH3)]4 

TMA   trimethylaluminum 

T-Rudic Ru2{μ2-η3-N(tBu)−C(H)−C(iPr)}(CO)6 

TRuST  tricarbonyl trimethylenemethane ruthenium 

 

Spectroscopy 

AES  Auger electron spectroscopy 

EDS  energy-dispersive X-ray spectroscopy 

FE-SEM field emission electron microscopy 

FTIR   Fourier-transform infrared spectroscopy 

GIWAXS grazing incidence wide angle X-ray scattering 

IR  infrared spectroscopy 
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QCM  quartz crystal microbalance  

QMS   quadrupole mass spectroscopy 

RBS  Rutherford backscattering spectroscopy 

SE  spectroscopy ellipsometry 

TEM  transmission Electron Microscopy 

WCA   water contact angle 

XPS  X-ray photoelectron spectroscopy 

 

Computational Codes 

AMS  Amsterdam Modelling Suite 

G03  Gaussian03 

G16  Gaussian16 

G98  Gaussian98 

PWscf  Plane-wave self-consistent field 

QE  Quantum Espresso 

VASP  Vienna Ab Initio Simulation Package 
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