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Abstract

Enzymatic hydride transfer reactions play a crucial role in numerous metabolic

pathways, yet their accurate computational modeling remains challenging due to the

trade-off between accuracy and computational efficiency. Ideally, molecular dynam-

ics simulations should sample all enzyme configurations along the reaction path using

post Hartree-Fock or DFT QM/MM electrostatic embedding methods, but these are

computationally expensive. Here, we introduce a simple approach to improve the third-

order density functional tight binding (DFTB3) semi-empirical method to model hy-

dride transfer reactions in enzymes. We identified deficiencies in DFTB3’s description
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of the potential energy surface for the hydride transfer step in Crotonyl-CoA Car-

boxylase/Reductase (Ccr) and developed a systematic methodology to address these

limitations. Our approach involves modifying DFTB3’s repulsive potential functions

using linear combinations of harmonic functions, guided by analysis of C-H and C-C

distance distributions along the reaction path. The optimized DFTB3 Hamiltonian sig-

nificantly improved the description of the hydride transfer reaction in Ccr, reproducing

the reference DFT activation barrier within 0.1 kcal/mol. We also addressed the trans-

ferability of our method by applying it to another hydride transfer reaction bearing the

1,4-dihydropyridine motif but exhibiting distinct structural features of the reactant , as

well as the hydride transfer reaction in Dihydrofolate Reductase (DHFR). In both cases

our adapted DFTB3 Hamiltonian correctly reproduced the DFT reference and experi-

mentally observed activation barriers. The low computational cost and transferability

of our method will enable more accurate and efficient QM/MM molecular dynamics

simulations of hydride transfer reactions, potentially accelerating research in enzyme

engineering and drug design.

Introduction

Enzymatic reactions play a fundamental role in biochemical processes, and the study of

their mechanisms is of significant interest in biochemistry and computational biology. Un-

derstanding the intricate details of these reactions is crucial for gaining insights into enzy-

matic activity and for developing applications in biotechnology and drug design. Among

enzymatic processes, hydride transfer reactions are of particular importance due to their

involvement in numerous metabolic pathways. These reactions, often catalyzed by enzymes

like NAD(P)H-dependent oxidoreductases,1,2 play a vital role in maintaining cellular energy

balance and enabling complex biochemical transformations. Their mechanisms have inspired

the design of new biomimetic compounds with potential applications in green chemistry and

drug manufacturing.3–5 Possibly the most clear example of exploiting hydride transfer reac-
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tions in biocatalysis is the use of ene-reductases for asymmetric reduction of activated C=C

bonds in both synthetic and industrial applications.6–8

Quantum mechanics / molecular mechanics (QM/MM) methods are widely employed

for modeling enzymatic reaction mechanisms,9,10 including hydride transfer reactions.11–17

The dynamic nature of enzymes, characterized by flexibility and numerous degrees of free-

dom, necessitates thorough exploration of the conformational space, presenting challenges in

navigating complex potential energy surfaces.18 To address this, molecular dynamics simu-

lations (MD) employing a hybrid QM/MM Hamiltonian are commonly utilized. To enhance

computational efficiency, these simulations often rely on semiempirical methods, which can

be significantly faster—up to three orders of magnitude—than their DFT counterparts.19

However, the use of semiempirical methods introduces a potential drawback, as they may

exhibit inaccuracies in describing diverse chemical processes. A common approach to over-

coming this challenge is to perform a careful parametrization of the semiempirical method

for the reaction of interest, where neglect of diatomic differential overlap (NDDO)-based

methods with specific reaction parameters are common examples.20,21 One example is the re-

parametrization of the AM1 semiempirical method to describe the hydride transfer reaction

in the enzyme dihydrofolate reductase (DHFR).12 However, problems with its transferability

to other hydride transfer reactions have been observed.22

Among the available semiempirical Hamiltonians, the self-consistent charge density func-

tional tight-binding (SCC-DFTB) method23 has demonstrated good performance in enzyme-

catalyzed reaction benchmarking studies, outperforming methods like AM1 and PM3 in

overall reaction energies; however, there have also been notable cases where SCC-DFTB

falls short.24 As a significant improvement, the third-order density functional tight-binding

method (DFTB3) was developed.25 DFTB3 has proven to be more robust as an alternative

to its predecessor, providing reliable energetics and geometries for a wide range of chemical

systems.26 Aiming to improve the performance of DFTB3 for specific reactions, element-

specific parameterizations for magnesium, zinc, copper, and others have been reported,27–29

3

https://doi.org/10.26434/chemrxiv-2024-kkwwg-v2 ORCID: https://orcid.org/0000-0002-4941-6619 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-kkwwg-v2
https://orcid.org/0000-0002-4941-6619
https://creativecommons.org/licenses/by/4.0/


with a particular focus on their use in enzymatic systems. Addressing DFTB3 limitations

often involves re-parametrizing the repulsive potentials (RPs). In the density functional tight

binding (DFTB) theory, the RPs hold a critical role, encompassing necessary corrections to

faithfully reproduce target DFT results.30 Serving as a key adjustable parameter, RPs have

been generated using several methods to better reproduce chemical properties,29,31–34 with

recent advancements incorporating machine learning techniques.35–37

In this study, our goal was to create a new parameterization of RPs tailored for describing

hydride transfer reactions, with a potential application to NAD(P)H-dependent oxidoreduc-

tases. To the best of our knowledge, there is no systematic study showing the performance

of DFTB3 for hydride transfer reactions in enzymatic systems. We selected Crotonyl-CoA

Carboxylase/Reductase (Ccr),38 a unique enzyme class within the medium chain dehydroge-

nase/reductase superfamily, as our model system. Ccr is one of the most efficient CO2-fixing

enzymes and has already been included in synthetic CO2 fixation pathways.39,40 Ccr cat-

alyzes the reductive carboxylation of the substrate crotonyl-CoA to form the carboxylated

product (2S)-ethylmalonyl-CoA as shown in Figure 1. Upon absence of CO2 in the active

site, a reduced side product can be formed which would cause reduction in catalytic effi-

ciency. After the initial hydride transfer step and formation of an enolate intermediate, the

enzyme can promote the formation of a covalent adduct (C2 adduct). The latter has been

proposed to enhance catalytic efficiency by "storing" the reactive enolate in a more stable

intermediate.41

This study aims to improve the accuracy and applicability of DFTB3 for investigating

enzymatic hydride transfer reactions, with a focus on Ccr’s catalytic process. The proposed

modifications hold the potential to be applied to a wide range of hydride transfer reactions.

We also propose a rather simple approach to find relevant regions where the RPs can be

modified. Due to the low computational cost of semiempirical methods, an improved de-

scription of hydride transfer reactions in biochemical contexts can advance our understanding

of enzymatic mechanisms and contribute in areas of enzyme engineering, protein and drug
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Figure 1: Ccr’s characterized catalytic pathways. Highlighted in a red square is the hydride
transfer step creating the reactive enolate intermediate.

design.

Methodology

Improvements of the DFTB3 Hamiltonian

In this subsection, we delve into the application of DFTB methods, particularly DFTB3,

to model the intricate details of the system under investigation. We begin by laying out a

concise overview of its theoretical foundation and computational principles, with a special

focus on the Repulsive Potential (RP) terms.

Theoretical Basis

DFTB3 belongs to the family of tight-binding (TB) methods, which approximate the elec-

tronic structure of a system by using limited atomic orbital (AO) basis-set representation.30

However, unlike conventional TB methods, DFTB3 integrates principles from Density Func-

tional Theory (DFT) through a self-consistent field cycle, allowing a more accurate descrip-

tion of various chemical phenomena. The energy functional encompasses terms of electronic
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contributions (EH0, Eγ, and EΓ) and the element specific pairwise RPs (Erep):

EDFTB3 =EH0 + Eγ + EΓ + Erep

=
∑
iab

∑
µ∈a

∑
ν∈b

nicµicνiH
0
µν +

1

2

∑
ab

∆qa∆qbγab

+
1

3

∑
ab

∆q2a∆qbΓab +
1

2

∑
ab

V rep
ab (rab)

(1)

where: EH0 =
∑

iab

∑
µ∈a

∑
ν∈b nicµicνiH

0
µν is the electronic term of first order and represents

the energy contribution from an atomic orbital Hamiltonian depending only on the reference

density. The electronic term of second order Eγ = 1
2

∑
ab∆qa∆qbγab models the coulombic

interactions between the net charges at atoms a (∆qa) and b (∆qb), being γab a function that

yields the Hubbard parameter when a = b (γaa = Ua, the on-site self-repulsion) and 1/rab

for large distances rab (pure coulombic interactions between the charges ∆qa and ∆qb). The

electronic term of third order EΓ = 1
3

∑
ab∆q2a∆qbΓab accounts for the derivative of the γ

function with respect to charge (Γab =
∂γab
∂qa

∣∣∣
q0a

), which significantly improves the description

of charged systems by allowing DFTB3 to capture dynamic charge responses and enhance

electrostatics. Finally, the repulsive energy contribution is approximated as the sum of the

short-ranged two-center potentials Erep = 1
2

∑
ab V

rep
ab (rab), only depending on the interatomic

distances rab.

In DFTB parameterization, the repulsive potential function (RPF) for a specific pair of

atoms, denoted as a and b, represented as V rep
ab (rab), is characterized by a differentiable curve.

This curve is partitioned into segments through the application of an exponential decay

function, subsequently followed by the incorporation of fourth-order polynomials (spline).
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The RPFs are formally represented as:

V rep(r) =


S0(r) = αeβr+γ ∀ r ∈ [0, r1),

Si(r) =
∑4

k=0 ak,i(r − ri)
k ∀ r ∈ [ri, ri+1), i = 1, 2, . . . , n

0 ∀ r ∈ [rn+1,∞),

(2)

where: the coefficients α, β, γ, and ak,i, are the parameters to be fitted for a given set of

spline curve interval boundaries ri. For interatomic distances close to 0Å, the RPF (as S0(r))

would raise, considerably increasing the potential energy of the system, while for distances

larger or equal than a certain cutoff (r ≥ rn+1) it will be zero.

The large number of parameters in the RPFs offers a mechanism for fine-tuning DFTB3’s

performance, enabling it to more accurately capture specific physical processes that might

be deficient in its available parameterizations. However, caution is warranted when utilizing

this flexibility. Over-fitting to a specific dataset can compromise transferability to other

systems or conditions, potentially limiting the model’s broader applicability. Additionally,

any modifications to the RPFs should align with established physical principles to maintain

the model’s reliability. To ensure the efficacy and robustness of fitted RPFs, it is crucial to

conduct thorough validation against independent data, thereby assessing both their accuracy

and predictive power.

Improving DFTB3

While DFTB3 offers a valuable tool for simulating diverse chemical systems, its inherent

approximations sometimes limit its accuracy. This subsection details our proposed method-

ology to refine the repulsive potential terms within DFTB3, specifically targeting the hydride

transfer step in Ccr’s catalytic mechanism proposed in the literature.

Identifying deficiencies in the potential energy surface (PES) description. Our

initial step involved analyzing the deficiencies in DFTB3’s description of the PES for the hy-
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dride transfer step (see Figure 1 and further discussion in "Results and discussions" section).

This process involved the optimization of the transition state (TS) at the M06-2X/def2-

TZVP level theory in vacuum, followed by IRC calculations at the same level of theory

to map the reaction pathway and identify discrepancies with the DFTB3-predicted energy

profile on DFT geometries.

C-H and C-C Distance Distributions. By examining the distributions of C-H and

C-C distances around the reactants, TS and products geometries, we gained insights into

the regions where the repulsive potential terms exerted the most significant influence on the

total energy. This analysis allowed to tailor these terms within specific intervals relevant

to correct C-H and C-C RPFs to approximate DFTB3’s potential energy profiles on the

reaction mechanism to DFT energies at the M06-2X/def2-TZVP level of theory.

Modifying the RPFs. Considering the observed distance distributions, we opted to

modify the C-H and C-C RPFs represented by cubic splines. Our approach consisted in

adding linear combinations of harmonic functions (LCHFs) bounded within the target in-

tervals and with amplitudes of our choice to the original RPFs. Similarly, we also tested

linear combinations of Gaussian functions (LCGFs) as alternative (see the definition in the

SI), similar to previous studies,42,43 (see Figure 2). However, LCHFs strategy showed more

accurate fit. The LCHFs are highly versatile, allowing for precise adjustments even in over-

lapping intervals. This enabled us to fine-tune the RPs without introducing abrupt changes

in their shape. On the other hand, the LCHFs can be readily confined to specific intervals

with precise control over their boundaries, ensuring targeted modifications aligned with the

C-H and C-C distance distributions. Unlike LCGFs, which tend to be highly localized around

their central points, LCHFs exhibit a broader spatial distribution, facilitating smoother ad-

justments across the desired intervals.
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Formally, the harmonic functions (HF) proposed in this work are defined as:

HF (r, lb, hb,∆E) =


0 ∀ r ∈ (−∞, lb] ∪ [hb,∞),

∆E
2

(
sin

(
2π

(hb−lb)
r − (hb+3lb)π

2(hb−lb)

)
+ 1.0

)
∀ r ∈ (lb, hb),

(3)

where: ∆E is the maximum value at the center of the objective interval (lb, hb). For every

objective interval, we construct a LCHFs by adding two HFs with ∆E values of opposite sign,

where the one with the lower absolute value has its boundaries equidistant from the outer

boundaries of the other by a small magnitude (∼ 0.05Å). While the HFs have the absolute

values of their maximum at the center of the inner and outer intervals, the maximum of their

sum will be the difference between their respective ∆E values. The same approximation was

applied to obtain the tested LCGFs (see the GFs’ definition in the SI). As an example, for

the objective interval (1.20Å, 2.60Å) and ∆E of 2.0 kcal/mol, the curves plotted in Figure 2

are defined as:

HF (r) = HF (r, lb=1.20, hb=2.60,∆E=2.0) (4)

LCHF (r) = HF (r, 1.20, 2.60, 6.0) +HF (r, 1.25, 2.55,−4.0) (5)

GF (r) = GF (r, lb=1.20, hb=2.60,∆E=2.0,w=1E−5) (6)

LCGF (r) = GF (r, 1.20, 2.60, 6.0, 10−5) +GF (r, 1.25, 2.55,−4.0, 10−5) (7)

Optimization of LCHFs’ parameters. By determining the target intervals and taking

into account the properties of the LCHFs, we iteratively refined the parameter values until

the resulting potential energy profiles closely matched the high-level DFT reference data.

This simple optimization procedure minimizes the need for complex algorithms, making it

readily applicable to diverse systems.
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Figure 2: Visualization of LCHFs versus LCGFs. The plots depict four curves defined
between 1.20 and 2.60 Å with a maximum of 2 kcal/mol at 1.9 Å, showing how LCHFs
(orange line) offer greater flexibility and control of the dispersion of the curves over the
objective interval compared to LCGFs (green line). LCGFs decrease immediately, being
more localized around the center of the interval than LCHFs. We also plot a Gaussian
function (line in blue) and a harmonic (line in red) as baselines to assess the magnitude of
the corrections made by using the linear combinations instead of simply the basic functions
in each case, respectively.

Computational Methods

Benchmark of density functionals and basis sets

A model system was defined consisting of the ribose-nicotinamide portion of NADP(H),

and the thioester fraction of the crotonyl-CoA substrate. A preliminary transition struc-

ture was sought using the autodE software44 at the PBE0/def2-SVP level of theory. This

transition structure (TS) was optimized in vacuo at the M06-2X/def2-TZVP level using

the software Gaussian 16.45 The presence of an imaginary frequency corresponding to the

hydride transfer was verified. The reaction coordinate was followed in vacuo at the same

level of theory, leading to configurations of the reactant (reduced nicotinamide configura-

tion) and product (enolate-type configuration). The geometries of these endpoints plus the

TS were extracted, and their energy evaluated using different methods and basis sets. For

the density functionals, calculations with the D3 dispersion correction46 were also included.

To evaluate the performance of these DFT methods, explicitly correlated and local wave-
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function methods were employed using the software Molpro,47–49 along with cc-pVXZ-F12

(X=D,T) correlation-consistent basis sets to determine the energy of each of the optimized

states.50 Density fitting was utilized for all energy computations. Highly accurate energies

were obtained using the composite method:

∆Ecomp = ∆E(MP2-F12/VTZ-F12) + ∆ECC(VDZ-F12) (8)

where:

∆ECC(VDZ) = E(LCCSD(T)-F12/VDZ-F12)− E(LMP2/VDZ-F12) (9)

The calculated values served as reference energies to evaluate the performance of multiple

functionals/basis sets combinations.

System preparation and reaction setup

The computational models of Ccr were constructed based on the crystal structure of the

ternary complex of K. setae Ccr (KsCcr, PDB ID: 6NA4) and representative structures from

previous work.41 This complex displays a tetrameric arrangement, organized as a dimer of

dimers. Each dimer comprises one closed and one open subunit (designated as subunits A/C

and B/D), with the closed subunits representing the catalytically active form of the enzyme

(subunits A and B). Each subunit includes a NADPH cofactor, with the closed subunits

also containing the substrate analogue butyryl-CoA. Details regarding system preparation,

parametrization, and initial equilibration of the system are documented in previous work.41

Representative structures of reactants and the enolate intermediate from a converged string

simulation, describing the direct mechanism, were used to model the hydride transfer re-

action. These two states served as the start and end points for the subsequent reaction

modeling studies discussed below.
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QM/MM MD simulations and minimum free energy path calculations

Ccr’s QM region was reduced compared to our previous study41 as the carboxylation reaction

was not studied, making it comparable to the model used in the initial benchmark calcula-

tions (see Figure 3). The link atom approach, as implemented in the sander program of the

AmberTools18 suite,51 was employed to saturate missing valences at the QM/MM interface,

summing to a total of 48 QM atoms (two link atoms). Initial QM/MM MD simulations were

performed in sander using the DFTB3 semiempirical method’s (3OB-3-1 parameter set),26,29

while the MM region was treated with the CHARMM36 force field and parameters derived

for NADPH cofactor and crotonyl-CoA substrate.41

Figure 3: Representation of the QM region and the employed collective variables used in the
ASM method to describe the hydride transfer reaction in Ccr.

The adaptive string method (ASM)52 was used to study the hydride transfer reaction

in Ccr. Our implementation of the ASM approach in sander has been used extensively for

the study of several enzymatic reactions.41,53–56 This allows finding the minimum free energy

path (MFEP) between two states, in this case, the reactants and the enolate intermediate,

within a space of collective variables (see Figure 3) and generating the final free energy pro-

file for the reaction under study. An initial path was constructed by linear interpolation of

collective variable (CV) values between structures of the reactants and the enolate. This

path was discretized into 60 nodes, with each node undergoing an independent QM/MM

MD simulation. Node positions are continuously reparametrized to keep them equidistant,

evolving through regions of lower free energy until converging to the MFEP. The obtained
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MFEP is used to generate a path CV (s reaction coordinate) on which all relevant configu-

rational space is sampled by means of Umbrella Sampling (US) simulations.57 Final PMFs

were generated using the Weighted Histogram Analysis Method (WHAM).58

Selection and validation of DFTB3’s modified parameter sets

During the optimization of the LCHFs’ parameters (lb, hb, and ∆E), we determined the

objective intervals and the respective values of ∆E with the highest impact on correcting

DFTB3’s deficiencies on describing the PES along the IRC profile obtained at the M06-

2X/def2-TZVP level of theory. For each DFTB3 parameter set including a modified version

of C-C and/or C-H RPs, we performed single-point calculations on the IRC geometries

at DFTB3 level and evaluated the performance of the corrections taking as reference the

energies at the M06-2X/def2-TZVP level of theory. Once we determined a few groups of

modified parameters significantly improving DFTB3 Hamiltonian for describing the IRC re-

action path, we carried out tests through QM/MM restrained geometry optimizations along

the antisymmetric coordinate for the hydride transfer reaction at the DFTB3/CHARMM36

level of theory. To evaluate and select the best parameter sets, we computed single-point cal-

culations on DFTB3’s optimized geometries at the M06-2X/def2-TZVP/CHARMM36 level

of theory, in this way we could compare the semiempirical and DFT energy profiles.

The validation of the selected sets of DFTB3 parameters was finally completed through

free energy calculations using the ASM approach. In the case of the potential of mean force

(PMF) profiles obtained at the DFTB3/CHARMM36 level with modified parameters, correc-

tions were made at the M06-2X/def2-TZVP/CHARMM36 level, as we report in our previous

work,59 to evaluate the new DFTB3 parameter sets’ performance in the predictions of the free

energy surface (FES). Full free energy calculations at the M06-2X/def2-SVP/CHARMM36

level were also carried out and served as energetic and structural reference to the semiem-

pirical calculations described above.
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Results and discussion

In our previous study of the hydride transfer step in Ccr,41 we observed a severe underesti-

mation of the free energy barrier in the reductive carboxylation mechanism when employing

QM/MM MD simulations with the DFTB3 method and the 3OB-3-1 parameters set, which

required correction at a higher level of theory. In this study, we recalculated the free energy

profile for this step using a smaller QM region (see Figure 4), observing a similar behavior,

which we also corrected using single-point calculations at the DFT level. To address these

shortcomings and enhance the predictive accuracy of DFTB3 for studying Ccr’s hydride

transfer without relying on a posteriori corrections, we developed an approach based on the

analysis of structural changes along the reaction path to guide the fitting process of the RPs.

Our strategy involves the introduction of harmonic functions to modify the C-H and C-C

RPs in DFTB3. This simple yet effective modification aims to improve the representation

of bond-breaking and bond-forming events during the hydride transfer, thereby improving

the energetic description of the reaction.

Figure 4: Free energy profile along the reaction coordinate obtained from the adaptive string
method (ASM) computed at DFTB3/CHARMM36 level of theory (in blue) and its corrected
version at the M06-2X/def2-TZVP/CHARMM36 level of theory (in red).

We validated the effectiveness of our proposed modifications by performing QM/MM

molecular dynamics simulations at the M06-2X/def2-SVP/CHARMM36 level of theory.

These calculations served as a reference for the accuracy and reliability of our modified
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DFTB3 RPs. Additionally, we applied the modified RPs to the well-known Dihydrofolate

Reductase (DHFR) enzyme where they significantly improved the predicted free energy bar-

rier compared to the original DFTB3 parameters. As a final test, the new parametrization

was tested in a small system bearing the 1,4-dihydropyridine core motif of NAD(P)H and

using benzyne as a substrate, where it corrected the energy profile provided by the original

DFTB3 Hamiltonian, showing the transferability of the new parameters.

Analysis of DFTB3 deficiencies in describing the hydride transfer

step in Ccr

To disclose the origin of the deficiencies in correctly describing the hydride transfer reaction

by the DFTB3 Hamiltonian, we optimized the transition state at the M06-2X/def2-TZVP

level of theory in vacuum. Then, we calculated the activation barrier using different DFT

functionals and post-HF methods to validate an accurate and computationally efficient elec-

tronic structure method (see Table S1 in the Supporting information). The benchmark

evidences that the M06-2X functional in combination with the def2-TZVP basis set describe

the potential energy difference between reactants and transition state accurately as well as

the potential energy difference to the enolate, the product of the hydride transfer reaction.

With the validated reference electronic structure method, we followed the intrinsic reaction

path from the transition state to the reactant and the enolate as shown in Figure 5A (curve

in blue). When we calculated the potential energy with the DFTB3 Hamiltonian on the

same structures along the reaction path, significant deviations appeared at the transition

state (see the orange curve at Figure 5A). Moreover, the DFTB3 Hamiltonian presented

a local minimum on the potential energy surface close to the transition state instead of a

maximum.

At the transition state of the hydride transfer reaction studied at the M06-2X/def2-TZVP

level of theory, the two carbon atoms approach each other to 2.70 Å leaving the hydrogen

atom at 1.47 Å from the donor and 1.27 Å from the acceptor. To analyze the contributions
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Figure 5: A) Comparison between the minimum energy path along the intrinsic reaction co-
ordinate obtained at the M06-2X/def2-TZVP level (curve in blue) of theory and the DFTB3
potential energy for the same molecular geometries (curve in orange). The reactants, TS
and enolate states are highlighted as a reference. The local minimum of DFTB3 close to the
transition state is explained by the contribution of the RPs to the total DFTB3 Hamiltonian:
B) the C-H RPs, C) the C-C RPs, and D) the sum of C-H and C-C RPs.
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of the RPFs’ along the reaction path, we show their individual contributions to the potential

energy provided by all C-H and C-C atom pairs, respectively, as well as the sum of both for

each structure along the IRC path in Figure 5B-D. Interestingly, the observed local minimum

close to the TS in DFTB3’s PES in Figure 5A coincides with the minima observed in the

C-H and C-C total potential energies as well as their sum. We concluded that the DFTB3

Hamiltonian’s deficiency to describe the hydride transfer reaction relies mostly in both RPs.

We hypothesized that this anomalous behavior comes from not considering structures with

stretched C-H bonds in the original fitting process of the 3OB-3-1 parameter set derivation.26

To elucidate the origin of the total potential energy provided by the repulsive potential

functions (RPFs) between C-H or C-C pairs, we show the individual RPFs for each C-H and

C-C atom pairs as implemented in the DFTB3 Hamiltonian (3OB-3-1 set of parameters) in

Figures 6A and 6B, respectively. Although both potentials are repulsive at short distances,

they present attractive regions at distances larger than 1.95 Å for C-H and 2.95 Å for C-C,

reaching zero around the 3.5 Å and 4.5 Å, respectively. To examine the changes in these

distances along the IRC path, we compared the C-C and C-H distance distributions of all

C-C and C-H pair atoms for the reactants and TS in Figures 6C and 6D. This comparison

allowed us to determine which distance intervals are more frequently occupied at the TS

compared to the reactants. As the reaction progresses to the transition state, the NADPH

ring moves closer to the substrate to transfer the hydride from C4 to Cβ (see Figure 6E).

This reduces the C-H and C-C distances, shifting populations towards the attractive regions

of the RPFs, specifically within 2.1-2.7 Å and 2.9-3.2 Å for C-H, and 2.9-3.4 Å for C-C

pairs. To address DFTB3’s shortcomings in modeling hydride transfer reactions, one could

consider adjusting the attractive regions of the C-H and C-C RPFs to be more repulsive.

Meanwhile, the C-H distances ranging from 1.0-2.0 Å displayed the anticipated changes due

to the hydride transfer from C4 to Cβ (refer to Figure 6C). Altering the RPFs for the lower

end of this C-H distance range might impact the characterization of all C-H bonds in the
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system, potentially introducing large errors in the description of C-H interactions.

We also analyzed changes in distance distributions between reactant and the enolate

(see Figure S1). The changes in the attractive region of the C-H distance distributions were

similar. However, the population increase in the range between 2.9-3.2 Å was more moderate

(see Figure S1B), which allowed us to modify the RPFs differentiating the corrections in the

TS and the enolate region. Furthermore, the C-C distance distributions in the range 2.3-2.7

Å showed different patterns among the reactants, TS and enolate geometries (see Figures

6D and S1D), making this a target region for adjusting the relative energies among these

stationary states.

Figure 6: Analysis of DFTB3’s C-H and C-C RPs: The repulsive potential functions (RPFs)
are depicted for: A) C-H and B) C-C atom pairs. In C) and D) the C-H and C-C atom pair
distance distributions for the reactants are compared to the TS geometry for Ccr’s hydride
transfer reaction. To facilitate the comprehension of the distance distributions represented
in C) and D), in E) the structures of the reactants and TS are shown, with labels at the
reactive H4 hydrogen (white), the donor C4 and acceptor Cβ carbons (cyan) (oxygen atoms
are shown in red, nitrogen blue and sulfur in yellow) .
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Adjusting DFTB3’s C-H and C-C RPs significantly improves the

energetics of the hydride transfer reaction in Ccr

Based on the previous analysis of the C-H and C-C distance distributions of the reactant,

transition state and enolate intermediate, we added local combination of harmonic functions

(LCHFs) to the C-H and C-C RPFs contained in the 3OB-3-1 parametrization of the DFTB3

Hamiltonian to correct its deficiencies.

Our first objective was to make the attractive region of the C-H RPF’s more repulsive,

specifically the intervals between 2.1-2.7 Å and 2.9-3.2 Å shown in Figure 7A. For each

tested configuration of the LCHFs, labeled as CH_X (with X=1 to 9; see Figure 7A and Ta-

ble S2 for more details), we recalculated the potential energy along the reaction path for the

modified DFTB3 Hamiltonian. As shown in Figure 7B, the addition of harmonic functions

eliminates the local minimum at the transition state, approximating the activation barrier

to the reference DFT method.

Although the activation barrier was significantly improved with the added harmonic

functions to the C-H RPF’s, the energy difference between the enolate intermediate and the

reactant still deviated significantly from the reference M06-2X value (Figure 7B). Thus, we

turned our focus to adjusting the C-C repulsive potential to achieve this effect. We added

LCHFs on the C-C pair RPFs testing different combination of LCHFs for C-H RPF’s that

best reproduced the activation barrier. Figure 7C shows the C-C RPF (curve in green) and

its step-wise modified versions as CC_X (with X=1,3,5,7,9; see Table S2 for more details).

Following the analysis on C-C pairs distance distributions in the above section, we increased

the repulsion in the C-C RPF’s attractive region in a range including the interval 2.9-3.4 Å,

combined with the reduction in the interval 2.3-2.7 Å. The modifications to the C-H and

C-C RPFs are not independent, as they both influence the description of the transition state.

While reducing the C-C RPF in the range 2.3-2.7 Å could potentially decrease the repulsion

between C4 and Cβ near the TS, this effect is moderated by the modifications made to
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the C-H RPFs. Therefore, we focused on finding the optimal combination of C-H and C-C

RPF modifications that would improve the overall energetics of the reaction, that is the

relative energies between the reactant, transition state, and enolate intermediate. Among

the possible combinations of the modified RPFs for C-H and C-C pairwise distances, we

found that the configurations combining CH_4 with CC_1 to CC_9 were the ones showing

more agreement in the potential energy profiles for the IRC geometries between the corrected

DFTB3 and M06-2X/def2-TZVP Hamiltonians (see Figure 7D).

Figure 7: Step-wise corrections to DFTB3’s RPFs for A) C-H and C) C-C pairs. The
representations of the corrections to DFTB3’s Hamiltonian along the IRC’s reaction path are
shown for the addition of LCHFs to C-H and C-C RPFs. In B) are represented the corrected
DFTB3 profiles for the modified C-H RPFs. In D) are represented the corrected DFTB3
profiles obtained from the combination of one configuration of C-H RPF’s modification from
C) and the addition of LCHFs to C-C RPFs. As a reference in C) and D), is represented the
IRC profile obtained at the M06-2X/def2-TZVP level of theory (curve in blue).
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Validation of the improved DFTB3 Hamiltonian using QM/MM sim-

ulations in Ccr

To evaluate the improved DFTB3 Hamiltonian in a more realistic model of the enzymatic

environment, we conducted constrained QM/MM geometry optimizations along the reaction

coordinate for the hydride transfer reaction using a complete solvated model of the Ccr en-

zyme. We compared the results of various parameterizations at the DFTB3/CHARMM36

level with single-point calculations at the M06-2X/def2-TZVP/CHARMM36 level. Our cal-

culations showed that, while the different C-H parameterizations agree in addressing the

severe energy underestimation at the TS region in the QM/MM model, the CH_4 modifi-

cation provided a better estimate of the activation energy compared to the DFT-corrected

energy profile (see Figure S2). As expected, modifying the C-H RPFs does not correct the

underestimation in the reaction energy as evidenced before by the IRC calculations. We then

tested different combinations of the CH_4 parametrization with CC RPF’s modifications,

and while we were not able to fully correct the reaction energy compared to the reference

calculations, we found that the combination of LCHFs CH_4 with CC_3 provided the most

significant improvement in describing the activation barrier (see Figure S3), as discussed

earlier for the IRC profile.

With the optimized C-H and C-C pair potentials we then calculated the free energy profile

of the hydride transfer reaction in the Ccr enzyme using the modified DFTB3/CHARMM36

Hamiltonian. As reference, we carried out QM/MM molecular dynamics simulations with the

adaptive string method at the M06-2X/def2-SVP/CHARMM36 level of theory. Figure 8 de-

picts the comparison between both free energy profiles (black and blue curves), as well as the

corrected one by means of single point calculations at the M06-2X/def2-TZVP/CHARMM36

level of theory (curve in red). The new DFTB3 Hamiltonian (curve in blue) reproduces the

reference activation barrier (curve in black) within 0.1 kcal/mol, anticipating the transition

state along the reaction path. This result is validated by the DFT-based corrections on the
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optimized DFTB3 profile, with a barrier of only 1.5 kcal/mol higher (see Figure 8), while at

the enolate region the energies were up to 8.8 kcal/mol higher. Here, it is worth to mention

that these deviations are similar to the ones in the QM/MM potential energy profiles (see

Figure S3). On the other hand, the corrected profile in red showed good agreement with the

profile obtained at the M06-2X/def2-SVP/CHARMM36 level of theory. The disagreements

in these results could be explained by slight differences in geometries. As shown in Figure S4,

although the geometries at the transition state were improved by the modifications made to

the original DFTB3’s RPFs (see the green curve in Figure S4), they still reproduce slightly

shorter donor-acceptor C-C distances (CV3, Figure 3) compared to reference M06-2X/def2-

SVP geometries.

As mentioned above, the main energy difference between the modified DFTB3 Hamilto-

nian and the DFT reference is observed for the formed enolate after passing the transition

state. It is possible that the nature of the DFTB3 Hamiltonian is not able to describe the

NADP+ and enolate correctly, as they involve considerably charge separation. This has been

reported to be a challenge for DFTB3 due to the use of a minimal basis sets, which signifi-

cantly underestimates polarizability.25 Modifications to include a larger basis set are beyond

the scope of this work. However, this error can be easily corrected by adding a correction

accounting for the difference in the electronic energy at higher DFT level.

The modified DFTB3 parameters are transferable to other hydride

transfer reactions

A desired quality of a system-specific parametrization when using semiempirical Hamilto-

nians is that it can be transferable to other systems to describe similar chemical reactions.

Thus, we evaluated the new CH_4_CC_3 parametrization on a small model system used

to study hydride transfer reactions in organic chemistry, where the substrate exhibits dis-

tinct structural features compared to Ccr’s substrate (see Figure S5A in the SI). This model
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Figure 8: Comparison of the free energy profiles and activation barriers, obtained at the
DFTB3_CH_4_CC_3/CHARMM36 (curve in blue) and M06-2X/def2-SVP/CHARMM36
(curve in black) levels of theory, for the hydride transfer reaction in the Ccr enzyme. In red is
represented the corrected profile for the DFTB3_CH_4_CC_3/CHARMM36 Hamiltonian
at the M06-2X/def2-TZVP/CHARMM36 level of theory.

involves a reaction between a derivative of 1,4-dihydropyridine, specifically diethyl-1,2,6-

trimethyl-1,4-dihydropyridine-3,5-dicarboxylate (a member of the Hantzsch ester family),

and the substrate benzyne.60 The system was chosen for two main reasons: first, due to

its structural similarities to NAD(P)H, where the 1,4-dihydropyridine ring represents the

core of the molecule; and second, because it features distinct structural elements, such as an

unsaturated substrate (benzyne) that is sufficiently different from crotonyl-CoA in Ccr. Our

calculations reveal that the original DFTB3 parametrization also yields a severe underesti-

mation of the barrier and the creation of a fictitious minimum near the transition state (TS).

The new parametrization of the RPs resolves this issue, yielding a barrier height that closely

matches DFT results (see Figure S5B and the Supporting Information for further details).

As a final test, we evaluated the transferability of our improved DFTB3 Hamiltonian to

the hydride transfer reaction catalyzed by the Dihydrofolate Reductase (DHFR) enzyme.

DHFR has become a model system for enzyme-catalyzed reactions,61–70 making it an excel-

lent choice for evaluating the new parametrization. QM/MM molecular dynamics simula-

tions were carried out using the ASM at the DFTB3/CHARMM36 level of theory for the
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original and optimized DFTB3 Hamiltonian. Figure 9 shows details on the reaction and

ASM setup, as well as the free energy profiles obtained at the DFTB3/CHARMM36 level

of theory (curves in blue) and the correction made using the Hamiltonian M06-2X/def2-

TZVP/CHARMM36 on DFTB3 geometries (curve in red in Figure 9B). Similar to the case

of Ccr, the free energy profile generated using DFTB3 with original 3OB-3-1 parameters

severely underestimated the activation barrier and showed a minimum at the TS region,

as evidenced by the corrections at higher level (see the blue and red curves in Figure 9B).

On the other hand, our improved DFTB3 Hamiltonian (curve in blue in Figure 9C) pro-

vided an activation free energy of 16.8 kcal/mol that was in perfect agreement with previous

theoretical reports for DHFR from Escherichia coli,61,70 and experimental data (14.2-14.3

kcal/mol).71,72 It is worth-noting that our calculations do not account for nuclear quantum

effects, which are expected to lower the activation barrier and improve alignment with ex-

perimental results.70
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Figure 9: The hydride transfer reaction catalyzed by the DHFR enzyme: A) Simpli-
fied representation of the reaction mechanism. B) QM region’s structural representation
for the reactants, and the free energy profile and activation barriers computed at the
DFTB3/CHARMM36 level of theory using DFTB3’s original parameterization (in blue)
and its corrected version at the M062X/def2-TZVP/CHARMM36 level of theory (in red).
C) Free energy profile and activation barrier, obtained at the DFTB3/CHARMM36 level of
theory using DFTB3’s optimized parameter set (curve in blue)
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Conclusions

Although DFTB3 is a widely used semiempirical method for studying (bio)organic systems

and often serves as a viable alternative to DFT methods for QM/MM molecular dynamics

simulations, it has limitations in accurately describing the energetics of hydride transfers.

This limitation was demonstrated in the enzyme Ccr and subsequently verified in DHFR.

To address this issue, we introduced a straightforward, generalizable approach based on

analyzing C-H and C-C distance distributions, allowing for modifications to the CH and CC

RPs within specific regions by using linear combinations of harmonic functions (LCHFs).

This method effectively corrected the erroneous energetic descriptions. To our knowledge,

this is the first systematic study to examine the effects of modifying C-H and C-C RPs

to enhance the current DFTB3 parametrization (3OB-3-1 set of parameters) for hydride

transfer reactions. The results of the new parametrization were validated against reference

simulations at the DFT level.

The modified DFTB3 Hamiltonian significantly improved the description of the hydride

transfer reaction in Ccr, reproducing the reference DFT activation barrier within 0.1 kcal/mol

and providing a qualitatively correct free energy profile. Moreover, we demonstrated the

transferability of our approach by applying the new DFTB3 parameters to the hydride

transfer reaction in DHFR, where it correctly reproduced the activation free energy bar-

rier without further adjustments, and a small model system bearing the 1,4-dihydropyridine

motif but with distinct structural features. This suggests that these parameters are likely

transferable, particularly within the family of NAD(P)H-dependent oxidoreductases. Our

work represents a significant step forward in the accurate and efficient modeling of hydride

transfer reactions in enzymatic systems using more efficient semiempirical methods for ex-

tended sampling. We expect that the improved DFTB3 parametrization will enable more

reliable QM/MM molecular dynamics simulations, potentially accelerating research in en-

zyme engineering, drug design, and the development of bio-inspired catalysts.
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