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Abstract

Validating the performance of exchange-correlation functionals is vital to ensure

the reliability of DFT calculations. Typically, these validations involve benchmarking

datasets. Currently, such datasets are typically assembled in an unprincipled manner,

suffering from uncontrolled chemical bias, and limiting the transferability of bench-

marking results to broader chemical space. In this work, a data-efficient solution,

based on active learning, is explored to address this issue. Focusing – as a proof of

principle – on pericyclic reactions, we start from the BH9 benchmarking dataset, and

design a chemical space around this initial dataset by combinatorially combining re-

action templates and substituents. Next, a surrogate model is trained to predict the

standard deviation of the activation energies computed across a selection of 20 distinct

DFT functionals. With this model, the designed chemical space is explored, enabling

the identification of challenging regions, for which representative reactions are subse-

quently acquired. Remarkably, it turns out that the function mapping molecular struc-
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ture to DFT functional divergence is readily learnable; convergence is reached upon

the acquisition of less than 100 reactions. With our final model, a more challenging

– and arguably more representative – pericyclic benchmarking dataset is curated, and

we demonstrate that the functional performance has changed significantly compared

to the original BH9 subset.

Introduction

Over the course of the past couple of decades, Density Functional Theory (DFT)1,2 has

grown into the workhorse of quantum chemistry and materials science, enabling a broad

spectrum of applications.3,4 An excellent accuracy/cost trade-off can in principle be achieved

with the help of DFT, under the condition that a suitable exchange-correlation functional

approximation (Fxc) is selected.
4,5 Fxc are usually ranked using Jacob’s ladder,6 where the

most complex approximations can be found at the top. As a rule of thumb, functionals higher

up the ladder tend to be more accurate, though this is most certainly not a universal rule that

holds across application domains. As such, it is common practice in chemistry to determine

the most suitable Fxc for a given type of application based on a benchmarking against a

limited set of either experimental or high-level wave-function computed, data points.

One of the earliest examples of a benchmarking database was curated by Pople and

co-workers, during their efforts to develop new quantum chemical methods for accurate

energy calculations. Their database, dubbed ”G1”, consisted of a mere 31 atomization

energies of atoms, ions, and organic molecules. This database later evolved into the G2/97,

G3/99, and G3/05 databases;7–10 the second incarnation of which was subsequently used

to fit the empirical parameters of the popular B3LYP functional.11 Since then, many more

advanced and extensive – compiled – benchmarking datasets have been conceived, to allow

the development and assessment of new methods across a large variety of chemical problems,

e.g., Database 2015B by Thrular and co-workers,,12 MGCDB84 database by Head-Gordon

and co-workers,4 and the GMTKN55 database by Grimme and co-workers.13
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Despite the ever-expanding scope of modern benchmarking databases, it is not always

clear to which extent the data points present in them are truly representative of the chemical

spaces they are intended to describe. As previously noted by others,14,15 the make-up of these

datasets is often strongly biased, e.g., towards highly stable, easily accessible compounds for

experimental datasets, and towards small, easily computable molecular systems for compu-

tational ones. Consequently, the transferability of exchange-correlation functional accuracy

across chemical space is not inherently guaranteed, so a benchmarking study may lead to

incorrect conclusions if no attention is paid to this issue. For example, it is not necessarily

true that the functional approximation yielding the most accurate results on a specific small

benchmarking set will also perform the best for the broader surrounding chemical space.16

Even worse, while a benchmarking study on a small set of chemical systems for a given

type of application may give the impression that a given set of functional approximations is

sufficiently accurate – indicating that it should be possible to extract clear chemical trends

from data computed at the corresponding levels of theory – this assumption may not hold if

(some of) these same functionals struggle with specific regions of the chemical space under

consideration that were not part of the original benchmarking set.

It is important to underscore that other researchers have previously thought about some

of the issues outlined above, and several potential (partial) solutions have been proposed over

the years.14,17–20 One strategy that has been explored is the use of a recommender system,

i.e., a machine-learning (ML) model that will predict which Fxc ought to perform best for

the specific (molecular) system under consideration. Typically, a metric, indicative of the

accuracy of the Fxc is designed, and then a multi-task regression model is trained.17,18,21 Upon

inference, the predicted scores of the individual functionals are ranked, and the model will

recommend the best one. While arguably the most robust approach to deal with variations

in functional performance across chemical space, it is important to appreciate the extreme

computational cost of generating reliable training datasets for such recommender models.

For example, DELFI, a recently developed recommender system for functional selection for
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excited state calculations of small organic molecules, required the construction of an initial

dataset of 828 282 single-point TD-DFT calculations and over 21 000 reference values.21

An unrelated, and much less expensive, strategy to reduce the odds of suboptimal DFT

functional selection consists of ’mindless benchmarking’.14 This approach, pioneered by

Grimme and co-workers, involves random generation of artificial molecular geometries, after

which a representative set is sampled with a particular focus on diversity. In this manner,

the introduction of biases during the benchmarking dataset construction is limited, increas-

ing the likelihood that the resulting set is at least somewhat representative of the broader

chemical space that it aims to describe. Despite the promise of this approach for benchmark-

ing some specific chemistry-related tasks more reliably, the strategy is not ideally suited for

others. For example, when benchmarking reaction kinetics, one typically aims to identify

a good functional approximation for specific reaction classes, across a well-defined scope of

the accessible chemical space, so that a purely randomized approach is hard to implement.

In this work, a principled, data-driven strategy to assess the transferability of bench-

marking results and to construct more challenging and/or representative datasets will be

presented, based on active learning. With a particular focus on the simulation of pericyclic

reactions, we train here a machine learning model on a small pre-existing benchmarking

dataset, to identify regions of chemical space for which activation energies computed with

different functional approximations diverge the most. Next, a Bayesian optimization (BO)

algorithm22–25 is applied to identify the reactions in the chemical space surrounding the

initial dataset exhibiting the biggest variations in DFT computed activation energies. The

selected reactions then ought to be representative of more challenging patches of chemical

space than those present in the training set.

Iteratively acquiring these reactions and updating the model accordingly, we demonstrate

that its generalizability across the defined chemical space improves rapidly, i.e., the discrep-

ancy between predicted and computed variations in activation energy values of the acquired

points gradually declines, and convergence is reached after only a handful iterations, cor-
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responding to the acquisition of fewer than 100 new data points. With the final, validated

model at our disposal, new benchmarking datasets with particularly challenging reactions

can be curated, and an informed estimate of the maximal errors across chemical space can

be inferred.

Overall, we believe that the presented approach provides a computationally inexpen-

sive, and highly data-efficient, strategy to improve the reliability of – and confidence in –

benchmarking efforts. Furthermore, our strategy is easily extensible to other regions of the

chemical space, so that the presented work could provide a blueprint for further advances in

simulation method selection for future chemical reactivity studies, as well as in the develop-

ment of new, robust DFT functionals.

Methodology

Extracting and curating the initial data from the BH9 dataset

BH9 is an extensive and diverse benchmark dataset for reaction and activation energies,

composed of 449 chemical reactions belonging to nine types common in organic chemistry

and biochemistry.26 The molecular species in BH9 comprise main-group elements (H, C, N,

O, F, P, S, and Cl), plus B and Si. The pericyclic subset, on which we will focus throughout

this study, consists of 140 Diels-Alder (DA), [3+2] cycloaddition (DC), electrocyclic, [3,3]

rearrangement (RR), [6+4], [4+6], [8+2] and [2+2+2] cycloaddition reactions. We focus on

this specific reaction class because of its chemical and biological importance, as well as the

good understanding and relative robustness of the corresponding mechanisms.27–29

Target selection

Within this work, we aim to identify increasingly challenging reactions, i.e., reactions for

which the activation energy exhibits the highest variability across several functionals. Two

common quantities can in principle guide us to this end, the range and the standard deviation
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(σ) of the computed activation energies. We considered the range to be less useful here, as

it does not convey any information regarding how dispersed the values truly are, i.e., a high

range can be obtained because a single functional is an outlier for a given reaction data point,

while this datapoint may still result in a narrow distribution of (activation) energy values

overall. σ on the other hand is a direct measure of how dispersed the values are around the

mean. For this reason, we selected it as the target quantity throughout this study.

Generation of the chemical space

The first step towards the design of a broader chemical space around the benchmarking

dataset consisted of converting the geometries in the pericyclic subset of BH9 into SMILES,

using the functionalities of RDKit.30 Subsequently, reactive cores, i.e., collections of atom

pairs undergoing a change in bonding throughout the reaction, were selected. Only those

cores with a repeated occurrence, and for which a high σ in the DFT computed activation

energies across functionals is obtained (a cutoff of 4.80 kcal/mol was set), were selected.

Both the mentioned criteria were considered essential. As an illustration, the [8+2] addition

exhibits the highest standard deviation in the activation energy values across the BH9 subset

(7.52 kcal/mol), but this type of reaction occurs only once (in two different regioisomers),

and hence this reaction subclass was rejected. On the other hand, 53 data points of the

Diels-Alder [4+2] addition are present in BH9, with the reaction between naphthoquinone

and a functionalized 1,3 butadiene being the most divergent with a standard deviation in

the activation energy over 6.50 kcal/mol (First core of the Diels-Alder box in Fig. 1).

In total, 10 reactive cores were selected as templates in this manner, respectively divided

into five DA, three DC, and two RR ones (the corresponding reaction SMILES can be found

in Section S1 of the Supporting Information). An initial set of 9 substituents to decorate the

selected reactive cores were identified from the same subset of the BH9-extracted pericyclic

reactions. Additionally, 5 extra cores were included to enable the generation of fused rings.

In these cores, both reactants are connected with a linker to create new fused rings with a
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size ranging from 3 to 8 members (Figure 1). With these structural elements, a total of 9045

reactions could be generated, constituting our chemical space.
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Figure 1: Schematic overview of the designed chemical space. The substituents are in the
purple box, and the linkers are in the green box.

Fingerprints

Two types of fingerprints were investigated as potential reaction representations, the differen-

tial reaction fingerprints (DRFP),31 and the differential Morgan fingerprints.32 Both belong

to the family of circular fingerprints, where the chemical information of the surrounding

atoms up to a radius r is encoded as a machine-readable representation. The DRFP algo-

rithm creates a binary fingerprint based on the symmetric difference of two sets, containing

the circular molecular n-grams generated from the molecules listed left and right from the re-

action arrow, respectively. The Morgan fingerprints of the reaction SMILES were computed

by subtracting the molecular fingerprints of the reactants from those of the products.

A limitation of fingerprint-derived representations is that they are inherently local in
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nature, i.e., they do not capture long-range changes in the molecular structure. Since it

became clear from a preliminary analysis of the BH9 subset that such phenomena, e.g., the

formation or disintegration of a macrocycle throughout the reaction, can have an outsized ef-

fect on the functional approximation divergence (vide infra), we thus decided to concatenate

a final 6-bit vector, encoding the information about the size of new rings formed/broken.

Overall, the fingerprints were generated using radius r = [1, 2, 3] and dimensionality dim =

[256, 512, 1024, 2048].

Computational details

A fully automated reaction profile computation workflow based on autodE33 and Gaus-

sian1634 was set up to acquire new reaction data points. As the level of theory for the

DFT calculations, CAM-B3LYP35 in combination with the 6-311++G** basis set in the gas

phase was used for the final optimization of all stationary points. The maximum number

of conformers generated for single molecules and transition states was set to 1000, using

an RMSD cut-off of 0.1 Å to exclude identical conformers. Conformers were ranked based

on a loose optimization at CAM-B3LYP/6-31G*, and the lowest energy one was selected

for refinement with the larger basis set. The D3 dispersion correction with Becke-Johnson

damping was used in all cases.36 An IRC confirmation at the same level of theory was con-

sistently performed on the final TS. The final functional and basis set were selected with the

aim of approaching the level of theory of Prasad et al.26 as closely as possible.

A set of 20 exchange-correlation functionals, listed in Table 1 has been considered in

this study. Single-point energy calculations were carried out using the def2-QZVPP37,38

basis set on the optimized molecular structures of reactants, products, and transition states.

The RIJCOSX approximation39 was always considered for Coulomb and exchange integrals

together with the auxiliary basis set automatically40 generated by ORCA. The reference

energies were computed at DLPNO-CCSD(T) level using a TightPNO selection threshold.

Both types of calculations were performed using the 5.0.4 release of ORCA,41,42 and selecting
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the DefGrid3 integration grid by default, as well as a very tight SCF convergence criterion.

More details about the autodE methodology and reference calculations can be found in

Section S2 of the ESI.

Table 1: List of the exchange-correlation functionals considered in this work, ranked accord-
ing to the casted percentage of the exact-like exchange (EXX) and second-order perturbation
theory (PT2) correlation contributions.

Functional % EXX % PT2 Ref.
GGA and meta-GGA

BLYP 0 0 43,44

M06-L 0 0 45

B97M-V 0 0 46

Global hybrids
B3LYP 20 0 11,43

PBE0 25 0 47

M06 27 0 48

BHandHLYP 50 0 43

M06-2X 54 0 48

Range separated hybrids
ωB97M-V 15/100 0 49

ωB97X 15.8/100 0 50

ωB97X-V 16.7/100 0 51

CAM-B3LYP 19/65 0 35

Double hybrids
PBE0-DH 50 12.5 52

B2-PLYP 53 27 53

PBE-QIDH 69.3 33.3 54

B2K-PLYP 72 42 55

Range separated double hybrids
RSX-0DH 50/100 12.5 56

ωB2-PLYP 53/100 27 57

ωB2-PLYP18 53/100 27 57

RSX-QIDH 69.3/100 33.3 56,58

Bayesian optimization

Bayesian optimization (BO) is an adaptive procedure to efficiently obtain a global maximum

(or minimum) of a function f, of which the analytic form or its derivatives are not known,

and whose evaluation tends to be expensive with respect to time, resources, and/or budget.
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In mathematical terms, the problem can be summarised as follows:

x∗ = argmaxx∈X f(x) (1)

where x∗ is the point in the input representation space that produces the maximum of

the function.

BO is a direct application of Bayes Theorem,59 and consists of two main components: the

construction of a surrogate model to approximate the black-box function f to be optimized,

and an acquisition function for deciding the next samples to evaluate. Pseudo-code for the

BO algorithm used can be found in the ESI; for more details about the foundations and/or

applications, we refer to references.60,61

Surrogate model

A surrogate model is a trained ML model used to predict the objective function of the

reaction in the generated chemical space. Three types of surrogate models were explored,

namely K-Nearest Neighbor, Random Forest, and XGBoost. The first two were implemented

in Python using the packages Scikit-learn,62 and the latter has been implemented with the

help of a dedicated package, XGBoost.63 More details regarding the architectures can be

found in Section S5.1 of the ESI.

Acquisition function

The acquisition function is used to select the most promising evaluations to perform next,

i.e., which reaction profile to acquire with the help of our automated reaction profile compu-

tation workflow. Acquisition functions are typically derived by considering the mean, µ(x),

and standard deviation, σ(x), of the surrogate model predictions, either by considering an

ensemble of ML models trained on various distinct data splits, or by analyzing the distribu-

tion of the individual estimator predictions (e.g., when random forests are selected). In this
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work, the upper confidence bound (UCB) has been used specifically:

UCB(x) = µ(x) + βσ(x) (2)

where β is an explicit hyperparameter to balance the ratio between exploitation and

exploration, higher beta values will result in the prioritization of zones for which the model

is uncertain, i.e., exploration is favored, while lower values will result in the prioritization of

sampling data points with high predicted performance, i.e., exploitation is favored.

Results and discussion

Exploratory analysis

First, we started with an exploratory data analysis of the pericyclic subset of BH9 and the

connection between specific structural elements and the observed variation in the activation

energy values computed across the set of exchange-correlation functionals probed. Figure 2a

illustrates that DA is the most common reaction type in the dataset, followed by electrocyclic

reactions, RR, and DC. At first glance, it seemed that reactions involving highly conjugated

systems exhibited a more significant activation energy variability across several functionals,

while intramolecular reactions appeared to exhibit a less pronounced variability (Fig. 2c).

Additionally, other factors, such as a significant dependence on the direct substitution of the

reactive atoms, and steric effects can also be discerned.

From Fig. 2a, it should be obvious that, for the Diels-Alder reactions present in the BH9

dataset in particular, the performance of the different functionals is highly heterogeneous.

For some reactions, σ is negligible, i.e., all functionals agree rather well in terms of the

computed magnitude of the activation energy, while for other reactions, the divergence across

the different functionals is much more pronounced.

This observation brings us back to the core of the problem we aimed to sketch in the
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introduction: selecting benchmarking reactions in an unprincipled manner can easily result

in profoundly unrepresentative and misleading conclusions about functional performance and

robustness.

To further drive home this point, we split the Diels-Alder reactions present in BH9 into

two hypothetical subsets, which we call here benchmarking subsets 1 and 2 respectively.

Benchmarking subset 1 consists of all the reactions with σ below 3.5 kcal/mol; subset 2 con-

sists of all reactions with a higher σ. Comparing the performance of the different functionals,

with respect to the DLPNO-CCSD(T) computed reference, between the two subsets, we ob-

serve remarkable differences, both in qualitative and quantitative terms (Fig. 2b). While

the 3 best-performing functionals, ωB2-PLYP, ωB97M-V, and M06-2X are only negligibly

affected by evaluating a different subset, the ordering of the remaining functionals changes

profoundly. For example, the functional ranking in fourth place in terms of performance for

benchmarking subset 1, ωB97X-V, drops 3 places when evaluated on subset 2. Remarkably,

while BLYP and B3LYP are seemingly quite robust when evaluated on subset 1, appearing

halfway in the functional ranking and resulting in an acceptable MAE of 2-3 kcal/mol, for

subset 2, their mean errors almost triple (to 8-9 kcal/mol), rendering these functionals the

second and fourth least reliable functionals of all the ones tested, respectively. Adding em-

pirical dispersion corrections partially remedies the remarkable failure of these functionals,

but even then, significant performance losses are still observed (cf. Section S3 in the ESI).

The observation above is particularly concerning because the latter functionals are still

commonly used in reactivity studies. Oftentimes, a handful of benchmarking data points,

indicating that these functionals do not perform dramatically worse than more modern func-

tionals, are used as justification for their selection, as the BLYP and B3LYP functionals

tend to also be among the fastest to evaluate.64,65 This preliminary analysis however already

demonstrates that caution is needed in this regard, as trends emerging in local patches of

chemical space may not always hold beyond them.
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Reaction representation and surrogate model

As described in Section 3, three surrogate model architectures in combination with two

different fingerprint representations were explored. We evaluated the performance of each

surrogate model/fingerprint combination using 6-fold nested cross-validation on the 140 cy-

cloaddition reactions of the original BH9 dataset. Morgan fingerprints clearly outperform

DRFP, a lower radius (r=1 and r=2) results in lower errors than higher ones (r=3), and

increasing the number of bits, decreases the error in our calculations. Table 2 summarizes

the performance of the three best models trained. Results of all tested models and more

details about hyperparameter optimization can be found in Section S5.2 of the Support-
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ing Information. Based on these results, a random forest together with Morgan fingerprint

with r=2 and bits=2048 were selected as the most suitable surrogate model and molecular

representation combination.

Table 2: A summary of the performance of the three best model architectures tested on the
original BH9 pericyclic dataset.

model fingerprint r bits
RMSE MAE

R2

(kcal/mol) (kcal/mol)
RF Morgan 2 2048 0.647 0.500 0.795
RF DRFP 1 1024 0.669 0.502 0.782
RF Morgan 1 2048 0.652 0.508 0.793

Bayesian optimization campaign

Having chosen the previously mentioned reaction representation/surrogate model and defined

the chemical space, the BO campaign was initiated. For the initial rounds, a β value of 1.8

was set to favor the exploration of the unknown regions, and a maximum of 15 points were

acquired per round. Besides the acquisition function, we also applied a filter based on

structural diversity, i.e., we required a minimal cosine distance between the fingerprints of

new reactions being selected for acquisition. By applying this diversity filter, we ensured

that the various reactive cores were each sampled as part of the campaign.66 The motivation

for this approach stems from the observation that some cores intrinsically exhibit a higher σ

than others; e.g. the highest value for the Diels-Alder reactions amounts to 6.68 kcal/mol,

while for the [3,3] rearrangements, the highest value in the original BH9 subset amounts

to a mere 5.15 kcal/mol. Without diversity-based filtering, we would have sampled almost

exclusively reactions for the reaction cores resulting in the most divergent activation energy

values in the initial dataset, and only minimal exploration would have been performed for

the other cores at best. The settings of each acquisition round can be found in Section S2.1

of the ESI (additionally, a bash script reproducing each round is available in our GitHub

repository).67
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The performance of our model after each acquisition round was monitored with the help

of nested 6-fold cross-validation. We observed that the (intrapolation) MAE consistently os-

cillated around the initial value of 0.52 kcal/mol (R2=0.78), and did not improve throughout

the campaign (cf. Figure 3a). This however does not mean our model was not improving

overall/becoming more robust: the accuracy of the predictions across the wider constructed

chemical space rose rapidly, indicating improvements in the generalizability power across

the chemical space of the model. From 1.15 kcal/mol in round one, the MAE on σ of the

activation energy values gradually and monotonously decreased to 0.60 kcal/mol by round

seven, i.e., the mean error was cut by over half its initial value. Starting from round five, a

smooth leveling-off in the error reduction could be observed, and the prediction error in the

final round approached the error obtained during (intrapolative) cross-validation. Both of

these observations suggest that convergence had essentially been reached by this point.

It should be noted here that the fact that a model, trained on a combination of the original

BH9 subset and the acquired reactions, generalizes much better across the designed chemical

space, suggests that this resulting, expanded dataset is significantly more representative of

the selected chemical space than a (subset of) the original benchmarking dataset.

Figure 3c presents the distribution of the σ values for the newly acquired points in each

round, with the baseline, i.e., the highest σ values recorded for each reaction class in the

original pericylic subset of BH9, indicated as dashed lines.

Already in the second round, the baseline values are exceeded for each subclass, with the

[3+2] cycloadditions resulting in the highest jump, with an increase of σ by 2.13 kcal/mol.

Note that this plot also reflects the previously mentioned gradual improvement of the model

throughout the campaign: in the first three rounds, the computed divergence in activation

energy values across functionals for the acquired points are scattered across a wide range (σ

values range from 2-7 kcal/mol), whereas starting in round four, and particularly in round

six/seven, the computed σ values for new acquisitions become much more concentrated

towards the higher end of the spectrum of σ values, and approach or exceed the top values
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validation of the training data and (b) acquired data points. (c) Plot of the σ activation
energies of each acquired data point during each round; bold curve represents the best values
and horizontal dashed lines the best baseline values. (d) Current best reactions after 7 rounds
of BO campaign; substitutions groups are highlighted. Values are shown in kcal/mol.

present in the original dataset (some dispersion inevitably remains due to the diversity-based

filtering, vide supra).

As already indicated, after 7 rounds, the exploration stage of the BO campaign was

stopped, as the σ of the newly acquired data points had barely improved with respect to the

previous rounds, and the MAE of the predictions appeared to approach convergence. Some

examples of the best reactions emerging from the exploration stage are shown in Figure 3d,

with the selected substituents highlighted. Substituents that extend the delocalization, such

as phenyl or ester groups, as well as voluminous groups introducing steric hindrance, turn

out to be key for increasing the σ of the activation energy values.

Upon conclusion of the exploration stage, a final exploitation round, consisting of the

acquisition of 30 points (with a β value of 1.0), was initiated. From this batch, the reaction

profiles were successfully acquired for 26 reactions. The MAE of the predictions on this round
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was 0.61 kcal/mol, in line with the error obtained in the last exploration round, confirming

that model convergence had indeed been reached. From the final pool of 108 acquired

reactions, 70 were selected to form our new benchmarking dataset. A table containing the

list of reactions for this new dataset organized by type, and the reference reaction energy

and barrier heights can be found in Section S2.4 of the ESI.

DLPNO-CCSD(T) reference values were computed for the acquired reactions (see Sec-

tion S2.4 of the ESI for the methodology used), and the deviation for every functional was

computed. The resulting accuracies are presented graphically in Figure 4, together with the

accuracies for the original BH9 cycloaddition dataset (values are presented in Table S4 of

ESI).

Overall, the individual errors, as well as the relative ordering of the functionals have

changed dramatically. Three functionals that appeared in the middle of the pack when

evaluated on the original BH9 subset, perform best on our newly acquired data points: ωB2-

PLYP18, PBE-QIDH, and RSX-QIDH. Remarkably, these three functionals buck the trend

of all the other functionals, by actually performing better on the new data compared to the

original data.

For most of the other functionals, the deterioration in performance is far from uniform,

and at times spectacular. For example, M06, PBE0, and B2-PLYP, which appeared fairly

robust when subdividing the Diels-Alder reactions of BH9 into two benchmarking subsets

(cf. Figure 2b), exhibit a mean error at least three times larger when evaluated on our

active learning dataset instead of on BH9. In absolute terms, the deterioration of BLYP,

CAM-B3LYP and BHandHLYP is even worse, but as indicated before, adding dispersion

corrections remedies the situation to some extent (cf. Section S3 of the ESI). The ωB97M-

V and M06-2X functionals on the other hand remain relatively robust, though the MAEs

still deteriorate by approximately 2 kcal/mol. Because of this deterioration, the former

functional, which performed best on the original BH9 subset, now only comes in fourth

place when ranking the functionals based on performance.
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using the 20 DFT approaches considered in the present paper.

Conclusions

Validation of exchange-correlation functionals is an essential task in (computational) chem-

istry, and the design of benchmark datasets is key to this end. In this work, a new approach,

based on Bayesian optimization and active learning, for generating more diverse, unbiased,

benchmarking datasets is presented. Starting from an initial model trained on 140 data

points, our strategy enables the identification of challenging regions of chemical space within

only a handful of iterations. Sampling new data points in these regions reveals that we

have successfully pushed the mean errors for most functionals higher, and a completely dif-

ferent picture of the performance is obtained, with the ranking of some functionals being

changed dramatically. It is important to note that the strategy followed in this paper is eas-

ily extensible to other relevant chemical properties (as well as functionals), and is extremely
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data-efficient.

While we consider this work in the first place as a proof of principle, instead of a com-

prehensive benchmarking study in its own right, we can nevertheless interpret the obtained

results and provide some guidelines about which functionals to select when studying cycload-

dition reactions. ωB2-PLYP18, and PBE-QIDH turn out to be extremely robust functionals,

exhibiting MAEs on our set of acquired reactions lower than 2.0 kcal/mol. Alternatives (and

cost-effective) options could be the hybrid ωB97M-V, and the meta-GGA B97M-V with an

MAE of 2.6 and 3.5 kcal/mol, respectively.

The main conclusion of this study, however, is that current benchmarking datasets such

as BH9 are not necessarily representative of their surrounding chemical spaces. This is an

issue that has received limited attention up to this point but needs to be addressed to improve

the reliability of – and the confidence in – DFT studies.

Data availability

The code used to generate/curate the dataset as well as the Bayesian optimization and

active learning procedure can be found at https://github.com/chimie-paristech-CTM/

ML_DFT_benchmarking. The (generated/curated) datasets can be downloaded at https:

//figshare.com/projects/ML_DFT_benchmarking/219457.
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tion: Double-hybrid functionals from adiabatic-connection: The QIDH model. J. Chem.

Phys. 2014, 141, 031101.

(55) Tarnopolsky, A.; Karton, A.; Sertchook, R.; Vuzman, D.; Martin, J. M. L. Double-

Hybrid Functionals for Thermochemical Kinetics. J. Phys. Chem. A 2008, 112, 3–8.
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