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Abstract

We have developed an ab initio protocol for the simulation of transient-absorption

(TA) pump-probe (PP) signals of realistic polyatomic systems. The protocol is based on

interfacing the doorway-window representation of spectroscopic signals with the on-the-

fly mapping Hamiltonian dynamics approach at the symmetrical quasi-classical/Meyer-

Miller (SQC/MM) level. The methodology is applied to the simulation TA PP signals

of two molecular systems, azobenzene and cis-hepta-3,5,7-trieniminium cation (PSB4).

For both molecules, the TA PP spectra were demonstrated to give a direct fingerprint
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of the excited state wavepacket dynamics and internal conversion, as well as permit

the monitoring of the isomerization pathways en route to the final photoproducts.

1 Introduction

Photoinduced nonadiabatic processes play essential roles in photophysics, photochemistry,

and photobiology.1,2 Studying of nonadiabatic dynamics shapes our understanding of many

fundamental photoinduced phenomena, such as photosynthesis,3–6 photostability,7,8 and pho-

toisomerization.9–11 Modern femtosecond spectroscopy offers a variety of experimental tools

for the visualization of the ultrafast nonadiabatic dynamics in photoinduced excited-state

processes.12–16 Among them, transient absorption (TA) pump-probe (PP) spectroscopy is

one of the most widely employed and powerful experimental techniques.16–19

The impressive progress in experimental femtosecond spectroscopy stimulates rapid de-

velopment of accurate (especially, ab initio) methods of simulations of spectroscopic signals,

see, for example, the original works20–28 and recent reviews.29–34 The signals are usually

calculated by using the nonlinear response-function (NRF) approach, in which interactions

of molecules with laser fields are assumed to be weak and treated in the lowest order of

perturbation theory.35 However, a direct computation of the NRFs is tedious, especially

for complex multidimensional molecular systems.29–34 The doorway-window (DW) approx-

imation provides a practical alternative which substantially alleviates the computational

costs.32,36,37 The DW representation of TA PP signals hinges on two assumptions: (1) the

pump and probe pulses are well separated in the time domain; (2) durations of both pulses

are much shorter than the time scale of the system evolution. Under the DW approximation,

evaluation of the TA PP signal is decomposed into three steps: evaluation of the doorway

operator which describes interaction of the system with the pump pulse, field-free propaga-

tion of the doorway wavepacket, convolution of the doorway wavepacket with the window

operator which describes interaction of the system with the probe pulse. In other words,
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calculation of TA PP signals is reduced to the propagation of the electronic ground-state

and excited-state wavepackets.

A variety of theoretical approaches of different complexity and accuracy are available for

the nonadiabatic excited-state wavepacket propagation in complex molecular systems. On

the one hand, a fully quantum evaluation of the Hamiltonian dynamics1,2,38–40 or the dissipa-

tive dynamics41–44 is certainly possible, but these methods are suitable only for the excitonic

or linear-vibronic-coupling Hamiltonians. On the other hand, great efforts have been de-

voted to development of mixed quantum-classical trajectory-based or Gaussian-wavepacket-

based propagation schemes.45–49 In the commonly used trajectory surface hopping (TSH)

method,50 for example, the nuclear propagation is governed by classical mechanics and the

electronic evolution is described by quantum mechanics. These trajectory-based approaches

are especially attractive: Firstly, they usually require only the local information on the po-

tential energy surface along the trajectory. Secondly, they can be conveniently interfaced

with ab initio electronic structure calculations. This turns the on-the-fly trajectory methods

into a powerful and efficient tool for the simulation of the nonadiabatic dynamics of realistic

molecular systems undergoing arbitrary atomic motions.47–56

Recently considerable efforts have been devoted to the implementation of these on-the-fly

trajectory-based dynamics methods for the simulations of time-resolved spectroscopic sig-

nals of model and realistic systems by using the NRFs and DW formalisms, see the original

papers28,57–59 and the reviews.29–34 For example, the ab initio TSH-DW methodology has

been developed in Ref.60 However, it is well known that all mixed quantum-classical dy-

namics methods may suffer from a number of deficiencies and restrictions. For instance,

the famous fewest-switches surface-hopping algorithm (FSSH) does not properly describe

electronic decoherence.46,61–63 It is thus worthwhile to explore a possibility of using alter-

native quantum-classical methods64 for the on-the-fly evaluation of nonlinear spectroscopic

responses, in the hope that these methods will better reproduce the effects related to elec-

tronic and vibrational coherences.
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A promising and viable alternative to trajectory-based nonadiabatic simulations is pro-

vided by the mapping Hamiltonian framework. Instead of running the dynamics generated

by the original electron-vibrational Hamiltonian, the mapping Hamiltonian is used in which

electronic degrees of freedom (DoF) are transformed into coupled continuous classical degrees

of freedom DoFs.65–69 This provides a starting point for a family of various trajectory-based

dynamics approaches.70–78 In the well-known Meyer-Miller (MM) mapping model (frequently,

it is referred to as the Meyer-Miller-Stock-Thoss model79), the quantum Hamiltonian con-

taining N coupled electronic states is mapped into the Hamiltonian containing N coupled

harmonic oscillators. This mapping procedure is founded on Schwinger’s theory of angu-

lar momentum.68,79 Among different MM mapping schemes, the symmetrical quasi-classical

(SQC) variant provides an effective way to simulate nonadiabatic processes.80–84 Several

benchmark calculations have shown that the SQC/MM method gives a reasonably accu-

rate description at affordable computational costs.70,85–89 In the SQC/MM simulations, the

triangle windowing protocol and the adjusted γ correction are always recommended.90–94

After convincing demonstrations of performing mapping dynamics in on-the-fly,71,95,96 the

SQC/MM and other mapping approaches have been successfully applied to realistic poly-

atomic systems.94,97–99

Several decades ago, the mapping approach was used for the calculation of spectroscopic

signals.100–103 Nowadays, the methodology has actively been used and advanced.104–109 Yet

it is rather demanding to employ the mapping method for the calculation of three-time

NRFs, owing to the necessity to do multiple forward and backward propagations on a three-

dimensional time grid. Hence the methodology is usually applied to model systems, because

its use for the on-the-fly spectroscopic simulations of realistic molecules is computationally

costly. Spectroscopic signals can also be computed by combining the SQC/MM dynamics

with the time-dependent non-perturbation approach.110,111 However, this implementation is

highly demanding for on-the-fly simulations: It requires a direct inclusion of the laser field

into the Hamiltonian, and each time delay between the pulses requires a separate calculation.
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In the present work, we propose a protocol in which the on-the-fly SQC/MM dynamics

is combined with the DW methodology, and apply it for the simulation of TA PP spectra.

In our protocol, the windowing scheme employed for the assignment of quantum states in

the SQC/MM framework is used to define the currently occupied electronic state and to

specify the transition dipole moment (TDM) between this state and the target state. This

simplified treatment permits a convenient and efficient evaluation of the DW functions and

provides an efficient and effective way to simulate TA PP signals on-the-fly.

It should be noted that Miller, Stock and their coworkers used the mapping approach in

combination with the DWmethodology for the calculation of time-resolved spectra for several

model systems described by linear-vibronic-coupling Hamiltonians.100,101,112 As distinct from

these works, we develop the on-the-fly DW-MM methodology: The SQC scheme employed in

the present work transforms the mapping variables back to the occupation numbers, which

allows us to obtain simple explicit expressions for the DW functions which are convenient for

the on-the-fly simulations. This largely extends the applicability of the on-the-fly SQC/MM-

DW methodology, which can be used for the description of photoinduced dynamics and

spectroscopic responses in realistic molecular systems. In this work, we simulate TA PP

spectra of two popular molecular systems,113 azobenzene9 and cis-hepta-3,5,7-trieniminium

cation (PSB4).114

2 Theoretical Methods and Computational Details

2.1 SQC/MM mapping

The SQC/MM method was implemented in the on-the-fy nonadiabatic dynamics simula-

tion because of its excellent balance between computational costs and accuracy.81,85 In this

method, a quantum Hamiltonian with N discrete states is transformed into a mapping Hamil-

tonian with N coupled harmonic oscillators.65 The replacement of quantum operators by the

classical ones enables the implementation of the quasiclassical dynamics with the trajectory-
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adjusted zero point energy (ZPE) correction.64,92 The ”bin” technique is employed in the

initial sampling and in the final assignment of quantum states. As is usually recommended,

the triangle window technique90 is employed in the present work.

2.1.1 MM Hamiltonian in the Adiabatic Representation

The classical MM Hamiltonian in the adiabatic representation reads

H =
1

2M
P2

kin +
F∑
i

[
1

2
(xi)

2 +
1

2
(pi)

2 − γ

]
Vi(R). (1)

The momentum Pkin is defined as

Pkin = P+
F∑
ij

(xipj)dij(R), (2)

where R and P are, respectively, coordinates and momenta of the nuclear DoFs. xi and

pi are coordinates and momenta of the mapping electronic variables. i labels the electronic

states, F is the total number of these states, Vi(R) is the potential energy of ith electronic

state, γ denotes the ZPE correction and dij represents the first-order non-adiabatic coupling

(NAC) vector.

The effective potential term

Veff (R)) =
F∑
i

1

2
(x2

i + p2i − 2γ)Vi(R), (3)

is rearranged into the symmetrized form

Veff (R)) =
1

F

F∑
i

Vi(R) +
1

F

F∑
ij

1

4
(x2

i + p2i − x2
j − p2j)(Vi(R)− Vj(R)), (4)

which gives a better stability in the numerical propagation.
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The classical equations of motion (EOMs) read:95

ẋi = pi
1

F

F∑
j

(Vi(R)− Vj(R)) +
F∑
j

(xjdji(R)) · Pkin

M

ṗi = −xi
1

F

F∑
j

(Vi(R)− Vj(R)) +
F∑
j

(pjdji(R)) · Pkin

M

Ṙ =
Pkin

M

Ṗkin = −∂Veff (R)

∂R
+

1

2

F∑
ij

(pipj + xixj)(Vj(R)− Vi(R))dji(R).

(5)

2.1.2 Symmetrical Triangle Window and Initial Sampling

In the SQC/MM dynamics, the window function is used to sample electronic DoFs initially

and assign quantum states finally.81,90 For multistate situations, the triangle window function

is defined as91

Wi(n = n1, ...ni, ...nf ) = w1(ni)
F∏
i ̸=j

w0(ni, nj), (6)

where

w1(ni) =


(2− γ − ni)

2−F for 1− γ < ni < 2− γ

0 otherwise

(7)

and

w0(ni, nj) =


1 for nj < 2− 2γ − ni

0 otherwise

(8)

meaning that wi = 1 if the system stays in the ith state, while wi = 0 otherwise.

The action-angle sampling method generates the initial x0
i and p0i in the ith electronic

state, i.e.

x0
i =

√
2(n0

i + γ) cos θ

p0i =
√
2(n0

i + γ) sin θ,

(9)

where n0
i is obtained by the sampling within the triangle window function and θ ∈ [−π, π].
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For the final assignment, the triangle window function bins the action variables ni into

integers 0 or 1

ni =
1

2
(xi)

2 +
1

2
(pi)

2 − γ. (10)

2.1.3 Trajectory-Adjusted Electronic ZPE

Recently, Miller and Cotton introduced a trajectory-adjusted ZPE scheme, in which each

trajectory uses its own ZPE correction for γ.92 Once the electronic coordinates and momenta

are sampled initially, the ZPE correction is defined by

γi =
1

2
(x0

i )
2 +

1

2
(p0i )

2 − δij, (11)

where j is the adiabatic electronic state in the initial sampling. Obviously, the value of the

ZPE correction γi is different for each trajectory. With this trajectory-adjusted γi, the action

variable of the electronic DoF is

ni =
1

2
(xi)

2 +
1

2
(pi)

2 − γi (12)

during the trajectory propagation.92 Meanwhile, the MM Hamiltonian in the adiabatic rep-

resentation is expressed in terms of the trajectory-adjusted γi as follows:

H =
1

2MMM
PPP 2

kin +
F∑
i

[
1

2
(xi)

2 +
1

2
(pi)

2 + γi

]
Ei(RRR). (13)

More details on the trajectory-adjusted ZPE approach are found in Ref.92
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2.2 Nonlinear Spectroscopic Signals

2.2.1 Third-Order Response

Let us consider a molecular system in an external field. The corresponding Hamiltonian

reads

Ĥ(t) = ĤM + ĤF (t), (14)

where ĤM is the molecular Hamiltonian and ĤF (t) is the Hamiltonian describing the field-

matter interactions. Explicitly,

ĤF (t) = −µ̂µµ · E(t), (15)

where µ̂µµ represents the TDM operator and E(t) denotes the total electric field of the laser

pulses. Any spectroscopic signal is determined by the third-order polarization,

P(3)(t) = −i

∫ ∞

0

dt3

∫ ∞

0

dt2

∫ ∞

0

dt1E(t− t3)E(t− t3 − t2)E(t− t3 − t2 − t1)S
(3)(t3, t2, t1),

(16)

which is specified by the convolution of the external field with the three-time NRF35

S(3)(t3, t2, t1) = Tr(µ̂̂µ̂µI(t1 + t2 + t3)[µ̂̂µ̂µ
I(t1 + t2), [µ̂̂µ̂µ

I(t1), [µ̂̂µ̂µ
I(0), ρ̂(−∞)]]]). (17)

Here

µ̂̂µ̂µI(t) = eiĤM (t)µ̂̂µ̂µe−iĤM (t) (18)

is the TDM operator in the Heisenberg representation and ρ̂(−∞) is the equilibrium density

operator of the molecular system before the arrival of the laser pulses. In the present work,

we assume that

ρ̂(−∞) = |0⟩ ⟨0| ⊗ |ν0⟩ ⟨ν0| , (19)

meaning that the system is initially in the electronic ground state |0⟩ and in the vibrational

ground state |ν0⟩.
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2.2.2 TA PP Spectra

In TA PP spectroscopy, the molecular system is prepared by the pump (pu) pulse and

detected by the probe (pr) pulse,

E(t) = Epu(t) + Epr(t),

Epu(t) = ϵϵϵpuApuEpu(t)e
ikpuxe−iωput + c.c.,

Epr(t− τ) = ϵϵϵprAprEpr(t− τ)eikprxe−iωprt + c.c.

(20)

Here τ is the time delay between the pulses, ϵϵϵpu and ϵϵϵpr are the unit vectors of the linear

polarization of the pulses, Apu and Apr are the pulse amplitudes, Epu(t) and Epr(t) are the

dimensionless envelope functions, kpu and kpr are the wave vectors and ωpu and ωpr are the

pulse carrier frequencies.

The integral TA PP signal Iint(τ, ωpr) is fully determined by the third-order polarization

P
(3)
kpr

(τ, t) in the phase-matching direction kpr
35

Iint(τ, ωpr) = Im ωpr

∫ ∞

−∞
dtEpr(t)e

iωprtP
(3)
kpr

(τ, t). (21)

2.2.3 Molecular Hamiltonian

The molecular Hamiltonian can be conveniently written in the block-diagonal form,

ĤM =


Ĥ0 Ĥ0I 0

ĤI0 ĤI 0

0 0 ĤII

 . (22)

Here Ĥ0 is the nuclear Hamiltonian in the electronic ground state 0, ĤI is the Hamiltonian

governing the initial excitation and nonadiabatic dynamic in the lower-lying excited states,

ĤII is the Hamiltonian describing vibronic dynamics in higher-lying states, while Ĥ0I and its

Hermite conjugated ĤI0 describe the NACs. The molecular electronic states fall into three
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manifolds 0, I and II according to their energies: I consists of the excited states interrogated

via the pump pulse from the electronic ground state as well as of those states which are

nonadiabatically coupled to them, while II includes the excited states accessible to the probe

pulse from I.

The TDM operators can also be written as a sum of the rising and lowering operators,

µ̂µµ = µ̂µµ↑ + µ̂µµ↓, (23)

which, in turn, can be represented in the block-diagonal form

µ̂µµ↑ =


0 µ̂µµ0,I 0

0 0 µ̂µµI,II

0 0 0

 , µ̂µµ↓ =


0 0 0

µ̂µµI,0 0 0

0 µ̂µµII,I 0

 . (24)

Here µ̂µµ0,I is responsible represents for transitions from the state 0 to the states of man-

ifold I, etc. Within the rotating wave approximation (RWA), the matter-field interaction

Hamiltonian assumes the form

ĤF = −µ̂µµ↑ERWA(t)− µ̂µµ↓E∗
RWA(t), (25)

where

ERWA(t) = Epu(t) = ϵϵϵpuApuEpu(t)e
−ikpuxeiωput + ϵϵϵprAprEpr(t− τ)e−ikprxeiωprt. (26)

2.2.4 Quantum DW Approximation

The general TA PP signal defined per Eqs. (16) and (21) can be recast into the form suitable

for on-the-fly simulations by performing a series of approximations.60,115

First, the quantum DW approximation is performed, which assumes that the pump and

probe pulses are well separated, meaning that the time delay τ between the pulses is (much)
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longer than the pulse durations. Second, the short-pulse approximation is adopted, meaning

that the nuclear dynamics during the pulse can be neglected. With these two assumptions,

the integral TA PP signal takes the DW form

Iint(τ, ωpr) = ωprTr
[
D̂(ωpu)

(
eiĤ0τŴ0(ωpr)e

−iĤ0τ + eiĤIτ (ŴI(ωpr)− ŴII(ωpr))e
−iĤIτ

)]
,

(27)

where

D̂(ωpu) =

∫ ∞

−∞
dt

′

2

∫ ∞

0

dt1Epu(t
′

2)Epu(t
′

2 − t1)e
iωput1e−iĤIt1ϵϵϵpuµµµI,0ρ̂(−∞)eiĤ0t1ϵϵϵpuµµµ0,I + h.c.

(28)

is the doorway operator and

Ŵ0(ωpr) =

∫ ∞

−∞
dt

′
∫ ∞

0

dt3Epr(t
′
)Epr(t

′
+ t3)e

iωprt3eiĤ0t3ϵϵϵprµµµ0,Ie
−iĤIt3ϵϵϵprµµµI,0 + h.c.

ŴI(ωpr) =

∫ ∞

−∞
dt

′
∫ ∞

0

dt3Epr(t
′
)Epr(t

′
+ t3)e

iωprt3ϵϵϵprµµµI,0e
iĤ0t3ϵϵϵprµµµ0,Ie

−iĤIt3 + h.c.

ŴII(ωpr) =

∫ ∞

−∞
dt

′
∫ ∞

0

dt3Epr(t
′
)Epr(t

′
+ t3)e

iωprt3ϵϵϵprµµµI,IIe
−iĤIIt3ϵϵϵprµµµII,Ie

iĤIt3 + h.c.

(29)

are the window operators. The terms proportional to Ŵ0, ŴI and ŴII in Eq. (27) yield the

ground state bleach (GSB), stimulated emission (SE) and excited-state absorption (ESA)

contributions to the total TA PP signal.

2.2.5 Quasiclassical DW Approximation

In the quasiclassical dynamics, the operators become functions in the nuclear phase space,

and the trace turns into the integral over the nuclear phase space and the sum over the
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electronic states. Explicitly,

Iint(τ, ωpr) = IGSB
int (τ, ωpr) + ISEint (τ, ωpr) + IESA

int (τ, ωpr)

IGSB
int (τ, ωpr) = ωpr

∑
e

∫
dRgdPgD(ωpu,Rg,Pg)W

int
0 (ωpu,Rg(τ),Pg(τ))

ISEint (τ, ωpr) = ωpr

∑
e

∫
dRgdPgD(ωpu,Rg,Pg)W

int
I (ωpu,Re(τ),Pe(τ))

IESA
int (τ, ωpr) = −ωpr

∑
e

∫
dRgdPgD(ωpu,Rg,Pg)W

int
II (ωpu,Re(τ),Pe(τ)),

(30)

where Rg and Pg represent the initial nuclear coordinates and momenta in the electronic

ground state sampled according to the Wigner distribution ρWig
g (Rg,Pg), Rg(τ) and Pg(τ)

denote the nuclear coordinates and momenta propagated in the electronic ground state up

to t = τ , and Re(τ) and Pe(τ) denote the nuclear coordinates and momenta propagated up

to t = τ in manifold I of the lower-lying excited electronic states. The quasiclassical doorway

function reads

D(ωpu,Rg,Pg) = |ϵϵϵpuµµµge(Rg)|2E2
pu(ωpu − Ueg(Rg))ρ

Wig
g (Rg,Pg), (31)

and the quasiclassical window functions are defined as

W int
0 (ωpu,Rg(τ),Pg(τ)) =

∑
e

|ϵϵϵprµµµge(Rg(τ))|2E2
pr(ωpr − Ueg(Rg(τ))),

W int
I (ωpu,Re(τ),Pe(τ)) = |ϵϵϵprµµµge(τ)(Re(τ))|2E2

pr(ωpr − Ue(τ)g(Re(τ))),

W int
II (ωpu,Re(τ),Pe(τ)) =

∑
f

|ϵϵϵprµµµe(τ)f (Re(τ))|2E2
pr(ωpr − Ufe(τ)(Re(τ))).

(32)

Here Epu(ω) and Epr(ω) are the Fourier transforms of Epu(t) and Epr(t), e represents the

current lower-lying electronic state of manifold I, and f labels higher-lying electronic states of

manifold II. µµµge, µµµge(τ) and µµµe(τ)f are the matrix elements of the TDMs operators between the

corresponding electronic states, while Ueg(Rg(τ)), Ue(τ)g(Re(τ)) and Ufe(τ)(Re(τ)) are the

transition frequencies (or, equivalently, energy gaps) between the corresponding electronic
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states. The notion e(τ) means that a trajectory initiated in an excited state e may jump

into another electronic state.

The above derivations have been made under the assumption that NAC-induced tran-

sitions between manifolds 0, I, and II can be neglected on the timescale of interest. Once

the internal conversion (IC) e(τ) → g is allowed, Eq. (27) remains valid, but the window

functions W int
k defined per Eq. (32) have to be replaced by the new window functions W int

k,IC

which are defined in terms of the original window functions as follows:115

W int
0,IC = W int

0 , (33)

W int
I,IC =

 W int
I , if trajectory stayswithin {I}

−W int
0 , if trajectory jumps from {I} to {0},

(34)

W int
II,IC =

 W int
II , if trajectory stayswithin {I}

0, if trajectory jumps from {I} to {0}.
(35)

If a trajectory jumps from manifold I back to the ground state, then e(τ) changes to g in

Eq. (34). Owing to the e(τ) → g IC, two GSB contributions arise: the cold and the hot.

The cold contribution is the conventional GSB signal which reveals the nuclear wavepacket

on the electronic ground state. It is described by the window function W int
0 of Eq. (33). The

hot contribution is the IC-induced GSB signal, that reveals the manifold-I trajectory which

jumps to the electronic ground state after the e(τ) → g IC. This trajectory contributes to

the GSB with a minus sign, −W int
0 in Eq. (34).115

2.2.6 SCM/MM-DW Simulation Protocol

Cotton and Miller showed that the electronic part of the density matrix can be calculated

within the SQC/MM framework by ”binning” the trajectory to different windows which de-

fine the currently occupied electronic states in the mapping dynamics.83,84 With this method,

we obtain information about the involved electronic states and transitions and can straight-

14

https://doi.org/10.26434/chemrxiv-2024-7zl3b ORCID: https://orcid.org/0000-0001-8180-0111 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-7zl3b
https://orcid.org/0000-0001-8180-0111
https://creativecommons.org/licenses/by/4.0/


forwardly evaluate the DW functions of Eqs. (31) and (32). Several comments are appro-

priate though. First, using the binning procedure to specify the DW functions correlates

nicely with the central idea of the SQC/MM dynamics to use binning for defining the state

occupations. Second, this method defines the active state in the trajectory propagation and

only the diagonal elements of the density matrix are used to calculate the spectra. Therefore

the current way to calculate the DW functions is very similar to that used in the on-the-fly

TSH dynamics.60,115,116 Third, we admit limitations of the current approach. In the applica-

tions of the present work, these limitations are not crucial, because manifold I contains just

a single electronic state. For molecular systems with several simultaneously excited bright

electronic states in manifold I, TA PP and other nonlinear spectroscopic signals will have

contributions from electronic coherences between these electronic states. The SCM/MM

approach can handle these coherences, and this will require the appropriate modification of

the DW algorithm. Work in this direction is currently in progress.

With the current SCM/MM-DW methodology, we obtain the following simulation pro-

tocol.

Cold GSB signal.

1. Perform the initial sampling of the nuclear coordinates and momenta according to

the Wigner distribution at the minimum of the ground-state potential energy surface and

evaluate Dint(ωpu,Rg,Pg).

2. Run the Born-Oppenheimer molecular-dynamics (BOMD) trajectories on the ground

state and record electronic excitation energies and TDMs between the ground state and the

states of manifold I.

3. Evaluate W int
0,IC(ωpr,Rg(τ),Pg(τ)) along the trajectory.

4. Average over all trajectories.

Hot GSB, SE, and ESA signals.

1. Initiate the dynamics in a specific state of manifold I. Sample electronic coordination

and momenta in the excited state with the binning procedure and define the trajectory-
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adjusted ZPE term. Perform the initial sampling of nuclear coordinates and momenta.

2. Propagate trajectories on the excited states. Store electronic and nuclear coordinates

and momenta. Apply the binning procedure to electronic variables for the assignment of

the quantum states. Save the excitation energies and TDMs in manifolds 0 and II along the

trajectory in manifold I.

3. Calculate the W int
0,IC(ωpr,Rg(τ),Pg(τ)) when trajectories are binned to the ground

state. Evaluate W int
I,IC(ωpr,Re(τ),Pe(τ)) and W int

II,IC(ωpr,Re(τ),Pe(τ)) when trajectories are

binned to the excited state.

4. Average over all trajectories.

2.3 Computational Details

Figure 1: Molecular structure and labeling of atoms of (a) azobenzene and (b) PSB4.

To illustrate the performance of the SQC/MM-DW methodology, we chose two well-

known molecules, cis-azobenzene and cis-hepta-3,5,7-trieniminium cation (PSB4), which

are sketched in Fig. 1 (a) and (b). Optimizations of the S0 minima of both systems were

performed by employing the complete active space self-consistent field (CASSCF) in the

Gaussian 16 package117 where azobenzene is optimized at CASSCF(6,6)/6-31G level while

PSB4 at CASSCF(8,8)/6-31G(d). In the on-the-fly SQC/MM dynamics simulations, the

MOLPRO2022 package118 was used for the electronic structures calculations.

For azobenzene, the SA6-CASSCF(6,6)/6-31G level of the electronic structure theory was

used for both dynamics and spectroscopic calculations. For PSB4, the SA2-CASSCF(8,8)/6-
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31G(d) level was used for the dynamics calculations, while the SA8-CASSCF(8,8)/6-31G(d)

level at snapshots generated from the nonadiabatic dynamics simulations was used for the

simulation of TA PP spectra.

Initial nuclear coordinates and momenta were generated by the Wigner sampling of the

lowest vibrational level on the S0 state. In the SQC/MM dynamics, the initial sampling and

final assignment of quantum states for electronic DoFs were conducted using the symmetrical

triangle window function with the trajectory-adjusted ZPE correction γ.91,92 All electronic

mapping coordinates and momenta were sampled by the action-angle method. The time

steps for the propagation of the nuclear and electronic motions were 0.2 fs and 0.002 fs,

respectively. All dynamics calculations were carried out with the JADE package.94,119

In azobenzene, manifold I contains a single state S1 and manifold II consists of 4 states,

from S2 to S5. In PSB4, manifold I also contains a single state S1 and manifold II contains

6 states, from S2 to S7. 100 BOMD trajectories on the S0 state were run up to 200 fs in the

simulation of the GSB cold signal. Other 100 trajectories starting from the S1 state were

propagated to simulate the hot GSB, SE, and ESA signals. We chose snapshots per 10 steps

from every trajectory to obtain the vertical excited energies (VEEs) and TDMs.

We chose Gaussian envelopes of the pump and probe pulses, Ea(t) = exp{−(t/τa)
2}

and Ea(ω) = exp{−(ωτa)
2/4} (a = pu, pr), in which the pulse duration τa is set to 5 fs.

This yields the pulse bandwidth 0.44 eV (full width at half maximum). In our simulations,

polarization-sensitive effects and orientational averaging are not explicitly considered, which

is equivalent to replacing the scalar products of the kind |ϵϵϵpuµµµge(Rg)|2 by scalar coefficients

|µµµge(Rg)|2 in the DW functions. Within the DW formalism, the aforementioned effects can

be taken care of as demonstrated in Ref.120

Considering isomerization of azobenzene and PSB4, we chose the following criterion to

distinguish between the cis and trans photoproducts. If the dihedral angle falls within the

range from -30 to 30 degrees between 175 and 200 fs, the product is of cis-structure. If the

dihedral angle falls within the range of 150 to 210 degrees, the product is of trans-structure.
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Specifically, the dihedrals C3-N1-N2-C1 and C4-C5-C6-C7 were chosen for azobenzene and

PSB4, respectively (cf. Ref.121).

3 Results and Discussion

In these section we present the results of the on-the-fly simulations for azobenzene and

PSB4. We systematically compare theoretical observables (evolutions of electronic popula-

tions, bond angles and lengths) and experimental observables (TA PP spectra), evaluated

by using the DW-SQC/MM methodology.

While interpreting the TA PP spectra, it is useful to keep in mind that the SE and ESA

contributions reflect the pump-pulse induced wavepacket motion in manifold I, projected on

the electronic ground state (SE) or on the higher-lying electronic states of manifold II (ESA).

The cold GSB signal mirrors the ground state wavepacket, while the hot GSB signal reveals

the wavepacket initiated and propagated in manifold I but transferred to the electronic

ground state after the IC.

3.1 Azobenzene

Photoisomerization of azobenzene finds a wide range of applications in high-density storage

devices,122,123 light-driven molecular motors124,125 and protein probes.126,127 Femtosecond

spectroscopy revealed the important role of the low-lying excited states nπ∗ and ππ∗ in the

course of isomerization.12,128–130 From the theoretical perspective, azobenzene’s nonadiabatic

dynamics initiated in the nπ∗ or ππ∗ states were investigated extensively.120,131–137

Dynamical responses of azobenzene initiated in its lowest excited state S1 are shown in

Fig. 2. Panel (a) displays the S1 (orange) and S0 (blue) population evolution. Since the

total, S1+S0, population is conserved, we concentrate on the S1 population dynamics, which

can be subdivided in several stages. The population remains constant within the first 25

fs. This establishes a characteristic time which the photoinduced wavepacket needs to travel
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Figure 2: (a) Population dynamics of the S0 and S1 states of azobenzene, (b) normalized
SE signal of azobenzene excited at ωpu = 3.02 eV vs the inter-pulse delay τ and the probe
carrier frequency ωpr, (c) normalized ESA signal of azobenzene, (d) normalized distribution
of the C3-N1-N2-C4 torsional angle on the S1 state vs the inter-pulse delay and the dihedral
within [−90,−270] degrees.
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from the initial Franck-Condon region to the IC region. From 25 fs to 90 fs, the population

exhibits a fast decay: S1 looses half of its initial value at around 50 fs. Then the slower

decay is observed.

Panels (b) and (c) demonstrate, respectively, the SE and ESA contributions to the integral

TA PP spectrum. The central frequency of the pump laser is tuned into resonance with the

S0 − S1 transition, ωpu = 3.02 eV. Initially, the SE spectrum in Fig. 2 (b) is concentrated

in the vicinity of the Franck-Condon region (ωpr ≈ 3 eV, which corresponds to the S0 − S1

VEE of Table S1. During the first 25 fs (when the S1 population remains unchanged), the

SE spectrum moves to the lower-frequency region and exhibits damped oscillations which

are culminated in almost full recurrence around 120 fs.

The ESA spectrum in Fig. 2 (c) is initially concentrated around 3.6 eV, which corresponds

to the S1 − S4 VEE in Table S1. At around 10 fs, the ESA spectrum splits into two

components, of which the lower one oscillates around 1.0 eV and the upper one oscillates

around 5.0 eV.

As the wavepacket moves away from the Franck-Condon region, both the SE and ESA

signals exhibit significant quenching owing to the two main reasons. First, TDMs become

smaller, which is a manifestation of the significance of the non-Condon effects in azoben-

zene.115 Second, IC depopulates the the excited state. After 170 fs, the S1 population

becomes small and both the SE and ESA signals tend to vanish (see Fig. S5).

The time evolution of the SE and ESA spectra correlates with the torsional motion of the

C3-N1-N2-C4 dihedral angle, as shown in Fig. 2 (d). The C3-N1-N2-C4 dihedral angle is

around 5 degrees in the first 5 fs, indicating that the trajectories are near the S0 minimum,

and the SE and ESA maxima reveal the VEEs in the Franck-Condon region. Since the

S1 − S4 TDM dominates the short-time dynamics, the ESA maximum coincides with the

S1 − S4 VEE. The subsequent decrease of the S1 − S4 TDM and increase of the S1 − S5 and

S1 − S2 TDMs lead to the splitting of the ESA signal. Interestingly, the time evolutions of

the SE and ESA spectra correlate with those of the C3-N1-N2-C4 dihedrals in many aspects:
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timescales, oscillation patterns, and so on. For example, maxima of the SE and ESA spectra

around 120 fs in panels (b) and (c) correlate with the minimum of the dihedral angle in

panel (d).

Figure 3: (a) Normalized cold GSB signal of azobenzene excited at ωpu = 3.02 eV vs the
inter-pulse delay τ and the probe carrier frequency ωpr, (b) normalized Fourier transform
of the cold GSB signal, (c) normalized hot GSB signal of azobenzene, (d) normalized cold
GSB signal corresponding to the final trans-azobenzene, (e) normalized GSB cold signal
corresponding to the final cis-azobenzene, (f) normalized distribution of the C3-N1-N2-C4
torsional angle on the S0 state vs τ and the dihedral angle within [−90,−270] degrees.

Fig. 3 gives a multifaceted view of the GSB signal. The cold GSB signal is shown in

Fig. 3 (a). It oscillates around 3.0 eV, revealing the S0 − S1 VEE in the Franck Condon

region (Table S1). Inspired by the analyses of electronic two-dimensional spectra in terms

of beating maps,138–140 we show the Fourier transform of the cold GSB signal,

IGSB
int (ω, ωpr) = Re

∫
dTe−iωT IGSB

int (T, ωpr), (36)

in Fig. 3 (b). The figure reveals two peaks of vibrational origin: the first peak located

around 2000 cm−1 (the period ∼ 17 fs) is attributed to the N−−N stretch and the second
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peak located around 600 cm−1 (the period ∼ 56 fs) is attributed to the C-H out-of-plane

motion. These two modes are assigned according to Table S5. Oscillations with a period

of ∼ 17 fs are clearly seen in in Fig. 3 (b). Furthermore, since the first-peak frequency is

roughly thrice larger than the second-peak frequency vibration, every forth peak of the cold

GSB signal in panel (b) is more pronounced. Physically, the strong oscillation patterns in

the cold GSB signal are a manifestation of the significant dependence of TDMs on nuclear

coordinates (non-Condon effect). Fig. 3 (c) shows the hot GSB signal. It emerges at 25 fs,

indicating the starting of IC. Then the hot GSB signal exhibits quite irregular oscillations

which somewhat resemble those in the SE and ESA signals in Fig. 2 (b) and (c). For

example, note a pronounced recurrence around 120 fs.

Two photoproducts, trans- and cis-isomers, are obtained after the photoexcitation of

azobenzene. The two can be identified by monitoring the oscillatory patterns in the hot

GSB signals. Fig. 3 (d) shows the hot GSB signal for the trajectories producing the trans-

azobenzene. After 25 fs, the signal shifts to the blue following the torsional motion in panel

(f). Then the signal remains in the domain around 3.0 eV, which is consistent with the

behavior of the trajectories producing trans-azobenzene. The hot GSB signal in panel (e) is

calculated for the trajectories producing cis-azobenzene. The first stage of its evolution is

quite similar to that of its trans- counterpart, since both move to the blue following the tor-

sional motion in panel (f). At longer times, however, a portion of trajectories producing the

cis-signal returns to the low-energy domain. The reason is as follows: these trajectories ex-

perience further torsional motion after the cis-configuration is achieved. The cis-azobenzene

has a stronger TDM to the excited states than the trans-azobenzene (see Tables S1 and S2).

Hence the total hot GSB signal is dominated by the cis-azobenzene. Furthermore, the total

hot GSB signal is quite erratic due to the excessive IC-induced vibrational motion.

Summarizing, the SE and ESA signals reveal the S1 population dynamics and the C3-

N1-N2-C4 torsion on the S1 state. As the SE signal overlaps spectrally with the GSB signal

(Fig. S1), the ESA signal is much easier to follow. The cold GSB signal gives information
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on the vibrational wavepacket motion on the S0 state. The hot GSB signal reflects the

C3-N1-N2-C4 torsion on the S0 after IC. The cis and trans photoreaction channels may be

distinguished by monitoring the hot GSB signals.

3.2 PSB4

The retinal protonated Schiff base (rPSB) is a chromophore of the rhodopsin family which

is crucial for the vision process141–143 and its ultrafast cis-trans photoisomerization is the key

step for such biological functionality. The model systems protonated Schiff bases CH2(CH)2n-2NH
+

2

(PSBn) were often used to study photochemistry of rPSB.121,144–147 Here, PSB4 was selected

as a representative of PSBn.

Figure 4: (a) Population dynamics of the S0 and S1 states of PSB4, (b) normalized SE
signal of PSB4 versus the inter-pulse delay τ and the probe carrier frequency ωpr. The pump
frequency ωpu = 4.09 eV is resonant with the S1 state. (c) normalized ESA signal of PSB4,
(d) normalized distribution of the C2-C3 stretch on the S1 state vs τ and the length within
[1.2, 1.7] Å, (e) normalized distribution of the C3-C4 stretch on the S1 state, (f) normalized
distribution of the C5-C6 stretch on the S1 state, (g) normalized distribution of the C2-C3-
C4-C5 torsion on the S1 state vs τ and the dihedral angle within [90,−270] degrees, (h)
normalized distribution of the C4-C5-C6-C7 torsion on the S1 state.

We begin our discussion with the S1 and S0 population evolutions presented in Fig. 4

(a). Similar to azobenzene and due to the same reasons, the nonadiabatic S1 evolution

starts with a delay. For PSB4, however, the delay is longer, around 50 fs, and the population
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decay is slower. Namely, the S1 population of PSB4 halves at about 125 fs, and reaches

some 20% of its initial value at 200 fs. Fig.4 displays the SE signal. It is located around 4

eV (which corresponds to the S0 − S1 VEE in Table S3) and exhibits pronounced slightly

damped oscillations with a period of ∼ 30 fs. After 120 fs, the signal retains oscillatory

behavior, but becomes more erratic and does not reveal a specific oscillation frequency. The

ESA signal of Fig. 4 (c) shows a qualitatively similar behavior, but consists of two leading

components: The upper component oscillating around 3.5 eV is produced by the S1 − S4

and S1 − S5 transitions, while the lower component oscillating around 1 eV corresponds to

the S1 − S2 transition (Table S3). The ESA signal is governed by the stronger S1 − S2,

S1 − S4 and S1 − S5 TDMs. The overall quenching of the SE and ESA signals after ∼ 50 fs

correlates with the S1 population decay. The SE/ESA evolution before ∼ 50 fs reflects the

underdamped motion of the manifold I wavepacket.

To clarify which nuclear coordinates play a dominant role in the SE/ESA oscillatory

dynamics, we plot evolutions of bond lengths for several internal coordinates, C2-C3, C3-C4,

and C5-C6 in Fig. 4 (d), (e) and (f). Clearly, the C2-C3, C3-C4, and C5-C6 motions show

the oscillatory patterns with a period of ∼ 30 fs which matches the SE and ESA oscillation

periods. Furthermore, the overall intensity decays of the SE and ESA signals also correlate

with the overall quenching of the bond lengths. This is reasonable, as these motions drive the

wavepacket away from the Franck-Condon region with large TDMs. At the same time, this

motion guides the system to the conical-intersection-driven IC region. This is the primary

cause of the weakening of the SE and ESA signals (see Fig. S6). The dihedral angles for the

coordinates C2-C3-C4-C5 and C4-C5-C6-C7 shown in Fig. 4 (g) and (h)) which are almost

symmetric with respect to 180 and 0 degrees were also identified in Ref.121

Let us now turn to the GSB signals. The cold GSB signal in Fig. 5 (a) exhibits oscillates

around 4.0 eV corresponding to the S0 − S1 VEE in Table S3. Fig. 5 (b), which shows

the Fourier-transformed cold GSB signal defined per Eq. (36), exhibits three peaks located

at 300 cm−1, 1300 cm−1 and 1700 cm−1. These frequencies correspond to the vibrational
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Figure 5: (a) Normalized GSB cold signal of PSB4 vs the inter-pulse delay τ and the probe
carrier frequency ωpr for ωpu = 3.02 eV chosen in resonance with the S0 − S1 VEE, (b)
normalized Fourier transform of the cold GSB signal of PSB4.

Figure 6: (a) Normalized hot GSB signal of PSB4 vs the inter-pulse delay τ and the probe
carrier frequency ωpr for ωpu = 4.09 eV chosen in resonance with the S1 state, (b) normalized
distribution of the C2-C3-C4-C5 torsion on the S0 state vs τ and the dihedral angle within
[−90,−270] degrees, (c) normalized distribution of the C4-C5-C6-C7 torsion on the S0.
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Figure 7: Normalized hot GSB (a), SE (b), and ESA (c) signals for the trajectories ending
in the trans-PSB4. Normalized hot GSB (d), SE (e), and ESA (f) signals for the trajectories
ending in the cis-PSB4.

periods of 111 fs, 26 fs, and 20 fs, respectively. They are attributed to the torsion of the

C5−−C6 bond, the waging of the C−C−H or N−C−H modes, and the stretching motion of

the C−−C bonds, which are assigned according to Table S6. The three vibrational modes are

responsible for the GSB dynamics in Fig. 5 (a): the second and the third mode produce

oscillations while the first one causes a slight increase of the oscillation amplitude around

∼ 100 fs.

Fig. 6 (a) illustrates the hot GSB signal. The hot high-energy IC-driven wavepacket

enters the ground state around 50 fs. It exhibits a high-amplitude motion which manifests

itself through erratic oscillations of the hot GSB signal spanning around 3 eV in the fre-

quency domain. Due to the excessive energy, the wavepacket experiences quite complicated

dynamics, so that a trajectory moving towards, say, cis-PSB4 may go over the barrier and

reach trans-PSB4 (and the other way around). This statement is corroborated by Figs. 6

(b) and (c), which demonstrate that the torsional trajectories started at almost the same

point bifurcate and follow multiple crisscrossing pathways towards the final products. Since
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vibrational relaxation and dissipation are not accounted for in simulations, it is quite tricky

to estimate the final branching ratio of the products. However, as we discussed previously,

the C5−−C6 torsional motion is of primarily importance in the wavepacket evolution. We

thus tried to divide all trajectories according to the dihedral angle of this bond. The results

are shown in Fig. 7, which displays the SE, ESA, and hot GSB spectra corresponding to the

trans (upper panels) and cis (lower panels) isomers. The trajectories leading to the trans-

isomer move towards the conical intersection and experience IC. Thus the corresponding SE

(a) and ESA (b) signals disappear at 125 fs. The trajectories towards the cis-isomer bifur-

cate. Many of them bypass the conical intersection and continue to stay on the excited state.

Obviously, these trajectories require more time to return to the conical intersection region,

and the corresponding SE (d) and ESA (e) signals live longer. A smaller fraction of the

trajectories do directly reaches the conical intersection, and produces short-lived branches

of the SE (d) and ESA (e) signals. As for hot GSB signals in panels (c) and (f), they look

qualitatively very similar and do not allow us to distinguish between the two isomers.

We thus conclude that the carbon skeleton stretch on the S1 state and several torsional

motions are manifested in the SE and ESA spectra, the intensity of which correlates with the

S1 population decay. Importantly, both of these signals are clearly discernible in the total

TA PP signal (see Fig. S1) – the only signal which is detectable experimentally. Hence,

TA PP spectroscopy can conveniently monitor photoisomerization pathways and distinguish

between cis and trans PSB4 products.

3.3 Conclusion

We developed a novel protocol for the simulation of TA PP signals which is based on combin-

ing the on-the-fly SQC/MM dynamical framework and the DW representation of nonlinear

spectroscopy. The DW approximation rests on the assumption that the pump and probe

pulses are temporally well separated and are short on the dynamical timescale of interest.

The DW-SQC/MM TA PP signals depend exclusively on the classical analogues of the TDMs
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operators and electronic energies, and explicit propagation of the system dynamics in the

presence of laser fields are avoided. The developed simulation protocol can be straightfor-

wardly extended to other mapping schemes and to other nonlinear spectroscopic signals.

The methodology has been tested and illustrated by the ab initio evaluation of TA PP

spectra of realistic molecular systems, azobenzene and the PSB4. For both molecules, the

SE and ESA spectra were demonstrated to give a direct fingerprint of the excited state

wavepacket dynamics and permit the monitoring of the isomerization pathways en route to

the final photoproducts.

At the moment, the ab initio DW methodology has been combined with three most pop-

ular quasiclassical trajectory simulation protocols: TSH (including Tully’s fewest switches

method,115,116,120 Landau-Zenner method,60,148 and machine-learning enhanced Landau-Zenner

method149), Ehrenfest,150 and SQC/MM in the present work. In this context, two com-

ments are in order. For the molecular systems with a single excited electronic state, the DW

methodology results in the computational protocol which is essentially the same for all three

(semi)classical methods. Hence, the differences in the predictions of the spectroscopic signals

can be directly pinned down to the differences in the approximations used in a specific dy-

namical method. For molecular systems with several bright excited electronic states, TA PP

and other nonlinear spectroscopic signals will have contributions from electronic coherences.

In this latter case, different variants of the mapping approach may have advantages over the

TSH and Ehrenfest counterparts.64 This latter argument may broaden the applicability of

spectroscopic DW simulations performed with SQC/MM and other variants of the mapping

approach.
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Assessment of the Electron Correlation Treatment on the Quantum-Classical Dynam-

ics of Retinal Protonated Schiff Base Models: XMS-CASPT2, RMS-CASPT2, and

REKS Methods. Journal of Chemical Theory and Computation 2023, 19, 8189–8200.

(146) Toldo, J. M.; Mattos, R. S.; Pinheiro Jr, M.; Mukherjee, S.; Barbatti, M. Recommen-

dations for Velocity Adjustment in Surface Hopping. Journal of Chemical Theory and

Computation 2024, 20, 614–624.

(147) Huang, H.; Peng, J.; Zhang, Y.; Gu, F. L.; Lan, Z.; Xu, C. The development of

the QM/MM interface and its application for the on-the-fly QM/MM nonadiabatic

dynamics in JADE package: Theory, implementation, and applications. The Journal

of Chemical Physics 2024, 160, 234101.

(148) Huang, X.; Xie, W.; Doslic, N.; Gelin, M. F.; Domcke, W. Ab initio quasiclassical sim-

ulation of femtosecond time-resolved two-dimensional electronic spectra of pyrazine.

The Journal of Physical Chemistry Letters 2021, 12, 11736–11744.

46

https://doi.org/10.26434/chemrxiv-2024-7zl3b ORCID: https://orcid.org/0000-0001-8180-0111 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-7zl3b
https://orcid.org/0000-0001-8180-0111
https://creativecommons.org/licenses/by/4.0/


(149) Pios, S. V.; Gelin, M. F.; Ullah, A.; Dral, P. O.; Chen, L. Artificial-Intelligence-

Enhanced On-the-Fly Simulation of Nonlinear Time-Resolved Spectra. The Journal

of Physical Chemistry Letters 2024, 15, 2325–2331.

(150) Perez-Castillo, R.; Freixas, V. M.; Mukamel, S.; Martinez-Mesa, A.; Uranga-Piña, L.;

Tretiak, S.; Gelin, M. F.; Fernandez-Alberti, S. Transient-absorption spectroscopy

of dendrimers via nonadiabatic excited-state dynamics simulations. Chemical Science

2024, 15, 13250–13261.

47

https://doi.org/10.26434/chemrxiv-2024-7zl3b ORCID: https://orcid.org/0000-0001-8180-0111 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-7zl3b
https://orcid.org/0000-0001-8180-0111
https://creativecommons.org/licenses/by/4.0/


TOC Graphic

Some journals require a graphical entry for the
Table of Contents. This should be laid out “print
ready” so that the sizing of the text is correct.
Inside the tocentry environment, the font used
is Helvetica 8 pt, as required by Journal of the
American Chemical Society.
The surrounding frame is 9 cm by 3.5 cm, which
is the maximum permitted for Journal of the
American Chemical Society graphical table of
content entries. The box will not resize if the
content is too big: instead it will overflow the
edge of the box.
This box and the associated title will always be
printed on a separate page at the end of the
document.

48

https://doi.org/10.26434/chemrxiv-2024-7zl3b ORCID: https://orcid.org/0000-0001-8180-0111 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-7zl3b
https://orcid.org/0000-0001-8180-0111
https://creativecommons.org/licenses/by/4.0/

