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Abstract: 

We outline a multi-state molecular mechanics model for describing hemithioindigo-

based photoswitches in the ground and excited (S1) states, respectively. While 

retaining near quantum mechanical accuracy of the related Born-Oppenheimer 

potential energy profiles, the computational efficiency of our approach offers ns-scale 

molecular dynamics simulation runs featuring extended statistics of complex systems. 

Contrasting a series of different environments, we elucidate the explicit solvent effect 

on photoinduced Z-E switching in terms of both energetics and kinetic aspects. Using 

thousands of trajectories, isomerization ratios and relaxation times are directly 

assessed from statistical sampling. On this basis, in-depth mechanistic understanding 

is achieved via trajectory committor analyses that unravel the key descriptors of the Z-

E isomerization process. 

 

Keywords: hemithioindigo, photoswitches, multi-state molecular mechanics, committor 

analysis 
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Introduction: 

Photoswitches, e.g. molecules that undergo reversible changes in their structure and 

properties upon irradiation with light, offer promising opportunities of steering the 

conversion of optical- into mechanical energy through powered nanoscale motions. In 

particular, the combination of photoswitching with controlled directional motion, 

referred to as light-driven molecular motors,1–3 enables fascinating prospects in 

nanotechnology and molecular engineering. Notable examples of photoswitch-driven 

nanodevices and molecular machines include the light-control of surface wettability,4,5 

optoelectronics such as light-powered electrical switches,6 chemical sensing,7,8 and 

photosensitive medicine.9–11 Especially for biological- and material science 

applications that do not tolerate high-energy input, the absorption of visible light by the 

photoswitchable chromophores is particularly desirable.9,12–17 

Apart from the long-known azobenzenes, a recently emerging class of photoswitches 

is given by indigoids18,19 and particularly hemithioindigo (HTI) (Scheme 1).20 These 

compounds feature such desired low-energy absorption bands for electronic 

excitations together with a good thermal bi-stability, and chemical durability along the 

switching process.20,21 Consequentially, HTIs have found their way into a plethora of 

applications including molecular machines such as motors,3,22,23 gears,24,25 or 

tweezers,26 as well as photoresponsive catalysis,27 supramolecular chemistry,28–30 

molecular computing,31,32 or photopharmacology.33–36 Further chemical modifications 

have been employed to enable HTI attachment to metal surfaces,37 or to tailor self-

assembly.38,39 

The photoreactions of hemithioindigo-based molecules were extensively studied in the 

past by both, experimental40–47 and theoretical investigations48–51. In the most straight- 
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forward cases, these molecules undergo torsional deformation of the double bond 

upon visible light excitation, and thus form Z and E isomers after relaxation to the 

electronic ground state. However, more complex bond rotations of HTIs in the excited 

state have also been developed recently, notably concomitant single and double bond 

rotation as initially propsed by Liu and Asato,52 the Hula Twist photoreaction,53 or a 

single bond rotation.54 Moreover, the kinetics and type of photoreaction depends on 

the specific environment, such as the choice of the solvent.42–44 

Both, the groups of de Vivie-Riedle49 and Maurer51 found that the photoinduced double-

bond isomerization (DBI) in unsubstituted hemithioindigo (scheme 1) is largely 

characterized by dihedral rotation around the central -C=C- bond. Moreover, 

depending on stilbene substitution, the molecule may undergo an early-stage 

pyramidalization for the transition from the bright S1-state to the dark, reactive S2-state 

with more electron rich arenes requiring less pyramidalization. However, Yang et al. 

showed by nonadiabatic molecular dynamics simulations that the reactive DBI 

pathways of hemithioindigo are defined by conical intersections dominated by dihedral 

torsion with a rather weak degree of pyramidalization.50  

 

Scheme 1. Z and E isomers of hemithioindigo (HTI) resulting from photoinduced torsion of the 

thioindigo- and the stilbene fragments around the -C=C- bond. Apart from the illustrated double bond 

isomerization (DBI), the photoswitch may also undergo single bond rotation (SBR) via flipping of the 

benzene moiety around the =C-C- bond (center). 
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As can be seen by the multitude of HTI applications mentioned above, suitable 

functionalization of these molecular photoswitches is key for developing more complex 

and capable functions in the future. For a truly rational design of such advanced 

capabilities, in-depth mechanistic understanding of the photochemistry of HTIs and the 

effect of the functionalization is required - both at the electronic and the molecular 

scale. From the perspective of theory, such characterization may be provided by time-

dependent density functional theory (TD-DFT) calculations and more sophisticated 

multireference methods to study the electronic states, whereas molecular dynamics 

(MD) simulations offer the investigation of atomic motion using classical Newtons 

dynamics. The key hurdle to MD investigations is however given by the need to 

appropriately describe the forces and energies of the atomic interactions – both in the 

electronic ground state and after photoactivation. While the most accurate approach 

would call for a fully quantum treatment of both electronic and vibrational degrees of 

motion, the computational costs of such modelling are quite considerable. As a 

consequence, only models of a few selected degrees of freedom could be subjected 

to full quantum dynamics simulations at the current state of the art.  

Molecular photoswitches including HTI are highly sensitive to the environment and it is 

of critical importance to understand the details of solvent effects or HTI embedding in 

molecular assemblies such as self-assembled monolayers.55,56 We therefore advocate 

for explicit solvent models and extended statistical sampling – which implies 10,000s 

of atoms sized simulation systems and 100 ns scale dynamics runs, respectively. This 

calls for computationally efficient approaches that largely replace quantum mechanical 

(QM) calculations by molecular mechanics (MM). This may be accomplished by multi-

state force-fields to specifically describe Born-Oppenheimer potential energy profiles 

at a given electronic state. The latter are routinely available for the ground state, 
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however for photoswitches we also need specific force-fields for describing the 

modification of the atomic forces upon electronic excitation. As a minimum 

requirement, at least the most relevant excited state, typically the adiabatic S1, needs 

to be mimicked by a tailor-made MM interaction potential.  

To model the photoinduced excitation process, multi-state force-fields may be 

connected to surface-hopping approaches that implement transition probabilities 

based on QM calculations.57,58 In a QM/MM fashion, the underlying QM system is often 

limited to the photoswitch molecule, whereas embedding effects (solvent, local 

aggregates etc.) are efficiently described by MM approaches. On the other hand, once 

the electronic state has changed we may investigate photoswitch relaxation from 

straight-forward MD simulation using the S0/S1/... -specific MM force-fields.59 This 

enables the investigation of geometry changes from Newtons dynamics rather than 

imposing minimum energy pathways. Moreover, the interplay with the embedding 

environment is assessed from explicit atomic movement of the nearby molecules.  

In what follows, we develop S0/S1 -specific MM force-fields for the parent HTI and 

demonstrate the analysis of solvent effects from detailed MD simulations. Apart from 

the underlying energetics, a particular focus is dedicated to statistical sampling. This 

enables also assessing entropic and kinetic effects – which we argue are becoming of 

increasing relevance with the increasing complexity encountered in photoswitches and 

their derived molecular machines in particular.  
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Models and Methods: 

Unless otherwise noted, all quantum chemical calculations were carried out using 

Kohn-Sham density functional theory (DFT) as implemented in the ORCA 5.0.4 

quantum chemistry software package60,61 using the B3LYP62 exchange-correlation 

functional in combination with the def2-TZVP basis set63 and the def2/J auxiliary 

basis.64 Dispersion was treated by Grimme’s D3 dispersion correction65 including the 

Becke-Johnson damping function.66 Acceleration of the calculations was achieved by 

applying resolution of identity approximation67 and chain of spheres exchange.68 To 

assess the nature of stationary points, the vibrational frequencies of all optimized 

geometries were calculated by applying the harmonic oscillator approximation. From 

this, we ensure the absence of imaginary frequencies for identifying minimum energy 

configurations on the potential energy surface.  

All molecular mechanics force field parameters – except for the new terms – were 

derived from the General AMBER Force Field (GAFF) 2.2.20 suite,69 as released with 

the Amber22 software package.70 Atomic partial charges were obtained by the 

restricted electrostatic potential (RESP) method fit.71 The corresponding electrostatic 

potential was obtained from the DFT optimized structures using a Hartree-Fock 

calculation on a 6-31G** basis72–76 as implemented in Gaussian16.77 Consequently, 

the RESP charges were generated using Antechamber.78 

Molecular dynamics simulations were performed using the Large-scale 

Atomic/Molecular Massively Parallel Simulator (LAMMPS)79 using a time step of 1.0 fs. 

Temperature and pressure were controlled by applying the Nosé-Hoover thermostat-

barostat algorithm as implemented in LAMMPS using relaxation constants of 0.1 ps 

and 1.0 ps for temperature and pressure, respectively. Non-bonded short-range 
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interactions were cut off at a distance delimiter of 12 Å. To account for long-range 

Coulomb interactions, the particle-particle particle-mesh Ewald approach was utilized. 

All NVT simulations were performed at 300 K and all NpT simulations at 300 K and a 

pressure of 1 atm, respectively.  

All molecular dynamics simulations in explicit solvation boxes were preceded by 10 ns 

of NpT equilibration of the bulk solvent, followed by additional 10 ns runs after insertion 

of the HTI molecule. Apart from the gas phase, photoswitching was investigated in n-

hexane and dimethyl sulfoxide (DMSO) using cubic, 3D-periodic simulation models of 

508 and 991 solvent molecules, respectively. For each isomer, Z and E, parallel 

systems were prepared and propagated for 50 ns in the NpT ensemble to provide 

volume relaxation. While 2 ns were found necessary for equilibration, the occurrence 

profiles of the torsion angle in the different states were derived from the remaining 

sketches of 48 ns. We then fixed the box volume to the mean volume of the NpT 

equilibration run and performed an additional NVT run of 50 ns, taking snapshots at 

every 10 ps. This provided 5,000 structures referring to the (solvated) Z- and E- 

structures in the S0 state that were used as the starting structures for investigating 

photoexcitation to S1. The trajectories of the actual switching events were propagated 

in the NVE ensemble, using an initial 20 ps run in the S1 state and then instantaneously 

switching back to the S0-FF to produce additional 5 ps NVE runs that describe the S1 

→ S0 switching, respectively. 

Based on parallel series of 2×5,000 switching trajectories created in this manner, the 

probability of (S0 → S1 → S0) relaxation to the S0-E state was scrutinized by committor 

analyses referring to the atomic coordinates of the model systems at the moment when 

switching the force field according to the S1 → S0 transition. For each of the geometric 
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features investigated, occurrence profiles were sampled using 20 equidistant bins 

within the observed minimum and maximum values, respectively. On the basis of this 

discrimination, conditional committor probabilities are sampled and subjected to a 

sigmoid fit using a logistic regression classifier as implemented in Scikit-learn version 

1.5.0.80 Prior to model training, the feature sets were recentered and rescaled using 

the StandardScaler from the Scikit-learn library. No penalty was added to the logistic 

regression model.  

The solvent distribution was analyzed using a voxel grid of 48 x 48 x 48 with voxel size 

of (0.5 Å)3 to sample the density of DMSO/n-hexane molecules around the HTI solute. 

For the sampling of occurrence statistics, each configuration was aligned according to 

the HTI position and orientation as defined by the C13, C14 and S15 atoms (see fig.1 for 

notations), respectively. 
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Results and Discussion: 

Molecular mechanics models of HTI torsion in S0 and S1/T1 states 

The torsion profile of the core HTI molecule features two (local) energetic minima in 

each, the S0 and S1 states, respectively (figure 1). Using unrestrained geometry 

optimization from DFT calculations, we prepared reference models of these key 

structures. The underlying S0/S1 type minimum energy structures of HTI are used for 

computing the atomic partial charges of the MM models.  

 
 
Figure 1. Locally stable configurations of HTI (minimum energy arrangements shown for the MM 

models; values in brackets refer to the DFT reference) and energy profiles for the torsional rotation 

around the central -C=C- double bond as computed for the S0 (red) and the (T1-derrived) S1 (grey) 

states, respectively. The reference DFT calculations (B3LYP-D3(BJ) / def2-TZVP) are shown by dots, 

whereas the solid/dashed curves refer to the corresponding MM models, respectively.  
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Starting from the DFT-relaxed S0-E and S1-syn structures, rigid scans of the -C=C- 

torsion were performed in parallel runs. While such rigid scans are particularly useful 

for parameterization of the torsion potentials without interference from lateral 

movements, we suggest the fully relaxed minimum energy configurations S0–Z/E and 

S1–syn/anti for benchmarking our MM models.  

For the electronic ground state S0, we find that the standard GAFF model only partially 

reproduces the energy profile as observed from the QM reference calculation. Hence, 

we re-fitted the –C=C- torsion potentials originally provided as a sum of cosine terms  

𝑉dihedral(𝜃) = ∑ 𝑘𝑖[1 + cos(𝑛𝑖𝜃 − 𝜃𝑖,0)]

𝑖

 (1) 

to improve the force constants ki and phase shifts 𝜃𝑖,0 as denoted in the supplementary 

information S1, respectively. Moreover, we introduce a correction term to better 

reproduce the energy barriers by adding: 

𝑉corr(𝜃) = 𝑘corr ∙  cos (𝜃 −
𝜋

2
)

2∙𝑛corr

+ 𝐸corr
0  (2) 

where ncorr = 19, 𝑘corr = 16.5 kcal/mol and 𝐸corr
0 = −11.75 kcal/mol, respectively, was 

found to provide the desired local nature of refining the energy profile near the torsion 

barriers.  

In turn, electronic excitation manifests in changes in the atomic partial charges and the 

-C=C- torsion potential as a minimum to finding appropriate MM models. While the 

actually relevant electronic excitation describing photoswitching refers to the adiabatic 

S1 state, a simple numerical trick in the DFT calculations is to first characterize the 
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more stable T1 state, which corresponds to the lowest non-relativistic energy 

eigenstate for a total electron spin of 1, followed by subtracting two times the exchange 

potentials to yield the S1 energy. On this basis, numerically robust scans of torsional 

degrees of freedom and valence angles can be performed to parametrize the MM 

potentials. 59  

The underlying rigid scans require sterically reasonable starting points – which we 

picked from the DFT-relaxed S0-E and S1-syn (actually T1-syn) structures, respectively. 

To this end, the explicit atomic structures used for computing the S1-state torsion profile 

do not fully match those of the S0-state based scan, albeit featuring the same torsion 

angle θ. In fig. 1, the conical intersection is prepared by matching the MM-based S1 

profile to the MM-based S0 torsion barrier. In TD-DFT, the conical intersection prevents 

numerical assessment of S1 energies for the HTI structures near θ = 90° as already 

demonstrated by Plötner and Dreuw.48 To assess the energy shift between T1 and S1, 

we instead used the S0-Z and S0-E configurations at 90°, which showed offsets of 

2∙ΔEexchange = 0.80 and 0.74 eV, respectively. Our excited-state MM models fitted to the 

T1-based DFT energies of the torsion profile, are thus suggested to use a constant shift 

of 0.77±0.03 eV to mimic the corresponding S1-states.  

Fitting MM models to the DFT-based references required careful inspection of a series 

of interaction terms. To this end, accurate energy profiles for the S0-state are readily 

obtained from adding the correction term described in eq. (2) to the newly parametrized 

GAFF-type torsion potentials described in eq. (1) and by new Lennard-Jones 

parameters for the pairwise interaction between H-atoms 23/26 and the oxygen/sulfur 

species, respectively. In turn, the MM model describing the T1/S1-states involves a set 

of new atomic partial charges, and specific GAFF parameters as denoted in the 
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supplementary information S1. The latter includes re-parameterization of the GAFF 

models for the covalent bonding potentials of central bonds, along with their valence 

and torsion potentials.  

The numerical robustness of the MM potentials now allows the (approximate) 

assessment of the S1-energy near the diabatic crossing. Indeed, the HTI structure of 

the S0-based torsion profile experiences a barrier of 2.57 eV at θ=90° - whilst the S1-

type MM model applied for the same atomic configuration predicts 2.65 eV, 

respectively. To this end, application of the MM models to the S0-related structures 

actually predicts an avoided crossing scenario, albeit at an energy difference of only 

0.08 eV.  

 

MD simulation of HTI in S0 and S1 states: vapor, hexane and DMSO 

Before looking into the actual Z→E isomerization process, we characterized the 

underlying local energy configurations by separate MD simulations in the NpT 

ensemble (50 ns at T=300K). Figure 2 shows the occurrence profiles h(θ) of the -C=C- 

torsion angle θ, for i) HTI in the gas phase, solvation in ii) n-hexane and iii) DMSO, 

both at ambient conditions, respectively. As a consequence of the large torsion barrier 

in the S0-state, two separate profiles were derived for the Z- and E- conformers, 

respectively, using parallel MD runs. On this basis, the average energy difference in 

S0-Z and S0-E conformers was found as 0.13, 0.11 and 0.14 eV in the vapor, hexane 

and DMSO studies, respectively (see supplementary information S2, figure S2.1). To 

this end, for all solvent environment studies, the thermodynamically stable S0-state is 
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given by the S0-Z conformer, and Boltzmann statistics at 300K would predict at most 

1.4 % population of the S0-E conformer.  

In view of the ~2 eV energy barrier separating the Z- and E- conformers in the S0-state, 

such thermodynamic considerations only apply to rather long-termed relaxation. In 

turn, short-term HTI relaxation upon photoexcitation and electronic decay occurs on 

the ps scale and will thus critically depend on the HTI arrangements in the S1 state. To 

highlight the role of the solvent environment for the S0-Z → S1 → S0-E isomerization, 

we therefore also sampled the occurrence profiles h(θ) of the -C=C- torsion angle in 

the S1 state. Each of the three occurrence profiles is normalized to 1 and, at this stage, 

no transitions between the three states are considered. As a consequence, the solvent 

effect is characterized for each HTI conformer individually, allowing full relaxation of all 

solvent degrees of freedom. The occurrence profiles shown in fig. 2 thus reflect the 

thermodynamics of HTI vibrations and their interplay with the different electrostatics 

and van-der-Waals interactions. 

 

Figure 2. Occurrence profiles of the -C=C- torsion angle of HTI in vacuum (left), n-hexane (center), and 

DMSO (right). While well-defined peaks are observed for the solvation of the S0-Z and -E states, we find 

significant changes in the statistics collected for the S1-syn/anti conformers. Steric hindering and van-

der-Waals interactions in hexane promotes S1-syn type arrangements, whilst electrostatics and 

hydrogen bonding lower the relative energy of the S1-anti conformer in DMSO. 
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For each of the solvent scenarios i)-iii), the average torsion angle of HTI in the S1-state 

is near 90° - albeit at rather asymmetric, bi-modal distributions. Based on the MM 

potentials, we can rationalize this finding by means of contrasting individual 

contributions to the overall interplay of interaction forces. Since the mathematical term 

describing the torsion potential in the S1-state is symmetric around 90°, any asymmetry 

must originate from the intramolecular pairwise interactions – e.g. Lennard-Jones and 

Coulombic potentials – specifically the interaction of the stilbene moiety and H17 with 

the carbonyl group and the sulfur atom, respectively (see also fig.1). Hexane amplifies 

the asymmetry in favor of smaller -C=C- torsion angles (fig. 2, center). In turn, DMSO 

induces an opposite effect, stabilizing larger torsion angles (fig.2, right). This 

observation is attributed to explicit solvent-solute interactions, which we argue is 

mainly of van-der-Waals nature for hexane, whereas the different trend observed in 

DMSO should result from over-compensation of van-der-Waals forces by Coulomb 

interactions.  

 

MD simulation of the photoisomerization process  

Based on the relaxed S0-Z and S0-E configurations (in vapor, hexane and DMSO) as 

discussed above, we now look into the photoexcitation to S1 by means of MD 

simulation. For this, 2×5000 randomly depicted snapshots were taken from NVT runs 

for each isomer, subjected to instantaneous switching to the S1-MM model, and 

propagation from MD simulations. Relaxation in the S1 state was monitored in the NVE 

ensemble to avoid artificial damping of the kinetics by the thermostat algorithm. 
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Sampling averages from the (each) 5000 pathways collected for the S0-Z and S0-E 

starting points, respectively, we produced time-dependent profiles of the -C=C- torsion 

angle (fig.3, see also supplementary information S3.1). The different relaxation 

dynamics are best seen from contrasting S0-Z/E → S1 in vapor to HTI photoswitching 

in solution, respectively. In the former, 0/180° → 90° deformation of the -C=C- torsion 

angle is observed on the fs scale, however leading to strong vibrations of the entire 

HTI molecule – and thus re-visiting the Z/E type configurations. In turn, after energy 

dissipation from the torsion degree of freedom to molecular vibration, we find 

convergence to the S1 state within about 10 ps. On the other hand, in solution the 

torsional motion is slowed by nearby solvent molecules. This damps HTI vibrations 

significantly and convergence to the equilibrium S1 state is found at the 5 and 15 ps 

scale in hexane and DMSO, respectively. Statistics of the vertical energy difference 

between the S0- and the S1-state are reported in the supplementary information S3, 

whereas the electronic decay from S1-states is discussed in the following. 

 

Figure 3. Time-dependent profiles of the -C=C- torsion angle upon S0-Z/E → S1 excitation (left row) and, 

after 20 ps propagation in S1, electronic decay back to the ground state (right). Averages collected from 
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5,000 individual trajectories starting in S0-Z and 5,000 trajectories starting in S0-E, respectively, are 

shown for HTI in vacuum (upper panel) and in n-hexane / DMSO (lower panel). From the overall statistics 

of the 10,000 pathways mimicking the electronic decay to the ground state, we find the S1 → S0-Z 

transition to be preferred, namely 55.3 % of the runs performed in vapor evolved to the S0-Z isomer. In 

turn, the role of the solvent is reflected by the change in S1 → S0-Z committor probability - which 

increases to 60.0 % in hexane, whereas a reduction to 52.8% is observed in DMSO, respectively.  

From comparing the evolution of photoswitching pathways starting from S0-Z and S0-

E, we argue that upon 20 ps propagation in the S1 state, our MD simulations converged 

to S1 type configurations. Using the endpoints of these 2×5000 trajectories, we 

switched our MM model back to the S0 state to mimic the electronic decay to the ground 

state. In all solvent scenarios, we find the HTI molecules to lock into either S0-Z or S0-

E configurations within only a few picoseconds of NVE simulation runs (fig.3). While 

evolution to the S0-Z state is preferred over all solvent scenarios, the observed Z/E 

ratio after completing the photoswitching cycle differs significantly. Indeed, the 

probability of finding S0-Z conformers (which was found as 55.3 % for the S1 → S0-Z 

transitions in vapor) increases to 60.0 % in n-hexane whereas a reduction to 52.8 % is 

observed in the DMSO case.  

The S1 → S0-Z transition probabilities are in stark contrast to the ratio of S0-Z and S0-

E conformers one would expect from simple Boltzmann statistics based on the 

corresponding averages in energy. Thus, despite providing generous relaxation time 

(20 ps) in the S1 state, we still find a kinetic biasing of the Z-E photoisomerization. It is 

intuitive to expect the momentous -C=C- torsion angle to play a key role for the fate of 

the HTI molecules upon electronic decay from the S1 state. In turn, the identification of 

further descriptors for evolution to Z- or E-conformers is much less obvious. For this 

reason, we performed a committor analysis based on the manifold of MD pathways 
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collected for the S1→S0 transition runs. To this end, the probability of HTI relaxation to 

the E-isomer p(S1→S0-E) is assumed as the reaction coordinate. While mathematically 

exact, it however provides little help for our actual understanding of the underlying 

mechanisms. This motivates the formulation of structural descriptors of which we 

created a small series of candidates from intuition.  

To benchmark the suitability of a given descriptor x as a trigger for 

enhancing/diminishing Z-E isomerization by photoexcitation, we elucidate its 

performance in predicting the ‘mathematical reaction coordinate’ p(S1→S0-E,x). The 

latter refers to the above-described statistics of p(S1→S0-E) - which was devised as a 

function of x, that is the value of the given descriptor at the instant of the electronic 

decay S1→S0 (implemented by switching of the MM models). This target function is 

approximated by a sigmoid-type fit function p(x) according to: 

p(S1 → S0 − 𝐸, 𝑥) ≈ p(𝑥) = (1 + 𝐴 ∙ 𝑒
−𝜔 

𝑥−〈𝑥〉
𝑟𝑚𝑠𝑑(𝑥))

−1

 (3) 

Inspired by the fitting of logistic regression classifiers, two parameters A and ω are 

used to best approximate our target function, namely p(S1→S0-E,x) as sampled from 

the corresponding occurrences observed from our MD runs. To this end, parameter A 

controls p(𝑥 = 〈𝑥〉) – which is reflected by the overall average of p(S1→S0-E). In turn, 

the parameter ω indicates how sharply the sigmoid shape of p(x) depends on the actual 

value x of the descriptor. This allows interpreting ω in terms of the suitability of a given 

descriptor model. For example, a poorly chosen descriptor that does not correlate at 

all with p(S1→S0-E,x) will essentially provide random numbers as inputs to p(x). The 

corresponding fit will thus show ω = 0 and p(S1→S0-E,x) = p(S1→S0-E) is a constant. 

On the other hand, the larger |ω|, the more sensitive is the fitted function p(x) and the 
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better will be the prediction of the target p(S1→S0-E,x). We therefore suggest |ω| as an 

indicator for how strong a given descriptor triggers the committor probability.  

For HTI switching in vacuum, only the DBI torsion angle 𝜃-C=C- could be identified as a 

significant descriptor for triggering relaxation to S0-Z versus S0-E from the S1-state. In 

fig. 4, this is indicated by a well-defined sigmoid shape of the fitted function p(x) for 

predicting the committor probability p(S1→S0-E,x). For comparison, we also show the 

fitting of eq. 3 in case of using the SBR torsion angle 𝜃=C-C- as a putative descriptor. In 

this case, we indeed find ω=0 and a rather indifferent approximation of p(S1→S0-E,x) 

= constant.  

 

Figure 4. Committor analyses for the photoswitching of HTI in gas phase (left) and in hexane (center) 

and DMSO (right) solution. The dots refer to the statistics collected for the probability of reaching the S0-

E configuration - devised as a function of possible descriptor variables x at the moment of switching 

from S1 to S0. The dot sizes are proportional to the number of trajectories committing to the respective 

data point. The solid curves refer to the fitting of sigmoid type functions (eq.3) – which suitability for 

predicting the triggering of relaxation to S0-E is quantified by |ω|. The factors A amount to 1.59, 1.23, 

1.52, 1.50, 1.12, and 1.12 for the cases of θ-C=C-, θ=C-C-, d(hexane, FP-PhC7), d(hexane, FP-PhS), 

d(DMSO, FP-PhC7), d(DMSO, FP-PhS), respectively. 
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A more subtle picture is however observed for HTI photoswitching in solution. While 

the 𝜃-C=C- angle is still of central importance for Z-E isomerization, we identified two 

solvent coordinates as additional descriptors for predicting our committor analyses. 

Indeed, to study the influence of explicit solvent molecules on the photoswitching, we 

defined focal points (FPs) representing key features of the HTI geometry and sampled 

their distance to nearby solvent atoms. For this, we computed the center-of-geometry 

of the phenyl ring (Ph) and suggested its geometric center between the C7 / S atoms 

of HTI as FP-PhC7 / FP-PhS sites to elucidate the coordination of nearby solvent 

molecules (fig.5). 

 

Figure 5. Top: Schematic representation of HTI in the S1-state illustrating the focal points (FP-PhS, FP-

PhC7) defined as the geometric centers between the HTI phenyl ring and the S/C7 moieties, respectively. 

Lower panel: occurrence profiles of nearest neighbor solvent atoms to FP-PhS and FP-PhC7, showing 

nearest neighbor Chexane (iso: 0.05 Å-3), ODMSO (iso: 0.022 Å-3) and SDMSO (iso: 0.022 Å-3 ) atoms in green, 

red and yellow color, respectively.81 Solvation in hexane features lateral embedding of the stilbene 

fragment with roughly equal occurrence of solvent molecules next to either of the focal points. In turn, 

we find sharply defined coordination by DMSO via electrostatic interactions with the carbonyl oxygen 

and H-bonds to the stilbene moiety of HTI. 
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The nearest-neighbor distance of solvent species and the FP-PhC7 / FP-PhS sites 

essentially describes whether a solvent molecule blocks HTI flipping to S0-E or S0-Z, 

respectively. In the case of HTI solvation in hexane, we find such blocking as a largely 

kinetic effect. In average, lateral coordination of the stilbene moiety shows no favoring 

with regard to association next to FP-PhC7 or FP-PhS – as the underlying van-der-

Waals interactions are rather indifferent. Nevertheless, the momentous solvent 

arrangement at the instant of switching to the S0-state is more decisive, as solvent 

molecules close to FP-PhC7 tend to block HTI torsion towards the S0-E geometry (fig.4, 

center). Likewise, the closer solvent species are to FP-PhS the more likely the solvent 

may block HTI flipping to the S0-Z geometry (fig.4, right). 

To discriminate these solvation effects, we suggest four prototype cases depending on 

the minimum solvent distances to FP-PhC7 and FP-PhS, respectively. For this, 

delimiters of 2.5 Å regarding the nearest solvent atom distances d(solv, FP-PhC7) and 

d(solv, FP-PhS) were found suitable for a clear-cut discrimination. As case 1 we refer 

to the situation d(solv, FP-PhC7) < 2.5 Å and d(solv, FP-PhS) > 2.5 Å. From a purely 

steric viewpoint, case 1 implies the presence of a solvent molecule that stacks with 

immediate HTI rotation to S0-E, whereas no blocking of S1→S0-Z is expected. In turn, 

case 2 is considered as the inverse of case 1, namely a solvent molecule that hinders 

S1→S0-Z rotation whilst no blocking to S0-E is expected. Finally, cases 3 and 4 are 

defined as fully blocking as compared to fully allowing HTI rotation (to either S0-E or 

S0-Z), respectively. We compared the conditional committor probabilities p(S1→S0-

E,case 1-4) of all trajectories for the different cases (table 1) to the overall averages 

(see also fig. 3).  
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Among the prototype classes, case 4 – that is, no close contact to either FP-PhC7 nor 

FP-PhS – refers to the most frequently observed solvent arrangement. The 

corresponding committor probability of p(S1→S0-E) = 40.5 (hexane) and 48.4 % 

(DMSO), respectively, may be considered as reference points when contrasting the 

effect of closer solvent contacts. Indeed, cases 1 and 2 show the decline/increase of 

p(S1→S0-E) by -23.5 / +10.6 % in hexane and -18.0 / +5.0 % in DMSO, respectively. 

We thus argue that steric hindering is of particular importance for S1→S0-E rotation – 

which may be related to the space demand of the carbonyl group of the HTI molecule. 

This is also reflected by the statistics collected for case 3, i.e. for lateral solvent 

contacts close to both FP-PhC7 and FP-PhS sites, respectively. In such case, we still 

find preferential relaxation towards S1→S0-Z – suggesting that steric hindering is most 

critical for stilbene rotation towards the carbonyl group (as needed for reaching the S0-

E configuration). 

 p(S1→S0-E) (%) 

 n-hexane (Ntraj) DMSO (Ntraj) 

Case 1 17.0 (852) 30.4 (1,107) 

Case 2 50.6 (1,812) 53.4 (2,278) 

Case 3 21.1 (161) 37.0 (284) 

Case 4 40.5 (7,175) 48.4 (6,331) 

All 40.0 (10,000) 47.2 (10,000) 

 

Table 1. Conditional committor probability of reaching the S0-E isomer upon electronic decay from 

S1.The values in brackets refer to the total counts collected from a total of 10,000 photoswitching 

trajectories. 
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While the discussed steric effect triggered by the momentous solvent environment 

applies to both hexane and DMSO, the case-dependence of the p(S1→S0-E) committor 

probabilities is much more pronounced in hexane. This is somewhat surprising as we 

found DMSO to coordinate to FP-PhC7 via H(phenyl)••O(DMSO) / H(vinyl)••O(DMSO) 

hydrogen bonding and S(DMSO)••O(carbonyl) electrostatics, thus favoring DMSO 

association next to the carbonyl moiety of HTI (fig. 5).  

To resolve this apparent contradiction, we sampled the nearest-neighbor solvent 

arrangement a) at the moment of the electronic transition S1→S0 and b) after 200 fs 

relaxation dynamics in the S0-state (fig. 6). For HTI solvation in hexane, such 

before/after analysis of nearby solvent atom distribution clearly shows the steric 

hindering effect: solvent atoms close to FP-PhC7 are shoved aside during the hinge 

motion of the phenyl ring while the solvent on the opposing side of the stilbene moiety 

is following this motion. In stark contrast to this solvation mechanism, the coordinating 

DMSO molecule moves concertedly with the stilbene moiety to keep the hydrogen-

bonding pattern upright. Hence, the lower extend of steric hindrance experienced for 

HTI switching in DMSO may be related to a less dense solvation of the phenyl ring (fig. 

5) and the concerted rotation motion of DMSO coordinating the stilbene moiety (fig. 6). 
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Figure 6. Isosurface plots of the 3-dimensional occurrence profile of solvent atoms. Left: Chexane (iso: 

0.05 Å-3). Right: ODMSO (iso: 0.022 Å-3, red), SDMSO (iso: 0.022 Å-3, yellow). Transparent surfaces 

correspond to the solvent distribution at the S1→S0-E transition, opaque surfaces correspond to the 

solvent distribution 200 fs after. The plots were generated from all structures resulting in the formation 

of the E-isomer. For clarification, only the most important solvent density isosurfaces are shown.  

 

 

Single bond rotation 

In parallel to the photoinduced double bond isomerization described above, we also 

studied possible rotation of the stilbene moiety around the =C-C- single bond from the 

series of S0→S1→S0 transition trajectories. While SBR is readily observed in 

hemithioindigo chromophores with asymmetrically substituted phenyl rings43,53, it 

cannot be resolved experimentally for the unsubstituted HTI due to the chemically 

indistinguishable photoproducts. Nevertheless, our molecular models allow for 

indexing the individual atoms to provide such discrimination. As a consequence, we 

may study SBR for perfectly symmetric units – and thus elucidate the photoreaction in 

absence of thermodynamic favoring of either conformer. This allows studying kinetic 
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effects in a stand-alone manner, unbiased from energetic effects that would result from 

asymmetric substituents. 

From the series of 10,000 S1→S0 switching simulations in n-hexane and DMSO, we 

find only 2.4 % and 2.5 % to show SBR , respectively. Notably, each of the switching 

events implies a gain in kinetic energy of the HTI molecules, which of course firstly 

affects the dynamics of the θ-C=C- torsion angle – but is also reflected in the fluctuations 

of the θ=C-C- torsion angle. However, effective SBR is only observed in case of S1→S0 

transition at momentous arrangements exhibiting θ-C=C- near 90°, whereas clear 

triggering of DBI by θ-C=C- > 90°, or likewise clear disfavoring of DBI by θ-C=C- < 90° 

tends to diminish the chances for SBR, respectively. In fig. 7, this is illustrated by means 

of two representative trajectories. In addition, statistical analyses of the manifold of 

pathways are reported in supplementary information S4.  

 

Figure 7. Exemplary trajectories showing HTI relaxation in n-hexane upon S1→S0 transition (at time 

t=0). The switching firstly affects the θ-C=C- torsion potential and induces ~1 eV changes in kinetic energy. 

While the latter is finally dissipated to solvent motions, significant enhancement of HTI vibrations is 
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observed during the first 0.5 -1 ps after the electronic decay. In 2.4 % of our relaxation trajectories, we 

find SBR (top), whereas the majority of pathways reflect increase in the amplitude of θ-C=C- torsion angle 

vibrations without SBR (bottom).  

 

Apart from the overall amount of kinetic energy gained from S1→S0 switching in the 

molecular mechanics models – which is indeed largest for configurations with θ-C=C- = 

90° – the chance of triggering SBR surely depends on the way that the excess kinetic 

energy is being dissipated. In solution, such dissipation involves both the HTI and 

nearby solvent species. In turn, HTI switching in the gas phase does permit energy 

dissipation to other molecules and thus leads to particularly strong enhancement of the 

vibrations within the HTI itself. Indeed, we found a significantly higher SBR quantum 

yield of 28.3 % in gas phase. This is in line with a ‘hot ground state’ picture in which 

the HTI molecule in vapor retains high kinetic energy after leaving the excited state 

whilst HTI in solution undergoes energy dissipation with a few picoseconds (see also 

supplementary information S4).  
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Conclusion: 

In this work, a multi-state molecular mechanics model of the S0- and S1-state of HTI 

was derived from quantum chemical reference calculations. The resulting model offers 

computationally very efficient MD simulations, whilst retaining a quite reasonable level 

of accuracy. In turn, our approach enables the study of photoswitching processes in 

complex environments at appealing statistical quality. Based on 10,000s of dynamical 

pathways, detailed insights into sub-classes of process routes can be elaborated by 

means of occurrence statistics and committor analyses.  

While in principle enabling much more complex systems, here we demonstrated our 

approach to assessing the dynamics of HTI photoswitching by the example of a single 

molecule in vapor and in n-hexane or DMSO solution. From this, it became evident 

that the solvent effect is not only of thermodynamic nature, but also reflects kinetic 

aspects. The overall statistics of HTI isomerization via photoswitching (DBI by rotation 

of the -C=C- dihedral) is mainly determined by steric and electrostatic effects. However, 

the full picture includes the identification of different mechanisms of solvent re-

arrangement dynamics. In turn, SBR rotation (of the =C-C- dihedral) of HTI is triggered 

by purely kinetic aspects.  

We are convinced that our approach offers an exciting perspective for the in-depth 

understanding of photoswitching and related processes of HTI-based molecules. To 

one side, QM/MM type extensions offer the assessment of quantum yields for 

electronic excitation/decay. To the other, the investigation of the relaxation dynamics  

of a given electronic state relies on efficient molecular mechanics. The transferrable 

nature of these molecular mechanics models allows describing molecular 

functionalization without much additional parameterization work (with the assessment 

of partial charges constituting a minimum). This paves the way to larger scale model 
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systems, for example of molecular assemblies of HTI-based photoswitches, and their 

interplay with explicit environment effects such as interface interactions in the future. 
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