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Abstract

Investigating the molecular structure of soil organic matter (SOM), along with its in-
tramolecular interactions and interactions with other soil components and xenobiotics, is
essential due to its ecological importance. However, the complexity and heterogeneity of
SOM present significant challenges for systematic studies. While experimental methods are
commonly employed, atomistic simulations provide a complementary approach to exploring
molecular-level processes. The Vienna Soil Organic Matter Modeler 2 (VSOMM2) facili-
tates the construction of molecular models of SOM systems with various compositions at the
atomistic scale, which can then be examined through molecular dynamics (MD) simulations.
This study introduces a parameterization strategy that enables the conversion of VSOMM2-
generated structures into a coarse-grained representation, thus allowing larger time and length
scales to be explored. By employing a conformer search technique, direct construction and
analysis of coarse-grained SOM models with diverse compositions were made possible, elimi-
nating the need for atomistic MD simulations. To demonstrate this approach, coarse-grained
SOM models were created based on selected samples from the International Humic Substances
Society, considering different water content levels for each model. Comprehensive analyses,
including density and potential energy profile calculations, revealed a partial correlation with
the SOM compositions and demonstrated that electrostatic interactions govern the structural
packing. Moreover, a local phase separation process, particularly the formation of SOM voids,
was observed over several microseconds, underscoring the advantages of the coarse-graining
technique.

1 Introduction

Soil is an important source of life on earth.
It provides a reservoir of plant nutrients and
contains the largest carbon pool that is bio-
geochemically active1–3. The functioning and
composition of terrestrial ecosystems, as well
as long-term climate regulation, are affected by
the soil. Leveraging the soil’s potential to mit-
igate climate change requires an understanding
of its geochemical processes4–6.

The organic fraction, also known as Soil Or-
ganic Matter (SOM) is a diverse and com-
plex mixture of organic substances, formed
through the interplay between various factors
such as plant and microbial inputs, the nature
of the parent material, and the climatic condi-
tions1,7,8. Humic substances (HSs) are major
components of SOM formed from the decom-
position of plant and microbial residues. They
are complex mixtures composed of numerous
molecules, many of which contain an aromatic
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nucleus with phenolic and carboxylic groups as
substituents9. HSs contain two main fractions:
humic acid (HA) and fulvic acid (FA), which
differ in their chemical composition, solubility,
molecular weight, color, and biological activity.
HA is a larger, darker, and less soluble molec-
ular system that mainly enhances soil struc-
ture and water retention, while FA is a smaller,
lighter, and more soluble molecular system with
a higher concentration of carboxylic groups that
improves nutrient absorption and bioavailabil-
ity9.
These compounds have been standardized by

the International Humic Substances Society
(IHSS)10. The IHSS furnishes standard HAs
and FAs from diverse sources. In addition, in-
formation is provided about the composition of
the samples, which includes the elemental com-
position, or the 13C NMR Carbon distribution.
Along with advancements in experimen-

tal methods and research into soil science,
molecular-level simulations have become an
indispensable tool, driven by increasingly so-
phisticated numerical algorithms and improved
computer hardware11. Molecular modeling
and simulations can offer valuable insights into
soil processes at the molecular level, including
molecular geometries and dynamics, thermo-
dynamic and kinetic properties, and various
physical phenomena. Due to their complexity
and heterogeneity in chemical composition12,
it is challenging to model SOM substances.
Various approaches and hypotheses have been
introduced to describe SOM via molecular sim-
ulations.
Schulten and colleagues developed a poly-

meric SOM model, based on bio- and geochem-
ical, NMR-spectroscopic and mass spectromet-
ric analyses13–16. It consisted of a network
of long-chain alkyl structures interspersed with
aromatic rings17. Subsequent refinements in-
corporated carbohydrate and protein units14,18.
It had the advantage of providing a multitude
of interaction sites and functionalities, to rep-
resent an average HS molecular structure. This
enabled the study of the adsorption of xeno-
biotic compounds onto HS15,19,20. However,
the idea that SOM is composed of high-weight
molecular species is now considered obsolete,

even though the models do not imply the ex-
istence of these specific structures21–24.
Another approach that has been employed

is the modeling of individual SOM functional
groups25,26. This reduces the complexity of
the systems, which in turn enables the ap-
plication of more accurate methods, such as
those based on quantum mechanics. How-
ever, this approach could be compromised by
the number of functional groups that have
to be considered to sufficiently capture the
characteristics of SOM. Ahmed and colleagues
addressed this challenge by utilizing a large
test set comprising over 30 separate and dis-
tinct organic molecules that represent the
most common SOM functional groups. These
molecules were identified through extensive
characterization and analysis of numerous soil
samples using pyrolysis field-ionization mass
spectrometry (Py-FIMS) and x-ray absorption
near-edge spectroscopy (XANES)27–33. This
approach involved simulating various SOM
building blocks, including carbohydrates, phe-
nols/lignin monomers, lignin dimers, lipids,
alkylaromatics, non-amide nitrogen-containing
compounds, amides, and sterols. It effectively
captured the binding/interactions between or-
ganic contaminants and SOM on three lev-
els: individual SOM functional groups (small
organic molecules); SOM compound classes
(or building blocks); and SOM as a whole.
By applying quantum mechanical calculations
and quantitative structure-activity relationship
(QSAR) models, Ahmed and colleagues identi-
fied key parameters driving the specific bind-
ing mechanism. Overall, this molecular model-
ing approach showed good agreement with ex-
perimental results and provided insights into
molecular-level interactions that are beyond the
reach of current experimental methods.
An alternative approach based on the exper-

imental characterization of HS is the Vienna
Soil Organic Matter Modeler (VSOMM), in-
troduced by Sündermann et al. 34 . It assumes
that HS is composed of a mixture of smaller
molecules (such as those previously introduced
by Ahmed et al.) that are mainly held to-
gether by dispersion and electrostatic forces,
with covalent bonds playing a minor role35–39.
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The VSOMM generates atomistic models of
SOM composed of HS molecules, which are con-
structed from a fragment database, matching
the elemental composition and fractions of cer-
tain functional groups. This enables the in-
vestigation of HS structures that are versatile
in composition. Together with the release of a
second version6, which included optimizations
such as an improved algorithm for matching the
organic composition to the input parameters,
this has made it possible to carry out numerous
investigations to better understand HSs24,40–45.
Simulations of complex and relatively large

systems, which are often necessary for model-
ing SOM, often require considerable computing
resources. One approach that can be used to
speed up molecular simulations is the so-called
coarse-graining technique46, whereby several
atoms or even entire molecules are grouped into
new particles, often known as beads. This re-
duces the number of particles and interactions
that need to be evaluated, which improves per-
formance. The coarse-graining technique inher-
ently involves a trade-off, as it results in a loss of
atomistic detail. However, this limitation is not
a significant drawback when applied to SOM
molecules, as their precise structural details are
largely unknown. Different coarse-grained force
fields exist47–49, including the widely used Mar-
tini force field50.
Several approaches have been used to achieve

a coarse-grained representation of VSOMM
models. Dissipative particle dynamics was used
to simulate models from the initial version of
the Modeler51. Recently, Xue et al. 52 used
the Martini force field to convert a set of HS
molecules from the VSOMM2 into a coarse-
grained representation. They investigated the
dynamics and interactions of the molecules
with lipids, peptides, carbohydrates, and lignin.
We have developed a coarse-grained VSOMM2
model by utilizing the recently released Mar-
tini 3 version53, by coarse-graining the entire
fragment database54. This enabled the genera-
tion and investigation of different HS structures
based on a general conversion scheme.
While the coarse-graining approach used in

our previous work improved the simulation of
the HS molecules, the parametrization of the

bonded interactions relied on atomistic simu-
lations of the reference systems, which could
be computationally expensive. This approach
may become less efficient when different com-
positions of SOM need to be investigated, as
it would require atomistic simulations for each
reference system. Readily available coarse-
grained SOM models could facilitate long-term
and large-scale simulations of SOM systems of
different compositions, which would be advan-
tageous, for example, in the investigation of ad-
sorption processes.
Therefore, this study aims to build on the

approach used in our recent work54 by in-
troducing an improved parameterization pro-
tocol. Instead of using atomistic simulations
of SOM structures of VSOMM2 for the pa-
rameterization of the bonded interactions, we
employ a conformer generation method known
as Experimental-Torsion Basic Knowledge Dis-
tance Geometry (ETKDG)55. Our new pa-
rameterization approach was benchmarked by
constructing coarse-grained SOM systems rep-
resenting various abundant HSs with composi-
tions characterized by differing degrees of acid-
ity, aromaticity, and common functional groups
found in soils, thereby reflecting a general and
realistic SOM. The rationale behind selecting
these SOM systems is to capture the diversity
and complexity of natural SOM, by providing
realistic models that mimic its behavior un-
der different environmental conditions. Simu-
lations for each molecular model system with
a specific chemical composition were conducted
with varying levels of water content, enabling
the evaluation of corresponding density and en-
ergetic properties and providing insights into
molecular-level interactions and processes that
occur in soil environments.

2 Methods

2.1 Parametrization Approach

We recently introduced SOM models that are
compatible with the Martini 3 force field54.
These models were derived from structures gen-
erated by the VSOMM2, which constructs SOM
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structures using a set of fragment molecules6,54.
The parametrization approach utilized Swarm-
CG56 to optimize the bonded interaction pa-
rameters of the isolated fragments and to gen-
erate the corresponding coarse-grained struc-
tures. These fragments were then assem-
bled into larger macromolecules1, using poten-
tial energy parameters for the connection be-
tween fragments, determined through the direct
Boltzmann inversion (DBI) method.
While this work presents a robust pipeline

for constructing coarse-grained SOM models
with arbitrary compositions, the DBI-based
parametrization requires MD simulations of the
respective atomistic SOM reference systems.
Conducting these reference simulations for each
case can be time-consuming, especially when in-
vestigating coarse-grained SOM systems with
varying compositions. Furthermore, the pre-
vious investigation demonstrated that a time
step of 10 fs is necessary to maintain the stabil-
ity of the equations of motion of the systems.
Although the coarse-grained representation has
already extended simulation times, further op-
timizing the interaction parameters to allow for
a larger time step could significantly enhance
performance.
To address the issues mentioned above, we

implemented two major modifications to our
previous parametrization approach54. First, to
improve numerical stability, the individual frag-
ments were reparametrized using Swarm-CG,
restricting the maximum value for the angle
force constants to 350 kJmol−1 rad−2. For fur-
ther details about the reparametrization, please
refer to Section S1 of the Supporting Informa-
tion. As will be demonstrated later, this modi-
fication effectively reduces high-frequency com-
ponents in the vibrational power spectra of the
fragments, indicating a reduction in high force
gradients. This, in turn, enabled the use of a
time step of 20 fs for the integration of the equa-
tions of motion for the SOM systems.
Second, to construct coarse-grained models

independently of atomistic MD simulations,

1The term “macromolecule” refers to molecules com-
posed of multiple fragments. It should not be confused
with the polymeric SOM model introduced by Schulten
and colleagues.

equilibrium distances and angles were deter-
mined using the conformer search method,
specifically the ETKDG approach55. This ap-
proach has been used for the parametrization of
Martini models in the work of Potter et al. 57,58 .
For further information about the ETKDG ap-
proach, please refer to Section S2 of the Sup-
porting Information. The main advantage of
using this method is its ability to provide inter-
action parameters between different fragments
much faster than performing MD simulations.
The workflow of the modified parametriza-

tion approach is illustrated in Figure 1. This
procedure has been implemented into a Python
tool, which is available on Zenodo59.Using this
tool, topology files obtained from the VSOMM2
can be directly converted into those for the
coarse-grained structures, using a parametriza-
tion step. As a result, there is no need to per-
form or prepare reference simulations, as the
parameterization can be carried out via a sin-
gle command from the user.
To benchmark the modified parametrization

approach, the following analyses were con-
ducted. First, the vibrational power spec-
tra for the fragments were calculated with
the GROMACS tool gmx velacc. These spec-
tra were calculated using both parameteriza-
tion approaches: the previous one described
above54, and the current modified approach
with restricted force constants. Moreover, the
influence of the reparametrization on the agree-
ment between the atomistic and coarse-grained
distributions was assessed using a mismatch
score derived from the Swarm-CG tool. Fi-
nally, the optimal number of conformers needed
to achieve sufficient convergence of equilibrium
distances and angles was determined.

2.2 Simulation of SOM Compo-
sitions

The chemical heterogeneity of SOM is one of
its characteristic features. To explore this di-
versity, SOM systems with five different com-
positions were investigated. Escalona et al. 45

analyzed and sorted HSs from the International
Humic Substances Society (IHSS) via a princi-
pal component (PC) analysis, using aromaticity
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Figure 1: Graphical illustration of the modi-
fied parameterization approach. The tool that
was developed reads the atomistic topology
files. Subsequently, equilibrium values are de-
termined using the conformer search (ETKDG)
and augmented with values obtained from
the Swarm-CG parameterization. Finally, the
coarse-grained topology files are output with
the mapped structure, which can subsequently
be solvated in water.

and acidity as PCs (please refer to Figure 1 in
their paper). Following this categorization, cer-
tain HS types, including humic acid (HA) and
fulvic acid (FA), were investigated to represent
characteristic compositions within the chemi-
cal space (see Table 1). For more information
about the different SOM types, please see Table
S1 in the Supporting Information, which pro-
vides the elemental and organic fractions of the
SOM systems. In addition, Figures S2 and S3
provide detailed insights into the heterogeneity
and distribution of fragments within the SOM
compositions.
The atomistic structures were generated us-

ing the VSOMM2, wherein each SOM model
system comprised 1600 fragments in total, with
each macromolecule consisting of 5 connected
fragments. The pH was maintained at 5, and
calcium ions were introduced to achieve charge
neutrality. The water content was varied for
each SOM model system (please refer to Ta-
ble S2 in the Supporting Information). To
ensure consistency with previous studies, the
water content is reported as the heavy atom
fraction of water, xwater, determined from the
corresponding atomistic system. These struc-
tures were subsequently converted into coarse-
grained models using our newly developed tool.
As the SOM composition remains constant
across different water contents for each SOM
type (model system), the parameterization pro-
cedure only needs to be performed once (i.e., for
a single water content). The resulting topol-
ogy files can then be used for the cases with
other levels of water content. Additionally, the
new tool allows to produce the mapped coarse-
grained structure without the need for the pa-
rameterization step. These mapped structures
were generated using the center of geometry
mapping and subsequently solvated with gmx
solvate.
Following the coarse-grained MD simulations,

detailed analyses of the structures’ properties
were carried out. In particular, densities and
potential energies were calculated, using the
GROMACS tool gmx energy. Furthermore, a
phase separation process was investigated and
evaluated using partial densities, which were
determined utilizing the gmx density tool.
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Table 1: HS samples from the IHSS, which are modeled and analyzed in this work.

Identifier HS sample Characteristics

SOM I Elliot Soil I (FA) high carboxyl and carbonyl content
SOM II Elliot Soil IV (HA) low carboxyl and carbonyl content
SOM III Leonardite (HA) high aromatic content
SOM IV Pahokee Peat II (FA) intermediate carboxyl and aromatic content
SOM V Suwannee River II (FA) high hetero-aliphatic & aliphatic content

2.3 Computational Details

The MD simulations were performed us-
ing the GROMACS simulation package
version 2019.460. Python3 packages, in-
cluding NumPy61, Matplotlib62, MDAna-
lyis63,64, RDKit (https://www.rdkit.org),
and IPython65, were employed to generate the
coarse-grained topology files and structures.
The VMD software was used for visualization66.
Each SOM model system was first relaxed

utilizing an energy minimization. An NPT
equilibration was then carried out, which was
followed by the production run. The equili-
bration time was set to 10 ns. The produc-
tion run lasted 20µs, where the last 3µs were
used for the analysis of densities and poten-
tial energies. The leap-frog integrator was ap-
plied, using a time step of 20 fs for all MD
simulations. The temperature was held con-
stant at T = 298.15K, using the velocity-
rescale thermostat67 with a coupling constant
of τT = 1ps. For the NPT equilibration, the
Berendsen barostat68 with a coupling constant
of τp = 8ps was applied, whereas the Parrinello-
Rahman barostat69 with a coupling constant
of 12 ps was utilized for the production run.
The reference pressure was set to 1 bar. For
the Lennard-Jones interactions, the Verlet cut-
off scheme with a straight cutoff of 1.1 nm was
used. Reaction-field electrostatics were utilized
to evaluate the Coulomb interactions. A cut-off
of 1.1 nm with a dielectric constant of ϵr = 15
was applied. Constraints were incorporated by
employing the LINCS algorithm. All simula-
tions were conducted using periodic boundary
conditions.
As a reference for the Swarm-CG reparametriza-

tion, the atomistic simulation setup from our

previous study54 was used, where isolated
atomistic fragments were solvated in water and
simulated for 25 ns. The GROMOS force field
version 54A770,71 was applied in the united-
atom representation, following the description
of the VSOMM2 atomistic models. More-
over, the identical setup for the Swarm-CG
parametrization was employed, encompassing
the simulation of the coarse-grained fragments
that were solvated in water. One difference to
the parametrization from our previous study is
that the angle force constants were restricted,
as described above. For further computational
details about the atomistic simulations and
the Swarm-CG parametrization, please refer
to Dettmann et al. 54 , Section 2.3.1 and 2.3.3,
respectively.
Regarding the parameterization of the equi-

librium distances and angles of the macro-
molecules using ETKDG, 1000 conformers per
molecule were generated. This number was suf-
ficient to achieve convergence of the distance
and angle values, as discussed in Section 3.1.2.

3 Results and Discussion

This section is organized into three subsections
that address the benchmarking of the modi-
fied parameterization approach (Section 3.1);
the development of coarse-grained SOM sys-
tems with varying compositions (Section 3.2);
and the evaluation of numerical performance
(Section 3.3). The first subsection provides an
analysis of the revised force constants for the
SOM fragment molecules (Section 3.1.1) and
details of the ETKDG approach (Section 3.1.2).
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3.1 Benchmarking the Modified
Parametrization Approach

3.1.1 Revised Force Constants

Figure 2: Power spectra of the velocity auto-
correlation function for HS3 and HS30 frag-
ments, obtained using the previous (prev.)
parametrization approach (blue and orange)
and the current restricted parametrization ap-
proach employed in this work (green and red).
The colored groups of fragment molecules HS3
and HS30 represent their bead assignment.

The revision of the force constants of the SOM
fragment molecules from our previous work54

aimed to enable a larger time step in the inte-
gration of the equations of motion. Our previ-
ous findings suggested that high vibrational fre-
quencies could compromise the numerical sta-
bility of simulations. To illustrate this point,
we calculated the vibrational power spectra for
two SOM fragments, HS3 and HS30, using the
revised force constants and compared them to
power spectra obtained with the parameters
from our previous parameter set (see Figure 2).
The fragment numbering follows the VSOMM2
database. HS30, known for its high frequen-
cies, was a primary contributor to simulation
crashes. The adjusted force constants caused a
significant spectral shift in HS30, with the most
intense peak moving from around 400 cm−1 (or-
ange) to approximately 200 cm−1 (red), accom-
panied by a notable reduction in intensity. Con-
versely, HS3 displayed no significant changes,

likely due to its inherently low force constants
being unaffected by the restriction.
It should be noted that the dashed line in Fig-

ure 2 represents the maximum frequency that
can be resolved with a time step of 20 fs. With
the revised force constants, all fragment fre-
quencies fall below this limit, indicating that
the equations of motion can be effectively inte-
grated with the larger time step. The final force
constants can be found in the Python script
used to create coarse-grained SOM structures
(available in the Zenodo repository59). From
a general perspective, the choice of the time
step influences the accuracy of the integrator
(in this case, the second-order leap-frog algo-
rithm) and directly impacts the conservation of
key quantities such as energy, temperature, and
pressure72. A detailed investigation into the po-
tential effects of further increasing the time step
on these quantities could be considered a topic
for future research.
We also determined the parameters of the

bonded interactions for the set of fragments
using the recently released “Bartender” tool73

which employs MD simulations at the semiem-
pirical quantum mechanical level of theory as
a reference. However, this approach resulted
in even higher force constants than those ob-
tained from the previous parametrization using
Swarm-CG. This finding is consistent with the
work of Pereira et al. 73 , which demonstrated
that the molecules described using semiempir-
ical quantum mechanics are usually more rigid
than those described by atomistic force fields.
In certain cases, the force constants would also
need to be manually scaled down, which would
probably result in a similar parameter set.
The limitation of force constants results in a

narrower range of feasible solutions for the op-
timal parameters. In Swarm-CG, the match
between coarse-grained and atomistic distri-
butions is evaluated via the so-called Earth
Mover’s distance (EMD)74. The similarity of
the distributions can serve as an indicator of
how accurately the coarse-grained model repro-
duces the dynamics of the grouped (mapped)
atoms. In other words, a closer alignment be-
tween the two distributions corresponds to a
smaller EMD value (for details about the EMD,
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Figure 3: Comparison of the angle distributions
of mapped (red) and coarse-grained (blue) mod-
els. The distributions of the angle between the
beads 2, 4 and 3 (2-4-3) of the HS3 fragment
are shown for the restricted parametrization (a)
and previous parametrization (b). Similarly,
the angle distributions of the 3-4-1 angle of the
HS30 fragment are shown in (c) and (d). The
molecules with the bead indices are shown in
Figure 2.

please refer to Section S5 in the Supporting In-
formation).
To ascertain the potential impact of the re-

stricted parametrization on accuracy, we com-
pared the agreement of the bonded distribu-
tions of the fragments from our previous param-
eterization approach54 with those of the present
work. Figure 3 illustrates the angular distribu-
tions of a specific angle of the HS3 and HS30
fragments, respectively, for both approaches.
In each diagram, the distribution of the opti-
mized coarse-grained model is compared with
the mapped reference. The complete set of dis-
tributions for these two fragments is given in
the Supporting Information, Figure S4.
No significant difference is observed for the

HS3 fragment when comparing the two ap-
proaches, as shown in Figure 3 (a) and (b). This
is consistent with the results obtained from the
power spectrum calculation, which also showed
no significant change for the HS3 fragment. In
contrast, the HS30 fragment exhibits a devia-
tion in the match of the coarse-grained distri-

bution to the reference for the restricted model,
as observed in Figure 3 (c). This behavior is
also evident in other angular distributions of
this fragment (see Figure S4). Due to the re-
striction of the angle force constants, the model
does not fully reproduce the reference distribu-
tion. However, the deviation remains moderate,
and the mean value is accurately captured.
Swarm-CG employs a sequential optimiza-

tion approach by conducting multiple coarse-
grained simulations to match the distributions
of the coarse-grained molecules to the refer-
ence. The optimal solution is identified within a
multidimensional solution space using the par-
ticle swarm algorithm. This means that the so-
lution obtained by Swarm-CG may vary with
each calculation, even under identical condi-
tions. Therefore, attention should be directed
toward systematic changes in the distributions
rather than minor deviations.
In general, the stronger restriction of the an-

gular force constants can be expected to result
in a lower degree of accuracy in describing the
angular interactions. This illustrates the com-
promise that must be made to improve the nu-
merical stability and thus the performance of
the models. However, the extent of the accu-
racy loss depends on the nature of the particu-
lar angular potentials, and is therefore assumed
to be different for different fragments, as sug-
gested by Figure 3.
To quantitatively investigate the impact of

the restricted parameterization, the total mis-
match score (TMS) of the individual fragments
for the previous and current models was com-
pared (see Figure 4). The TMS of a fragment
is calculated from the individual EMDs of each
bonded term, including bonds, angles, and di-
hedral angles. For further details about the
TMS calculation, please refer to Section S5 in
the Supporting Information.
The individual score components of the TMS

are not normalized by the number of bonded
interactions; therefore, TMS values should only
be compared for the same molecule and un-
der the same definition of bonded interactions.
Consequently, when interpreting Figure 4, at-
tention should be paid to the position of each
point rather than comparing different points. A
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Figure 4: Comparison of the total mismatch
scores (TMSs) of the fragments from the
Swarm-CG parametrization. The values from
the previous parameterization (x-axis) are plot-
ted against those from the modified parameter-
ization in this study (y-axis). Each point repre-
sents a comparison of the two EMD values for
a specific fragment.

higher position in the upper half of the graph
indicates a larger TMS value for the restricted
parameterization compared to the previous one,
which suggests that restricting the force con-
stants results in a less accurate reproduction
of the distributions. Most TMS values remain
almost unchanged, implying that the current
model retains a similar level of accuracy in re-
producing bonded distributions as the previous
model.

3.1.2 ETKDG Approach

The conformer search approach is capable
of providing structural information about
molecules relatively quickly, which is the moti-
vation for its use in the modified parametriza-
tion approach. Equilibrium distances and an-
gles are determined by mapping the individual
conformers. The mapped representation is then
averaged over the entire set of configurations
to obtain the equilibrium values. However,
the accuracy of the calculation is affected by
the number of conformers included. Therefore,
it was necessary to determine the number of
conformers required to ensure sufficient con-
vergence of the average bond and angle values.

Figure 5: Convergence of the bond values for
the “SOM III” model system as a function of
the number of conformers. The plot depicts the
relative deviation from the mean value, aver-
aged across all bonded terms within the model
system.

Further details can be found in the Supporting
Information, Section S2.
Figure 5 illustrates an average convergence

behavior for the ”SOM III” model system. For
a more detailed explanation with additional il-
lustrations, please refer to the Supporting Infor-
mation (Figure S5). The convergence behav-
ior results in a relatively low deviation for a
high number of conformers. For example, the
relative deviation from the mean for 1000 con-
formers averaged over all bonds in the system
is around 1‰ (0.001). Overall, the data points
follow a convergence behavior proportional to
1/
√
n. The angle values (please see Figure S6

in the Supporting Information) show slightly
higher deviations, which can be attributed to
the associated higher number of degrees of free-
dom compared to the bonds. Based on this
analysis, it is concluded that 1000 conformers
are sufficient. This number was utilized for the
parametrization of all the other SOM systems,
which is discussed in Section 3.2.
Potter et al. 57 conducted a similar investiga-

tion for a dodecane molecule, focusing on how
average bond lengths and angles vary with the
number of conformers. Given the possible het-
erogeneity of bonded interactions in the SOM
systems and the multiple options for construct-
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ing the models, the convergence behavior may
be contingent on the particular system consid-
ered. For example, the number of bonded terms
present within a particular macromolecule and,
therefore, its number of fragments, could influ-
ence the results. Thus, an investigation of this
nature should be revisited, when altering the
number of fragments per macromolecule.
As shown, it is possible to determine the equi-

librium values of bonds and angles by averaging
over different conformers generated by ETKDG
for all bonded interactions within one molecule.
The parametrization based on Swarm-CG pro-
vides these values solely for the bonded in-
teractions within individual fragments, as not
every macromolecule can be sampled through
MD simulations in an appropriate timeframe.
Hence, the subsequent approach was employed
to combine these two sets of parameters. The
equilibrium values of bonds and angles, as well
as dihedral angles are taken from ETKDG, to
prevent a mixing of these values with those from
Swarm-CG. The force constants obtained from
Swarm-CG are employed for the bonded inter-
actions within the fragments, whereas standard
force constants are utilized for the interactions
between different fragments. A comparison of
the equilibrium values generated by Swarm-CG
and ETKDG can be found in Section S6 of the
Supporting Information.

3.2 SOM Systems with Different
Compositions

The densities yield information about the com-
pactification behavior of SOM. The five differ-
ent compositions of SOM presented in Table 1
were simulated. The system densities, respec-
tively averaged over the last 3 µs of the produc-
tion runs and calculated for the different lev-
els of water contents in the system, denoted
by xwater, are shown in Figure 6. Please note
that due to the utilization of Martini standard
masses, the densities were rescaled, using the
ratio of the mass of the respective atomistic to
that of the coarse-grained system.
The overall trends for the densities of the dif-

ferent SOM types are similar. As discussed
previously54, coarse-grained Leonardite (HA)

Figure 6: Average of system densities for the
SOM types calculated for different water con-
tents xwater in the systems; error bars denote
standard deviations.

systems tend to underestimate the density, es-
pecially for lower water contents, due to the
calcium ions having fixed bead sizes. This
results in the coarse-grained model being un-
able to form distinct calcium-carboxylate com-
plexes. In particular, the so-called bidentate
complexes, which contribute to a tight pack-
ing at lower water contents, cannot be repro-
duced by the coarse-grained model, which leads
to an underestimation of the density for these
cases. However, for Leonardite (HA), the devia-
tions were still acceptable (maximum of around
10%). The use of smaller-sized water beads
(tiny water) facilitated a denser packing of the
SOM molecules, thereby reducing the discrep-
ancy between atomistic and coarse-grained den-
sities. Nonetheless, at lower water concen-
trations, this discrepancy remained significant,
emphasizing the critical influence of calcium-
carboxylate complexes on the system’s density.
By comparing the different compositions, the

densities can potentially be related to the abun-
dance of certain functional groups, such as car-
boxylate groups. As mentioned previously, the
interaction between these groups and calcium
ions contributes to the SOM packing, which is
especially important at lower water contents.
In the case of the SOM systems with a simi-
lar aromatic content that were investigated, the
densities are higher for the compositions with a
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higher acidity. From high to low acidity, the
respective SOM types are: SOM I (blue), SOM
IV (red) and SOM II (orange). Therefore, this
could again be explained by the higher number
of available carboxylate-calcium complexes that
might contribute to structures that are denser
in overall. This behavior has also been observed
in studies investigating humic substances using
atomistic simulations45. Consequently, this is a
feature that can be reproduced with the coarse-
grained model as well.
Due to the associated computational ef-

forts, simulations of atomistic structures were
not considered in the present study. Espe-
cially, considering the system sizes (320 macro-
molecules each) and the equilibration time of
such structures, particularly at lower water con-
tents45,54, modeling at an atomistic resolution
becomes unfeasible. The relatively high num-
ber of molecules was used to achieve a higher
degree of heterogeneity, reflecting an important
property of SOM. However, given the size of the
systems and the simulation of several microsec-
onds, the densities could be obtained relatively
easily using the coarse-grained approach.
To measure the strengths of the interaction

types in the system, the potential energy was
normalized with the total number of beads in
the system. The different parts of the total po-
tential energy were calculated, which includes
the potentials of bonded and non-bonded inter-
actions. It should be noted that for each po-
tential type, the same number of beads for the
respective SOM type was used for the total po-
tential energy so that the individual potential
types can be regarded as a true division of the
total potential energy.
Concerning the total potential energy in Fig-

ure 7 (a), a relatively constant value for lower
water contents is visible. The energy val-
ues become less negative with increasing wa-
ter content. Thus, the potential energy has
the minimum value, when the SOM systems are
more compact, namely at lower water contents.
Based on the aforementioned considerations re-
garding the stability of SOM structures, it is
assumed that the non-bonded interactions, and
especially the Coulomb interactions are respon-
sible for the lower potential energy. To verify

this, the potential energy was subdivided into
its individual components.
The potential energies of the bonded terms,

namely bonds (Figure 7 (b)), angles (Figure
7 (c)), and improper dihedral angles (Figure 7
(d)) follow a similar trend. The higher poten-
tial energies at lower water contents could be
explained by the bonded terms of the molecules
being in a less energetically preferable configu-
ration compared to other water contents, due
to their tighter packing. These trends are op-
posite to those for the total potential energy,
which are, however, not noticeably affected, as
the fraction of potential energies of the bonded
terms is relatively small.
The non-bonded interactions are primarily

described by the Lennard-Jones potentials in
the Martini force field. Usually, partial charges
are not applied to the beads, in contrast to the
atoms used in atomistic simulations. Because
of this, the Lennard-Jones interactions in Fig-
ure 7 (e) account for a significant proportion
of the total potential energy and follow a very
similar trend, except for slightly higher values
at lower water contents. From the perspective
of this interaction type, the system is in an en-
ergetically preferable state when water contents
are around xwater = 0.3 or higher, depending on
the SOM type.
The reason why the total potential energy is

relatively constant at lower water contents is
the negative contribution of the Coulomb ener-
gies (Figure 7 (f)), which is also evident from
the sum of the Lennard-Jones and Coulomb
energies (Figure S7 in the Supporting Infor-
mation). The lower water content enables
a stronger interaction between the ions and
the charged carboxylate groups, leading to a
stronger Coulomb energy. The curves of the
Coulomb energies are consistent with the no-
tion that the Coulomb interaction is the driving
force behind the compactification of the sys-
tems. These interactions are unique in that
their strength increases as water content de-
creases. This phenomenon can be understood
as a dilution or shielding effect: as the water
content rises, the shielding by water molecules
increases, and conversely, it decreases with
lower water content. Furthermore, it is pos-
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Figure 7: Time averaged total potential energies (a), and potential energies of bonded ((b)-(d))
and non-bonded interactions ((e)-(f)) for the different SOM models; error bars denote standard
deviations. Please note the different scales of the y-axes.
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sible to establish a link between the Coulomb
interaction strength and the acidity of differ-
ent SOM types, as already assumed in the dis-
cussion about the densities. A higher acidity
implies a larger number of charged carboxylate
groups in the system, which contribute to the
Coulomb potential. For example, SOM I (high
acidity) has the strongest Coulomb interaction,
whereas the opposite is true for SOM II (low
acidity).
Interestingly, the curves for the total poten-

tial energy and the Lennard-Jones potential en-
ergies follow the same order as those of the
Coulomb potential energies.
To obtain further information and also to an-

alyze the behavior of the Lennard-Jones ener-
gies, these were subdivided into their individual
components, as shown in Figure 8. The subdi-
vision of the Coulomb interactions can be seen
in Figure S8 of the Supporting Information.
The characteristic order of the different curves
is most apparent in the HS-calcium (HS-CA)
in (Figure 8 (c)) and water-calcium (W-CA)
Lennard-Jones interactions (Figure 8 (e)). This
is reasonable because the same order was ob-
served in the Coulomb interactions, where the
calcium ions were involved, and they are also
involved in these two types of interaction. Fur-
thermore, it is evident that the Lennard-Jones
interactions between the calcium ions and the
rest of the system account for a significant pro-
portion of the total Lennard-Jones potential en-
ergy.
The curves of the HS-HS (Figure 8 (a)) and

HS-CA (Figure 8 (c)) interactions exhibit a sim-
ilar trend, that is, the interaction strength de-
creases as the water content increases. The op-
posite trend was observed for the W-W case
(Figure 8 (d)). These trends can be explained
by the increasing number of water molecules in
the system with increasing xwater. As the wa-
ter concentration increases, the HS molecules
and calcium ions become more solvated, which
increases the contact area and consequently
the interaction with water. The replacement
of more interaction sites with water results
in a decrease in the number of HS molecules
interacting with calcium and among them-
selves, thereby reducing the strength of the

Lennard-Jones interactions. In the W-W case,
a higher water concentration results in more wa-
ter molecules interacting with each other, which
leads to a decrease in the corresponding poten-
tial energy.
HS-W (Figure 8 (b)) and W-CA Lennard-

Jones interactions (Figure 8 (e)) follow a similar
trend, whereby the potential energy decreases
first with increasing water content. After reach-
ing an extremum at around xwater = 0.4, the
energies increase again. This can be explained
in a similar way. The presence of more water
beads in the system results in an increased in-
teraction strength with the calcium ions and
HS molecules. However, when a certain con-
centration is reached, the number of interac-
tion sites becomes saturated, which leads to a
weaker increase in the interaction. Keeping in
mind that the per bead Lennard-Jones poten-
tial energies are taken into consideration, the
number of beads in the system Nbeads increases
with higher water concentrations, leading to an
increase in the per bead potential energies. This
saturation effect is also evident in the Lennard-
Jones interaction energies, which were not nor-
malized by the number of beads (please refer to
Figure S9 in the Supporting Information).
Escalona et al.43 studied Leonardite (HA)

models from the VSOMM2 using atomistic sim-
ulations, and calculated the solvation free en-
ergy of water molecules for different water con-
tents in the Leonardite (HA) systems. They ob-
served that the solvation energy increased un-
til xwater = 0.17, when the system reached a
fully hydrated state. The free energy remained
constant at the free energy of inserting a sin-
gle water molecule into bulk water until it in-
creased again when it reached xwater = 0.43.
This indicated that a phase separation between
HS molecules and water had begun.
Although the free energy also contains en-

tropic information, an analogy can be made
with the Lennard-Jones potential energies from
this study. As mentioned above, the weaken-
ing of the Lennard-Jones energies for the HS-
W and W-CA cases suggests that more water
molecules start interacting with each other than
with HS molecules or calcium ions. The point
at which the per bead potential energies are
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Figure 8: Time averaged Lennard-Jones potential energies for the different pairs of interactions
between HS molecules, water (W) and calcium (CA); error bars denote standard deviations.

strongest, indicating that the interaction sites
are saturated with water, is comparable to the
xwater value obtained by Escalona et al. 43 , at
which phase separation occurs. However, the
Lennard-Jones potential energies alone do not
provide sufficient information about whether or
not a phase separation occurred.
In this regard, the formation of larger regions

filled with water was observed, which can be
interpreted as a local phase separation between
SOM and water, particularly evident for SOM
II at the highest water content. The phase sepa-
ration process is depicted quantitatively in Fig-
ure 9. It shows the overlap between the nor-
malized partial densities of the HS molecules
and water as a function of the simulation time
of the production part of the trajectory. For
additional information on the overlap calcula-
tion, please refer to Section S7 in the Support-
ing Information. In addition, Figure 10 presents
two snapshots of the trajectory of the afore-
mentioned system, one at the beginning of the
production run (a) and one at the end (b).

Figure 9: Overlap between normalized partial
densities of HS and water over simulation time,
in y-direction. SOM II with the highest wa-
ter content is considered. Please note that the
exponential fit was applied to obtain the aver-
age value, which the partial density oscillates
around.
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Figure 10: Snapshots from the trajectory of SOM II with the highest water content, at 0 µs (a)
and after 20µs (b). HS (brown), water (cyan) and calcium (green) are depicted. Each snapshot is
shown with and without water, respectively.

Figure 9 shows that the overlap is decreasing
exponentially, approaching a value of around
0.721. This indicates that the initially more
mixed structure, with a greater overlap between
partial densities, gradually becomes less mixed,
resulting in a lower overlap. The strength of the
demixing can be further quantified using the pa-
rameters of the exponential fits. These can be
found in Table S3 of the Supporting Informa-
tion. For the other SOM systems at the highest
water concentration, the overlap is exclusively
less than one but higher than for SOM II. A
certain amount of demixing is to be expected,
as the structures formed by the HS molecules
will not result in an ideal mixture.
A possible explanation for, why this system,

in particular, shows a clear phase separation is,
first, that the high water content provides suffi-
cient water molecules in the system to facilitate
the formation of a distinct water phase. Second,
SOM II is distinguished by its low acidity, which
may be attributed to the particular hydropho-
bicity of the HS molecules, in contrast to the
other SOM types. This could contribute to the
formation of a separate phase in a hydrophilic
solvent, such as water. Additionally, the ac-
cessible time scales are within the microsecond
range, which supports the observation of such
processes.

Figure 11: Performance calculations for SOM
III with the highest water content, compar-
ing atomistic and coarse-grained representa-
tion. The ratio of coarse-grained to atomistic
performance is shown in (a). The speedup for
different OMP Threads is depicted in (b).
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3.3 Numerical Performance

To assess the improvement in numerical per-
formance, measured as the length of trajectory
produced within a given computational time,
benchmarking simulations were performed us-
ing both atomistic and coarse-grained ap-
proaches. The performance ratio between
coarse-grained and atomistic models, Pcg/Pat

(Figure 11 (a)), was therefore calculated, along
with the speedup of the corresponding systems
(Figure 11 (b)). The speedup is defined as the
ratio of serial to parallel runtime.
In this case, SOM III with the highest wa-

ter content was considered. The performance,
depending on the number of OpenMP (OMP)
threads, is shown for the atomistic and coarse-
grained systems in the Supporting Information,
Figure S12, including additional information re-
garding the benchmark.
In Figure 11 (a), it can be seen that the per-

formance improvement reduces as the number
of OMP threads rises. This behavior can be
elucidated through the speedup values in Fig-
ure 11 (b), whereby the atomistic system ex-
hibits a higher speedup compared to the coarse-
grained one, which is particularly evident with
a higher number of threads. This indicates that
the coarse-grained system is less efficiently par-
allelizable through OMP parallelization, lead-
ing to a lower enhancement in performance for
more threads. This could be explained by the
fact that the number of particles and therefore
the number of interactions in the coarse-grained
system is lower, which means that splitting the
processing operations into different threads is
less efficient. It is worth noting that the per-
formance behavior may be different for MPI or
hybrid parallelization methods.
However, when looking at the scale of the

performance increase, the decisive advantage
of the coarse-grained approach becomes appar-
ent. It lies in the range from approximately 200
to 350, i.e., an improvement in performance in
the range of two orders of magnitude can be
observed. This performance improvement can
be primarily attributed to two factors. First,
the timestep in coarse-grained simulations is
ten times larger than that in atomistic sim-

ulations. Second, for the system under con-
sideration, each coarse-grained bead represents,
on average, approximately seven atoms, includ-
ing hydrogens. This reduction in the number
of particles (N) decreases the computational
complexity, leading to a performance improve-
ment by a factor of approximately 49, assuming
the O(N2) scaling of classical MD simulations.
When combined with the tenfold increase in
timestep, the total theoretical performance im-
provement is around a factor of 490. It is impor-
tant to note, however, that performance scaling
often improves slightly better than N2 due to
algorithmic optimizations, which accounts for
the slightly lower performance improvement ob-
served in this study. As demonstrated by this
and by the simulations presented in this paper,
the utilization of these SOM models for long-
time simulations can be accomplished with rea-
sonable effort. This enables the investigation
of diverse adsorption processes on longer time
scales as well as the interactions between bio-
macromolecules and SOM.

4 Conclusions and Outlook

The ecological importance of SOM has driven
ongoing efforts to develop and refine SOM mod-
els that provide deeper insights into its pro-
cesses at the molecular scale. In this pa-
per, we introduced an improved parametriza-
tion scheme for coarse-grained SOM models,
which extends our previous work54. This new
approach enables direct conversion of atomistic
VSOMM2 models to their coarse-grained coun-
terparts, which eliminates the need for atom-
istic MD simulations. In addition, it provides
the coarse-grained topology files in a more effi-
cient and user-friendly manner.
We first assessed how the modified parameter-

ization impacted the models’ properties. The
revised force constants reduced high vibrational
frequencies within the fragment molecules, as
evidenced by the power spectra, which led
to higher simulation stability. Consequently,
the time step could be extended to 20 fs, en-
hancing the performance. Importantly, the
reparametrization did not significantly increase
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the deviation between the bonded distributions
of atomistic and coarse-grained fragments, as
measured by the TMS.
To demonstrate the capability of the new pro-

tocol, we analyzed coarse-grained SOM mod-
els with varying compositions. The calculation
of the potential energies of the non-bonded in-
teractions indicated that the Coulomb interac-
tions acted as the driving force for the packing
of the SOM structures, which correlated with
the acidity of the SOM systems. A subdivi-
sion of the Lennard-Jones interactions provided
insight into how interactions changed with in-
creasing water content. Exploring the larger
length scales and longer simulation times re-
vealed a local phase separation process, notably
the formation of SOM voids, demonstrating the
advantages of the coarse-graining approach.
For future improvements, force constants for

bonds and angles could be refined by us-
ing an all-atom representation of the reference
molecules, improving parameter transferabil-
ity between Swarm-CG and ETKDG. More-
over, it is feasible to optimize the determina-
tion of bonded interaction parameters through
the conformer search, particularly for a higher
number of fragments per molecule. For ex-
ample, repetitive partial sequences could be
identified and considered separately during the
conformer search. As the molecules are com-
posed of a relatively large but limited number
of fragments (please refer to Table S2 of the
Supplementary Information of Escalona et al. 6

or Figure S1 in the Supporting Information
of Dettmann et al. 54), one could also con-
sider sampling all possible pairs of fragments,
e.g., through MD simulations, to construct a
comprehensive database of equilibration con-
stants and force constants. This would make
it possible to skip the parameterization step
completely. Furthermore, instead of mapping
the atomistic structures, the algorithm could
be extended by constructing the coarse-grained
structures from the outset, to act as an inde-
pendent modeler.
The present methodology allows for versatile

applications of coarse-grained SOM models in
simulations, including long-time simulations to
dynamically study pollutant interactions and

adsorption on nanoplastic particles. Moreover,
model realism could be improved by incorpo-
rating biologically relevant molecules such as
lipids, peptides, and carbohydrates.

Associated Content

Data Availability Statement

All topology files required to reproduce the
simulations, as well as the Python tool for
generating the coarse-grained SOM structures,
are available in Zenodo at DOI: 10.5281/zen-
odo.12942690.

Supporting Information

The Supporting Information is available free of
charge at https://pubs.acs.org.
It includes details about the modified
parametrization approach and conformer
search, as well as additional information about
the SOM compositions and further benchmark
results.
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Sóñora, M.; Silva, S.; Pantano, S. The
SIRAH 2.0 Force Field: Altius, Fortius,
Citius. Journal of Chemical Theory and
Computation 2019, 15, 2719–2733.

(49) Orsi, M.; Essex, J. W. The ELBA Force
Field for Coarse-Grain Modeling of Lipid
Membranes. PLoS ONE 2011, 6, e28637.

(50) Marrink, S. J.; Risselada, H. J.; Yefi-
mov, S.; Tieleman, D. P.; de Vries, A. H.
The MARTINI Force Field: Coarse
Grained Model for Biomolecular Simula-
tions. The Journal of Physical Chemistry
B 2007, 111, 7812–7824.

(51) Feng, H.; Zhang, H.; Cao, H.; Sun, Y.;
Zhang, A.; Fu, J. Application of a
Novel Coarse-Grained Soil Organic Mat-
ter Model in the Environment. Environ-
mental Science & Technology 2018, 52,
14228–14234.

(52) Xue, Q.; Jiao, Z.; Liu, X.; Pan, W.; Fu, J.;
Zhang, A. Dynamic Behavior and Interac-
tion Mechanism of Soil Organic Matter in
Water Systems: A Coarse-Grained Molec-
ular Dynamics Study. Environmental Sci-
ence & Technology 2023, 58, 1531–1540.

(53) Souza, P. C. T.; Alessandri, R.;
Barnoud, J.; Thallmair, S.; Faustino, I.;
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