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Abstract 

 
The discovery of triangular-shaped organic molecules bearing an inverted singlet-triplet 

(INVEST) energy gap opened the way for a new strategy to increase the internal quantum 

efficiency of organic light-emitting diodes by enhancing the Reverse Intersystem Crossing 

(RISC) process thanks to a downhill process. However, all the molecular systems showing a 

negative ΔEST suffer from both a vanishing Spin-Orbit Coupling between the lowest singlet 

(S1) and triplet (T1) excited states and high energy differences with higher-lying singlet and 

triplet excited states, precluding their involvement in the spin conversion process.  

In this work we proposed a new design strategy entailing the extension of the triangulene cores 

by connecting two INVEST triangulene units to form Uthrene- and Zethrene-like systems, 

doped with N and B atoms. A detailed inspection of the resulting molecular orbital distribution 

allowed rationalizing the electronic structure properties obtained employing wavefunction-

based methods (NEVPT2, EOM-CCSD, SCS-CC2), showing how the Uthrene-like 

architecture can give origin to the energy proximity between the lowest singlet and triplet 

excited states, in some cases leading to their energy inversion.  By feeding a kinetic model with 

the non-radiative rate constants calculated from first principle we showed how the Extended 

INVEST (X−INVEST) design strategy can open new pathways to boost the spin conversion 

process and the population of the emissive S1 excited state. 
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1 Introduction 

 
The pursuit of a strategy to fully harvest the singlet and triplet excitons upon electrical 

excitation is of primary importance to optimize the performance of Organic Light Emitting 

Diodes (OLEDs). The 1:3 ratio characterizing the number of microstates competing to the 

singlet and triplet spin-states translates in an imbalanced statistical population of the lowest 

singlet (S1) and triplet (T1) excited states. Following the Hund’s rule,[1] in most of the organic 

molecular systems the singlet excited state bearing a given electronic configuration is located 

at higher energy than the triplet counterpart which forces 75% of the excitons to be trapped in 

the dark T1. It follows that the light emission can rely on the sole S1 excitons, limiting the 

internal efficiency of light emission to 25%. Undoubtedly, this “spin-statistics limit” has 

represented one of the main challenges to overcome to promote the triplet to singlet conversion, 

known as Reverse Intersystem Crossing (RISC), and achieve 100% Internal Quantum 

Efficiency (IQE). It follows that in the molecular systems commonly employed in light-

emitting devices, the S1-T1 energy gap (ΔEST) is positive, forcing the RISC to be an up-

conversion process. In this regard, several design strategies have been focused in reducing this 

energy gap to promote an easier conversion.[2] 

Since the ΔEST is proportional to the spatial overlap between the hole and the electron 

wavefunctions, often matching the overlap between the Highest Occupied and Lowest 

Unoccupied Molecular Orbital (HOMO and LUMO, respectively), a legitimate strategy entails 

the design of organic systems where the hole and the electron are localized on different 

molecular fragments. Following this philosophy, donor-acceptor (D-A) compounds were 

designed by connecting through a single bond an electron-donating and an electron-accepting 

unit. Because of this molecular architecture, the hole (HOMO) and the electron (LUMO) are 

forced to be segregated on the donor and acceptor moieties, respectively. The resulting 

minimization of the ΔEST, caused by the reduction in the HOMO-LUMO overlap, allows for a 

thermally activated RISC and the harvesting of all the excitons into the bright S1 state. This 

mechanism, known as Thermally Activated Delayed Fluorescence (TADF), [3] leads, in 

principle, to 100% IQE, resulting in a strategy able to increase the efficiency of OLEDs [4,5] 

without resorting to heavy metals. Nonetheless, the high flexible motion of the fragments about 

the bridging bond results in a broad fluorescence spectrum, representing a detrimental factor 

for color purity. Moreover, the poor HOMO-LUMO overlap, even though ensuring a small 

ΔEST, reduces the emission cross-section (or the oscillator strength, fosc) of the emitting state, 

further limiting the applicability of D-A compounds in light-emitting devices. The contrasting 

dichotomy between ΔEST and fosc was solved in 2016 by Hatakeyama et al. with the synthesis 

of a triangular shaped compound called DABNA-1 [6], where the electron donating and 

withdrawing effects of the nitrogen and boron atoms, respectively, resulted in a localization of 

the HOMO and LUMO on alternating atomic sites resulting in the S1 and T1 states exhibiting 

a Short-Range Charge Transfer (SRCT) character. Therefore, DABNA-1 exhibited a ΔEST as 

small as 0.15 eV and concomitantly a large fosc. The latter effect was rationalized by Pershin et 

al. through a computational investigation, showing how the SRCT character allows the overlap 

of the tails of the hole and electron wavefunctions, large enough to guarantee a moderately 

large oscillator strength. [7] Moreover, this study firstly demonstrated that the employment of 

wavefunction-based methods accounting for double-excitations is the key to quantitatively 

predict the magnitude of the ΔEST in this Multi-Resonant (MR) TADF systems. Furthermore, 

an intriguing reduction in the ΔEST and an increase of the fosc was forecasted by gradually 

extending the molecular core by merging two (or more) DABNA-1 cores. This promising 

design strategy was implemented by Hatakeyama et al. through the synthesis of v-DABNA [8] 

(two connected DABNA-1 units) and later V-DABNA [9] (three connected DABNA-1 units), 
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reducing the ΔEST to 0.017 eV and 0.008 eV, respectively, along with a deep-blue ultra-narrow 

band emission, outstanding features for TADF emitters. The extension strategy has been 

recently pushed further in a computational study carried out by Pu and co. [10] where negative 

ΔEST values were predicted for linear extended DABNA-1 derivatives employing Time-

Dependent Density Functional Theory (TD-DFT) with Double-Hybrid (DH) functionals.  

Undoubtedly, the S1-T1 energy inversion represents an appealing strategy to further enhance 

the performances of light-emitting devices, since in this condition the T1→S1 RISC process 

would be driven by an exothermic process. [11] Back in the 80s, experimental studies on two 

azaphenalene derivatives, doped with N atoms, namely cyclazine [12] and tri-aza-cyclazine, 

[13] suggested a potential realization of this inversion. Later, in 2019, a joint experimental and 

theoretical investigation on another N-doped triangle-shape compound, called heptazine, [14] 

provided no evidence of a triplet excited state below the lowest singlet excited state, suggesting 

that a violation of the Hund’s rule can effectively take place in fully organic systems. These 

findings opened the doors to a new and challenging research line aimed at disclosing the 

fundamental causes of this inversion and realize it in molecular systems for OLED applications, 

as well as metal-free photocatalysis. [15-17] 

The origin of the singlet-triplet inversion stems from the delicate interplay between the electron 

exchange interaction and electron correlation effects, which act on the ΔEST in an opposite 

direction. While the former stabilizes the triplet state with respect to the singlet one, thus adding 

a positive contribution to the energy gap, the latter arise from the opposite-spin electron 

interaction (i.e. Coulomb correlation), inducing a stabilization of the singlet state which, if large 

enough to overcome the exchange interaction, can promote the negative ΔEST. In his seminal 

work, de Silva [18] demonstrated that a minimal level of theory required to account for this 

electron correlation must introduce doubly-excited configurations, i.e. electronic 

configurations characterized by the simultaneous promotion of two electrons from the occupied 

to the virtual MOs. Consequently, quantum chemistry methods whose formalism is based on a 

single-excitation framework, such as Configuration Interaction of Singles (CIS) and the widely 

employed TD-DFT (either within the Tamm-Dancoff approximation, TDA-DFT or not), are 

unable to provide a correct description of these Inverted Singlet-Triplet systems, also known 

as INVEST. [19] Since then, several computational studies have been conducted on the three 

above-mentioned triangulenes, considered as prototypical INVEST compounds, and their 

derivatives, to benchmark the performances of different quantum chemistry methods. [20-23] 

The failure of TD(A)-DFT and CIS was systematically confirmed and the employment of 

wavefunction-based methods including doubly-excited configurations was tested, 

corroborating their ability to predict, either qualitatively or quantitatively, the negative ΔEST.  

Unfortunately, because of their high point group symmetry, the triangulenes bearing a negative 

ΔEST were found to be unable to emit light, making them useless for OLED applications. In 

addition, the challenging synthesis of these triangular cores stimulated several theoretical 

groups to disclose rational design rules to enrich the chemical space of the INVEST family and 

find promising candidates exhibiting both singlet-triplet inversion and light emission ability. 

[24] In particular, the employment of High-Throughput Screening (HTS) assisted by Machine 

Learning algorithm allowed the identification of several INVEST emitters [25], not necessarily 

based on a triangular core [26-29]. It is worth mentioning that the HTS carried out by Aizawa 

et al., [11] who identified and synthesized a heptazine derivative, HzTFEX2, showing an 

experimental ΔEST = -11 meV and bearing a non-zero oscillator strength of the S1 state.  

Despite the valid contributions provided by these HTS-ML studies in discovering new INVEST 

emitters, the sole target properties were the ΔEST and the fosc, neglecting the evaluation of the 

(R)ISC rate, which are equally crucial for assessing the applicability of these compounds in 

OLEDs. As already observed in D-A and MR-TADF molecules, the similar nature of the S1 

and T1 characterizing the INVEST cores leads to a spin orbit coupling (SOC) between these 
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two states to vanish, in the limit of the Condon approximation where no vibronic coupling is 

involved, hampering direct spin conversion. Therefore, the involvement of intermediate 

higher-lying singlet or triplet excited states either via direct population or through vibronic 

coupling is often invoked to promote singlet-triplet conversion and to ensure the population of 

S1, [30] questioning the actual utility of the negative ΔEST (Figure 1). The introduction of 

substituents to the core might aid the enhancement of the spin conversion process through a 

modulation of the nature of the S1 and T1 excited states, enhancing SOC and potentially 

activating the direct pathway or by introducing substituents states which could act as 

intermediate excited states during the interconversion process. For instance, the experimental 

RISC rate measured for the substituted heptazine, HzTFEX2, reached a remarkable value of 

2.3·107 s−1. [11] Nonetheless, the selection of the substituents is not trivial and should be 

rationally conducted to avoid the enhancement of a property at the expenses of another, e.g. 

the magnitude and sign of the ΔEST as well as the oscillator strength.  

In this regard, it is worth mentioning that whatever the way higher-lying excited states are 

involved in the singlet-triplet conversion, the energy spacing within the singlet and the triplet 

manifolds of excited states is crucial.[32, 50] Considering the direct mechanism and the 

quantum nature of the conversion process within the Fermi Golden rule framework, it was 

evidenced in heptazine and derivatives that a fast RISC does not necessarily require a largely 

negative ΔEST but rather energy resonance between the vibrational levels of the electronic states 

involved as well as maximized overlap between the vibrational wavefunctions. [31,32] Besides 

intermediate higher-lying triplet states, displaying a large negative S1-Tn energy gap , on one 

hand would not ensure this energy resonance and likely results in a small S1-Tn rate falling in 

the Marcus inverse regime, and on the other hand would entail a small endothermic T1→Tn 

reverse IC rate, overall leading to limited spin conversion considering such an indirect path. In 

our previous study, we obtained small T2→S1 RISC rate ranging from 103 to 104 s−1 for three 

cyclazine derivatives, bearing an S1-T2 energy gap ≈ −0.8 eV suggesting that for such large 

energy gap, RISC takes place in the Marcus inverse regime. Going beyond the Condon 

approximation would allow the contribution of higher-lying triplets through vibronic coupling 

without requiring their  direct population. Marian and coworkers showed that a substantial 

increase of the T1→S1 RISC rate can be observed by accounting for Herzberg-Teller effects 

for heptazine and one of his derivatives, HAP-3MF. [32] Interestingly, disclosing structure-

property relationship leading to INVEST systems with an intrinsic high RISC rate remains 

quite challenging. However,  a reasonable strategy would encompass the design of compounds 

with closely-lying singlet and triplet excited states to speed up spin conversion since all the 

mechanisms invoked strongly depends on the energy differences between states.     
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Figure 1: (left) the energy diagram of a single-core INVEST compound; (right) the energy 

diagram of an extended INVEST compound. The solid lines represent RISC pathway, and the 

dashed lines represent IC pathway. 

 

In our previous study, [24] we showed that merging two triangular INVEST cores to build a 

Uthrene-like molecule can be a valid strategy to break the symmetry constraints and obtain a 

non-zero fosc along with a non-vanishing S1-T1 SOC. Moreover, the extension process brings 

the S1, S2, T1 and T2 excited states in an energy proximity such as the S2 state potentially lies 

below T1. Among the possible ISC pathways, the T1→S2 turned out to have the highest rate 

thanks to the high SOC and small (and negative) energy gap between these two states. It follows 

that, as observed with MR-TADF compounds, the extension of the molecular core is a fruitful 

strategy to improve the photophysical properties of the molecular systems. In this particular 

case, new channels become available for the population of S1 (Figure 1), with the RISC process 

occurring via a new and alternative pathway involving a fast T1→S2 ISC followed by an ultra-

fast S2→S1 Internal Conversion (IC). This suggests that  extended INVEST cores here named 

X−INVEST is a design strategy that can open new doors for a fast spin conversion, defining a 

new paradigm for the RISC process. Note that we already evaluated the effect of the extension 

of the triangulene core by systematically enlarging the perimeter of an INVEST molecule, [20] 

showing how this strategy can effectively promote a more negative ΔEST. The same was done 

by Domke et al. [33] by gradually increasing the perimeter of hexagonal molecule doped with 

B and N, promoting the S1-T1 inversion. However, these two strategies keep retaining the same 

high D3h symmetry of the core, with no effect on the oscillator strength and energy spacing 

among the lowest singlet and triplet excited states. It follows that the extension procedure 

should induce a lower symmetry to achieve the goals sought.  

In this work, we aim at investigating from a computational point of view the electronic structure 

and the photophysical properties of a series of organic compounds obtained by merging two 

triangulene units known to bear a negative ΔEST. Specifically, we will adopt a parallel and an 

antiparallel orientation when connecting the two triangulenes to form Uthrene-like and 

Zethrene-like structures (Figure 2), doped with N and B atoms. The pristine systems, Uthrene 

and Zethrene, are isomeric carbon-based materials. While the latter is a Kekulé molecule with 

a closed-shell ground-state, the former is non-Kekulé compound showing a biradical character 

in the ground-state, a feature revealed to be related to the degree of electron correlation. In 

particular, Uthrene has recently gained attention being the smallest graphene nanoribbons 

having a non-planar structure. [34] 
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The manuscript is organized as follows: in section 3 we will benchmark the performances of 

three wavefunction-based methods on two reference extended compounds to identify the most 

suitable computational protocol to study the electronic structure of these systems. In section 4, 

we will carry out a detailed analysis of the MOs distribution resulting from the extension 

process and rationalize the energy gap between singlets and triplets. In section 5 we will assess 

and rationalize the singlet-triplet energy gaps obtained with the quantum chemical calculations. 

Finally, in section 6, we will model the spin conversion dynamics of the most promising 

X−INVEST compounds by computing the (R)ISC rates from first principles and building a 

kinetic model to analyze the pathways mainly contributing to the S1 population. Considering 

the prominent contribution of the S1-S2 IC in the spin conversion process (vide infra), quantum 

dynamics simulations have been carried out to validate the rate constants calculated within the 

Fermi’s Golden Rule.    

 

 
Figure 2: Connection orientation and molecular structures of the compounds investigated in 

this work. The top structures are related to the Uthrene-like systems (-U) and the bottom 

structures to the Zethrene-like systems (-Z). A = N or B and X = N or B. 

 

 

2 Methods 

All the structures at the ground state and excited state have been optimized using DFT and 

TDA-DFT, respectively, employing PBE0 functional and def2-SVP basis set. All real 

frequencies have been obtained. The vertical excitation energies at the ground state geometries 

have been computed employing Spin Component Scaling [35] 2nd order Coupled Cluster (SCS-

CC2), [36] Equation Of Motion Coupled Cluster (EOM-CCSD), [37] State Averaged Complete 

Active Space Self Consistent Field (SA-CASSCF) [38] and Strongly Contracted 2nd order N-

Electron Valence Perturbation Theory (SC-NEVPT2). [39] For the latter two methods, active 

space of (8,8), (10,10) and (12,12) have been tested. The total excited state energies at the 

excited state optimized geometries have been computed at NEVPT2(12,12) level. All the 

excited state calculations have been carried out employing def2-TZVP basis set. The RI-JK 

approximation employing the def2/JK auxiliary basis set has been used for the CASSCF and 

NEVPT2 calculations as implemented in ORCA 5.3.0. [43] The SOC matrix elements have 

been computed at CASSCF(12,12) level at the ground state geometry. Both CASSCF and 

NEVPT2 calculations were carried out requesting five roots for both singlet and triplet 

multiplicities. The SCS-CC2 calculations were conducted with Turbomole 7.4. [40] The EOM-

CCSD, the Herzberg-Teller corrections and the non-adiabatic couplings were computed with 

Q-Chem 5.4. [41] For the former method, the frozen core approximation and the Frozen Natural 

Orbital approximation [42] (FNO, with 98% of natural virtual orbital space introduced) have 

been employed to speed-up the calculation. The exchange interaction integrals were computed 

employing Multiwfn 3.8. [45] The non-radiative decay constants associated with the 

elementary conversions (both between same-multiplicity and different-multiplicity excited 
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states, namely IC and (R)ISC) were calculated within the Thermal Vibration Correlation 

Function (TVCF) formalism including the Duschinsky rotation at 298 K using FCClasses 3.0.3. 

[44] The calculation of the IC rate through the TVCF formalism was validated through 

quantum dynamics simulations on two cases. Quantum dynamics calculations have been 

performed by solving the time-dependent Schrödinger equation (−𝑖ℏ(𝑑𝐶 𝑑𝑡⁄ ) = 𝐻𝐶) with an 

orthogonalized Krylov subspace method, [51] including almost the whole set of vibrational 

coordinates though a careful partitioning of the whole vibronic space in subspaces of increasing 

dimensionality [52-54], see also Supporting Information for more details. 

 

 

3 Definition of the computational protocol 

The correct description of the double excitations in treating the electronic structure of the 

INVEST systems is of crucial importance. Recently, Jacquemin et al. [21] benchmarked a 

series of single-reference coupled cluster methods on cyclazine, pentazine, heptazine and boron 

and nitrogen-doped derivatives of these molecules showing the tendency of the SCS-CC2 to 

overestimate the negative ΔEST with respect to the more sophisticated EOM-CC3. These results 

are in line with our previous works, where we showed that SCS-CC2 overestimates the negative 

ΔEST of N-doped triangulenes and especially pentazine with respect to SC-NEVPT2 and 

ADC(3). [24] Interestingly, Jacquemin et al. further confirms that SC-NEVPT2/def2-TZVP 

and EOM-CCSD/aug-cc-pVTZ tend to provide ΔEST in satisfying agreement with EOM-CC3, 

suggesting that they could serve as reference methods, especially for larger size systems. 

However, a careful selection and convergence of the active space is strongly recommended for 

methods based on a multi-configurational and multi-reference formalism, such as CASSCF 

and NEVPT2, for which the ΔEST magnitude exhibits a high sensitivity to the number of active 

orbitals and electrons. Studying a series of single core triangulenes, Pernal et al. [46] showed 

that by increasing the active space (from 2,2 to 6,6 and finally 14,14) the ΔEST computed at 

CASSCF reduces, moving from positive to negative values. At the same time the NEVPT2 

energy gap tends to gradually decrease in line with previous results obtained by us [24] in 

pentazine and others in cyclazine and heptazine. [22,46]  

It follows that the reliability of the predicted singlet-triplet energy gap magnitude is still a 

debate and an accurate selection of the level of theory, accounting for both accuracy and 

computational cost, is crucial to avoid misdescription of the electronic structure of INVEST 

compounds. A further complication arises in the context of the present study considering that 

the reliability of the level of theory must address not only the S1-T1 gap, but also the one 

involving S2 and T2 to properly describe the kinetics of the different electronic processes 

governing the population of these excited states and finally the dynamics of the whole triplet 

harvesting mechanism. In this regard, we compared the performance of EOM-CCSD and 

NEVPT2(12,12) in predicting the energy gap between the excited states for two reference 

extended derivatives, namely 2N-U and 2N-Z, obtained by merging two cyclazine core 

according to the scheme in Figure 2. The choice of the active space has been made after a 

careful check on the convergence of the singlet-triplet energy gaps (see Table S5). In addition, 

(SCS-)CC2 and the dependency of NEVPT2 on the active space size have been evaluated and 

are presented in the Supporting Information (Tables S4, S5 and S6). 

Table 1 shows the EOM-CCSD and NEVPT2(12,12) vertical excitation energies of S1, S2, T1 

and T2 and the resulting energy gaps computed at the ground state geometry for the 2N-U and 

2N-Z compounds.  
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Table 1: S1, S2, T1, T2 vertical excitation energies at the S0 geometry, S1-S2, T1-T2, S1-T1 and 

S2-T2 energy gaps computed at EOM-CCSD and NEVPT2(12,12) levels of theory using def2-

TZVP basis set for the 2N-U and 2N-Z.  
 S1 

(eV) 

S2 

(eV) 

T1 

(eV) 

T2 

(eV) 

ΔE(S1-S2) 

(eV) 

ΔE(T1-T2) 

(eV) 

ΔE(S1-T1) 

(eV) 

ΔE(S2-T2) 

(eV) 

EOM-CCSD 

2N-U 1.754 1.765 1.668 1.771 -0.011 -0.103 0.086 -0.006 

2N-Z 1.305 2.942 0.958 1.940 -1.637 -0.982 0.347 1.002 

NEVPT2(12,12) 

2N-U 1.544 1.576 1.539 1.585 -0.032 -0.043 0.005 -0.009 

2N-Z 0.780 1.520 0.707 1.517 -0.740 -0.810 0.073 0.003 

 

We start the comparison focusing on the 2N-U molecule. EOM-CCSD systematically predicts 

larger excitation energies with respect to NEVPT2(12,12). However, the energy gaps between 

excited states are predicted to be slightly different by the two levels of theory, with the largest 

discrepancies exhibited by the energy gaps involving the T1 state (see Table 1). Interestingly, 

at NEVPT2(12,12) level, S1 and T1 are not described by the same electronic configuration, 

since the former is dominated by a HOMO → LUMO transition while the latter by a HOMO 

→ LUMO+1 transition. The triplet counterpart of S1 is T2 (see Table S2), so that the energy 

gap between these two states is effectively negative (-0.044 eV) at NEVPT2 level. On the 

contrary, T1 and S2 share the same HOMO → LUMO+1 transition, but while for the former 

the contribution is > 70%, the latter receives contribution as well from the HOMO-1 → LUMO 

transition. The different nature characterizing the two excited states leads to an increase of the 

exchange interaction, in turn inducing the positive S2-T1 gap (0.097 eV).  

Moving now to 2N-Z, from Table 1 we observed that EOM-CCSD overestimates the S1, S2, T1 

and T2 excitation energies compared to NEVPT2(12,12). The tendency to overshoot the singlet 

excitation energies is common for EOM-CCSD. [47] However the large difference (larger than 

1 eV) related to S2 is characteristic of the large amount (as large as 50%) of double excitations 

contributing to the CASSCF excited states wavefunctions (see Figure S3) which thus requires 

a multiconfigurational treatment. Therefore, the energy gaps computed at the EOM-CCSD 

level of theory involving especially S2 are largely overestimated as compared to 

NEVPT2(12,12). Such an energy discrepancy associated with the S2 state of 2N-Z hinders the 

use of EOM-CCSD throughout this work and suggests using NEVPT2(12,12) as the method 

of reference to ensure a balanced description of the Uthrene- and Zethrene-like compounds 

thanks to reliable treatment of the statical and the dynamical electron correlation effects and its 

good trade-off between computational cost and accuracy.  

 

4 Rationalization of the excited energy gaps in N-

centered and B-centered extended systems 
 

In this section, we aim at rationalizing the much denser manifolds of singlet and triplet excited 

states in Uthrene-like as compared to Zethrene-like compounds based on a detailed analysis of 

the molecular orbitals (MOs) localization. Specifically, we focus on the HOMO-1, HOMO, 

LUMO and LUMO+1 MOs of the extended compounds since they are involved in the one-

electron transitions describing the above-mentioned excited states (see Table S2). We consider 

2N-U and 2N-Z as reference compounds and build their MOs as the “+” and “−” combinations 

of the HOMO and LUMO orbitals of cyclazine (Figure 3). For simplicity and without loss of 

generality, the orbitals distributions of the starting building blocks are obtained from a Hückel 
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calculation. The order and the energy spacing between the resulting extended MOs can be 

deduced by evaluating the change in the bonding, anti-bonding and non-bonding character 

going from the single core to the extended compounds. More specifically, the overlap between 

the single-core MOs enclosed in the connection area (represented by the darker colors in Figure 

3) determines the magnitude of the HOMO (LUMO) electronic interaction, in turn dictating 

the orbital energy change going from the single core to the extended compounds. Nonetheless, 

the extension unavoidably induces a reorganization of the electron density on the peripheral 

atomic sites, therefore the resulting MOs do not fully resemble those of the original building 

blocks. 

 
Figure 3: MOs diagram of the 2N-U (left) and 2N-Z (right) system built by combining the 

molecular orbitals of the single-core triangulene. The MOs of the single-core and the extended 

system are obtained by a Hückel calculation. The atomic centers involved in non-bonding 

interactions are highlighted in green. The bonds involved in a bonding interaction are 

highlighted by a colored stick along the bond, while those involved in an anti-bonding 

interaction are crossed by a black stick. 

Interestingly, 2N-U and 2N-Z compounds present noticeable differences in their MOs 

distribution. As it can be observed in Figure 3, the connection occurring with a parallel 

orientation, giving rise to a Uthrene-like structure, leads the (+) combination of the HOMOs of 

the cyclazine units to superimpose atomic sites bearing Linear Combination of Atomic Orbital 

(LCAO) coefficients with the same magnitude but opposite signs. This leads the HOMO-1 in 

2N-U to display a nodal plane passing through the connection area. The same occurs with the 

(−) combination of the LUMO of the cyclazine units. Interestingly, the (−) combination of the 

HOMOs of the cyclazine units retains the non-bonding character in 2N-U, contrarily to the (+) 

combination of the LUMOs, for which the resulting extended orbital does not present any nodal 

sites, making this MO the sole lacking the non-bonding interaction in the Uthrene-like system. 

A completely different picture emerges from the anti-parallel orientation, giving rise to a 

Zethrene-like structure, where none of the combinations of either HOMOs or LUMOs of the 

cyclazine units forces the reciprocal cancellation of LCAO coefficients of the superimposed 

atomic sites. It follows that the resulting extended MOs present only bonding and anti-bonding 

interactions in the connection region. 

This difference in electron density distribution in the connection region has a significant impact 

on the energy difference between the MOs, in turn affecting the excited state energies. In 2N-

U, the weak modulation of the non-bonding character going from HOMO-1 to HOMO and the 

modulation from the non-bonding to anti-bonding character from the LUMO to the LUMO+1 

results in a small energy difference between these orbitals (see the left diagram in Figure 3 and 

Table S1). In 2N-Z, a different scenario occurs. Going from HOMO to HOMO-1 (LUMO to 
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LUMO+1), we observe an increase of the anti-bonding interactions and a decrease of the 

bonding interactions in the connection region, which causes a larger energy difference between 

these two occupied (unoccupied) MOs (see the right diagram in Figure 3 and Table S1). 

Therefore, the energy gaps between the S1, T1, S2 and T2 excited states are readily rationalized 

based on the energy differences between the HOMO-1 and the HOMO and the LUMO and the 

LUMO+1 orbitals. Specifically, the small (large) energy gap between HOMO−HOMO-1 and 

LUMO-LUMO+1 reflects the small (large) S1-S2 and T1-T2 energy gaps in 2N-U (2N-Z).  

Interestingly, thanks to the strong non-bonding nature of the HOMO in the 2N-U, this orbital 

is only weakly destabilized with respect to the HOMO orbital of cyclazine. The absence of the 

non-bonding character in the HOMO of 2N-Z results in a large destabilization of this orbital 

with respect to the HOMO of cyclazine. It follows that the HOMO-LUMO gap in the 2N-U is 

larger than the one in the 2N-Z (Figure 3), reflecting the higher excitation energies predicted 

for the former than the latter at NEVPT2 (Tables 1 and 2). When comparing the S1 excitation 

energies of 2N-U, 2N-Z and cyclazine, as obtained at NEVPT2 level, we observed that while 

cyclazine has a larger S1 energy (1.090 eV) than 2N-Z (0.780 eV) in line with the trend in band 

gaps (5.82 eV and 7.06 eV for 2N-Z and cyclazine respectively), the excitation energy of 2N-

U is larger than the one of cyclazine despite its smaller band gap (6.95 eV). It is worth 

highlighting that this trend is not related to electron correlation effect since it is retained as well 

at CIS level (see Table S6). This apparent discrepancy can be rationalized resorting to a two-

state model (equation S1.1), observing that the larger excitation energy in 2N-U is related to 

the smaller magnitude of the Coulomb integrals (JHH, JHL) with respect to cyclazine as a result 

of the spread and thus a dilution effect of the frontier orbitals in 2N-U. The exchange integral 

values (KHL) and the HOMO-LUMO gap are comparable for the two compounds (see Table 

S7). This trend is also observed for the T1 excitation energies for 2N-U, 2N-Z and cyclazine 

(1.539 eV, 0.707 eV and 1.193 eV, respectively, at NEVPT2 level) for the same reason. 

We rationalized the magnitude of the S1-T1 and S2-T2 gaps by computing the exchange 

interaction energy (see Table S8) between the pair of occupied and unoccupied MOs. The 

magnitude of the exchange interaction is elucidated by the weaker MOs overlap in 2N-U with 

respect to 2N-Z, due to the presence the more pronounced non-bonding character, especially 

in the connection region, in the MOs of the former as compared to the latter.  

The replacement of the two N with two B atoms in the Uthrene- and Zethrene-like systems lead 

to the compounds 2B-U and 2B-Z, respectively, both having four less electrons than 2N-U and 

2N-Z. It is worth noticing that, at single-core level, the replacement of the N atom with a B one 

on the central atom leads to a system with two electrons-less than cyclazine. In both single-

core triangulenes, the frontier MOs can be built by combining the orbitals of the parent 

[12]annulene and the single pz atomic orbital of the N or the B atom. As shown in Figure S4, 

the 𝑎2
′′ orbital of [12]annulene can be combined with the pz orbital of the heteroatom, while the 

𝑎1
′′ orbital of the parent compound remains unaltered, keeping the non-bonding character. It 

follows that the two MOs in the triangulene compound resulting from the combination with the 

pz (either N- or B-centered) differ only in the phase of the linear combination but bear the same 

electron density distribution. In light of this, in cyclazine and in the B-centered counterpart, the 

non-bonding character is displayed by the HOMO and the LUMO, respectively, while the 

orbital mainly localized on the atomic sites showing a node in the non-bonding orbital is the 

LUMO and the HOMO, respectively. It follows that in both the single-core triangulenes, the 

complementary distribution of the electron density is retained within the two frontier MOs. In 

this regard, the electron density distribution characterizing the occupied (unoccupied) MOs in 

2N-U and 2N-Z will describe the orbital pattern in the unoccupied (occupied) MOs in 2B-U 

and 2B-Z. We can construct the same diagram of Figure 3 for the B-centered extended systems, 

considering them as arising from the connection of two B-centered cyclazine units (i.e. a 
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cyclazine with the N atom replaced by a B atom). The resulting MOs diagram is shown in 

Figure 4. 

 

Figure 4: MOs diagram of the 2B-U (left) and 2B-Z (right) system built by combining the 

molecular orbitals of the single-core B-centered triangulene. The MOs of the single-core and 

the extended system are obtained by a Hückel calculation. The atomic centers involved in non-

bonding interactions are highlighted in green. The bonds involved in a bonding interaction are 

highlighted by a colored stick along the bond, while those involved in an anti-bonding 

interaction are crossed by a black stick. 

As can be observed, for both 2B-U and 2B-Z the orbitals distributions are complementary to 

the one of 2N-U and 2N-Z (Figure 3), i.e. the HOMOs (LUMOs) of the former ones are 

localized on the atomic sites where the latter ones have a high LUMOs (HOMOs) density. 

Specifically, in 2B-U the non-bonding orbitals are now the LUMO and LUMO+1, while the 

HOMO-1 presents a nodal plane passing through the connection area (as occurred in the 

LUMO+1 of 2N-U) and the HOMO exhibits only bonding and anti-bonding distribution (as 

the LUMO in 2N-U). For the 2B-Z, as we observed for 2N-Z, the non-bonding character is 

absent in all the MOs, which show the bonding and anti-bonding redistribution moving from 

the HOMO-1 to the HOMO and from the LUMO to the LUMO+1. Consequently, the relative 

energy between MOs follows the same scheme observed for the N-centered extended system, 

leading the 2B-U and 2B-Z to share the same electronic structure features as 2N-U and 2N-Z, 

respectively. 

The analysis carried out in this section clearly shows how the electronic structure of the 

extended systems is strongly dependent on the symmetry of the connection, which in turn will 

define a different picture of the spin conversion. Specifically, the presence of the non-bonding 

character found in the Uthrene-like MOs ensures the energy proximity of the singlet and triplet 

excited states useful for enhancing the overall RISC rate for the population of the S1 state.  

 

5 N-doped N-centered and B-centered extended systems: 

impact on the excited state energy landscape 
 

In this section we will investigate the electronic structure of N-centered and B-centered 

extended compounds doped with N and B (see Figure 2). All the compounds reported here 
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actually result from the connection of two identical single core triangulene units known to bear 

a negative S1-T1 energy gap (see Figure 2 and Figure S5).  

From Figure S1 it can be seen that the distribution of the electron density of the four MOs 

obtained at the Hartree-Fock level using the def2/TZVP basis for the 2N-U and the 2N-Z 

resembles the Hückel orbitals (see Figure 3), with the 2N-U orbitals displaying a non-bonding 

pattern in the HOMO, HOMO-1 and LUMO+1 orbitals within the central part of the molecule, 

while this feature is missing in the Zethrene-like compounds. This suggests that the MOs 

scheme shown in Figure 3 is expected to be retained for the other extended compounds, 

considering that the single-core N-doped compounds retain the orbital distribution of the parent 

cyclazine and B-centered counterpart (see Figure S5). 

For both families of molecules, NEVPT2(12,12)/def2-TZVP calculations (see Table 3) predict 

that the introduction of two (resulting in compounds 2N2N-U_a and 2N2N-U_b for the 

Uthrene-like family and 2N2N-Z_a and 2N2N-Z_b for the Zethrene-like family) to four 

nitrogen (2N4N-U and 2N4N-Z compounds) atoms on the vertices of the triangulene units 

containing a nitrogen in its center results in a systematic decrease of the singlets and triplets 

excitation energy. This originates from the asymmetric stabilization of the LUMO and 

LUMO+1 (Table S1 and Figure S2) as compared to the HOMO and HOMO-1. While the 

HOMO and HOMO-1 are weakly stabilized due to inductive electron withdrawing effects, the 

LUMO and LUMO+1 are stabilized to a larger extent due to the pronounced mesomeric 

electron withdrawing effects caused by N atoms sitting on atomic centers bearing a high weight 

in the MOs of 2N-U. Contrarily, 12N-U and 12N-Z show a strong blue-shift with respect to 

2N-U and 2N-Z because of the stronger stabilization of the HOMO-1 and HOMO orbitals due 

again to the dominant mesomeric electron withdrawing effects caused by the substitution of 

nitrogen atoms on the atomic sites bearing a high density of these MOs, while the LUMO and 

LUMO+1 exhibit a weaker stabilization (Table S1 and Figure S2). It is interesting again to 

observe the inductive effect coming from the introduction of the N atoms, which produces an 

overall stabilization of all the frontier MOs (see Figure S2).  

In contrast, with N-centered extended systems, mesomeric effects due to nitrogen doping on 

the vertices of the extended triangulenes cores of B-centered extended systems are acting on 

the HOMO and the HOMO-1, while leaving the LUMO and the LUMO+1 almost unaffected 

(see Table S1). This is due to the electronic structure of the 2B-U and 2B-Z where the non-

bonding orbital of the single core and the orbital showing a complementary pattern are inverted 

as compared to 2N-U and 2N-Z (see Figures 3 and 4). It follows that the nature and position of 

the heteroatoms can easily modulate the energy of the excited states, allowing for multiple 

possibilities for the color-tuning. Note that the introduction of boron atoms on the periphery, 

either in N- or B-centered compounds, results in a distorted molecular structure losing the high 

symmetry of the single core and thus likely resulting in a large positive EST. For this reason, 

these compounds are not considered in the study.  

 

Table 3: S1, S2, T1, T2 vertical excitation energies, S1-T1, S2-T2 energy gap and oscillator 

strength values (in parentheses) computed at NEVPT2(12,12)/def2-TZVP level of theory at the 

ground state geometry of the Uthrene-like and Zethrene-like compounds.   
 S1 

(eV) 

S2 

(eV) 

T1 

(eV) 

T2 

(eV) 

ΔE(S1-T1) 

(eV) 

ΔE(S2-T2) 

(eV) 

ΔE(S2-T1) 

(eV) 

 Uthrene-like compounds 

2N-U 1.544 (2·10-4) 1.576 (0.007) 1.539 1.585 0.005 -0.009 0.037 

2N2N-U_a 1.489 (0.001) 1.663 (0.160) 1.247 1.495 0.242 0.168 0.416 

2N2N-U_b 1.421 (0.006) 1.557 (0.001) 1.410 1.509 0.011 0.048 0.147 

2N4N-U 1.186 (0.004) 1.453 (0.065) 1.243 1.360 -0.057 0.093 0.210 

12N-U 2.860 (0.021) 2.911 (0.015) 2.771 2.952 0.089 -0.041 0.140 
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2B-U 1.026 (0.002) 1.261 (0.002) 1.178 1.461 -0.152 -0.200 0.083 

2B2N-U_a 1.537 (0.002) 1.617 (0.009) 1.582 1.615 -0.045 0.002 0.035 

2B2N-U_b 1.514 (0.007) 1.719 (0.210) 1.543 1.598 -0.029 0.121 0.176 

2B4N-U 1.841 (3·10-4) 1.852 (8·10-4) 1.942 1.984 -0.101 -0.132 -0.090 

 Zethrene-like compounds 

2N-Z 0.780 (0.007) 1.520 (0.000) 0.707 1.517 0.073 0.003 0.813 

2N2N-Z_a 0.681 (6·10-4) 1.331 (0.000) 0.636 1.270 0.045 0.061 0.695 

2N2N-Z_b 0.659 (0.001) 1.295 (0.000) 0.615 1.355 0.044 -0.060 0.680 

2N4N-Z 0.563 (0.002) 1.093 (0.000) 0.561 1.241 0.002 -0.148 0.532 

12N-Z 1.985 (0.144) 2.831 (0.000) 1.687 2.814 0.298 0.017 1.144 

2B-Z 0.588 (0.000) 1.188 (0.000) 0.583 1.337 0.005 -0.149 0.605 

2B2N-Z_a 0.805 (0.007) 1.511 (0.000) 0.751 1.626 0.054 -0.115 0.760 

2B2N-Z_b 0.730 (0.005) 1.428 (0.000) 0.659 1.436 0.071 -0.008 0.769 

2B4N-Z 1.006 (0.008) 1.778 (0.000) 0.873 1.863 0.133 -0.085 0.905 

 

In line with the analysis carried out in the previous sections, the Uthrene-like compounds show 

higher S1 and T1 excitation energies than the Zethrene-like ones, consistently with their larger 

energy gap between the occupied and virtual orbitals involved in the main one-electron 

transition (see Tables S1 and S2). In contrast, S2 and T2 are described by a combination of one-

electron transitions involving the four frontier MOs (Table S2). From Table S1, we observed 

that the energy gap between HOMO-1 and LUMO+1 is larger for the Zethrene-like compounds 

than for the Uthrene-like compounds. It follows that the combination of one-electron transitions 

dominating S2 and T2 balances the opposite trend characterizing the HOMO-LUMO and 

HOMO-1-LUMO+1 gap, explaining the weaker difference in S2 and T2 excitation energies 

between the two families.  

Focusing now on the energy gap between excited states, Figure 5 shows the evolution of the 

S1-S2 and T1-T2 energy gaps for doped and undoped B- and N-centered Uthrene-like and 

Zethrene-like compounds. Overall, we observed that the singlet and the triplet excited states 

are lying closer to each other in Uthrene-like compared to Zethrene-like derivatives (see the 

average energy gap values indicated by the horizontal lines in Figure 5). In the Uthrene-like 

compounds, 2N-U and 2B-U show the smallest and the largest S1-S2 and T1-T2 energy 

differences, respectively (see Figure 5). The other Uthrene-like compounds exhibit 

intermediate values of the S1-S2 and T1-T2 energy gaps sometimes with large disparities in the 

magnitude of the two gaps as for the 2N4N-U compound. The Zethrene-like systems display a 

drastically different excited states picture, where the energy gap between the excited states with 

the same multiplicity ranges from 0.5 to nearly 1.2 eV, in any case larger than for Uthrene-like 

compounds. Consequently, a direct contribution coming from the S2 and T2 in the (R)ISC 

process is unlikely in Zethrene-like systems, leaving the direct S1-T1 conversion as the sole 

active spin conversion path. Since S1 and T1 bear the same nature (see Table S2), the SOC 

between these two states should be small (El-Sayed’s rule), leading to an expected low (R)ISC 

rate. 
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Figure 5: S1-S2 and T1-T2 energy gaps computed at NEVPT2(12,12)/def2-TZVP level of theory 

for the Uthrene-like (upper panel) and Zethrene-like (lower panel) systems at the ground state 

geometry. The horizontal lines define the energy gaps averaged over the respective set of 

Uthrene-  and Zethrene-like systems. 

Intriguingly, for both the Uthrene-like and Zethrene-like systems the S1-T1 energy gap remains 

very small, in almost all the cases below 0.1 eV (see Table 3). In some instances, and especially 

in the case of boron-centered Uthrene-like compounds, the ΔEST becomes negative so that these 

molecules can be classified as X-INVEST. This can be related to the introduction of the N 

atoms on the vertices of the triangulene units that in this subset of compounds are atomic sites 

with a high HOMO density. It follows that the introduction of the more electronegative nitrogen 

atoms ensures a concentration of the HOMO density on these centers, reducing the exchange 

interaction and favoring the inversion. This suggests that the substitution of the central atoms 

in the triangulene units with boron atoms can be a valid strategy to achieve a negative S1-T1 

energy gap. Besides, all the Zethrene derivatives show a positive gap between S1 and T1, even 

though it remains sufficiently small to leave possibilities for attempting substitutions driving 

the inversion. 

The largest ΔEST observed for 2N2N-U_a, 2B4N-Z and 12N-Z range from roughly 0.1 to 0.3 

eV(see Table 3) potentially still competitive to observe a TADF mechanism are obtained 

because of the contribution of different one-electron configurations to S1 and T1 (see Table S2). 

In 2N2N-U_a, the triplet excited state displaying the same nature as S1 is T2, leading to negative 

S1-T2 energy gaps. This inversion between singlet and triplet states bearing the same 

configuration that are not energetically consecutive is in line with what was observed in ref 

[28]. The same is valid for compound 12N-U (see Table S2), in which the small ΔEST (0.089 

eV) and the non-negligible SOC arising from the different nature between S1 and T1 could have 

a strong impact on (R)ISC.  

Moving to the S2-T2 energy gap, for the Uthrene-like compounds, the trend associated with this 

energy gap parallels the one between S1-T1, i.e. molecules with a small or large (either positive 

or negative) value of the latter exhibit a small or large (either positive or negative) value of the 

former. For instance, 2B-U and 2B4N-U are predicted to have both large negative value of S1-

T1 gap (-0.152 eV and -0.101 eV, respectively) and S2-T2 gap (-0.200 eV and -0.132 eV, 

respectively) while  2N2N-U_a display a large positive S1-T1 and S2-T2 gaps (see Table 3). The 
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remaining Uthrene-like compounds show both small S1-T1 and S2-T2 gaps, sometimes 

negative. A noteworthy case is 2B4N-U, where a negative gap is predicted between S2 and T1 

(-0.090 eV), picturing an X-INVEST in which both the lowest singlet states lie below the 

lowest triplet state. This suggests that the extension process following the Uthrene symmetry 

starting from INVEST units, is a valid strategy to extend the energy inversion beyond the 

lowest singlet and triplet excited state. However, it consists in a necessary but not sufficient 

condition in view of some of the examples exhibiting positive energy gaps. 

Interestingly, within the Zethrene family, all the compounds (except 12N-Z) show a negative 

gap between S2 and T2 in contrast with the trend in S1-T1 gap. This inversion is rationalized 

through by evaluating the percentage of doubly excited configurations contributing to the 

excited states in the CASSCF wavefunction which exceeds 30% for all Zethrene compounds 

(except 12N-Z) much larger than in the case of Uthrene-like compounds where the percentage 

remains below 10%. In addition, the large energy gap between S2 and T1 (> 0.5 eV, see Table 

4) makes unlikely its direct involvement in the RISC.  

Figure 6 summarizes the possible energy order diagrams arising from the extended systems 

predicted by the NEVPT2(12,12) calculations at the ground state geometry:  

 

i) case 1-Z obtained with the Zethrene-like structure with ΔE(S1-T1) > 0 and ΔE(S2-

T2) > 0 (e.g. 2N-Z, 2N2N-Z_a and 12N-Z). 

ii) case 2-Z obtained with the Zethrene-like structure with ΔE(S1-T1) > 0 and ΔE(S2-

T2) < 0 (e.g. 2N2N-Z_b, 2N4N-Z, 2B-Z, 2B2N-Z_a, 2B2N-Z_b and 2B4N-Z). 

iii) case 1-U obtained with the Uthrene-like structure with ΔE(S1-T1) > 0 and ΔE(S2-

T2) > 0 (e.g. 2N2N-U_a and 2N2N-U_b).  

iv) case 2-U obtained with the Uthrene-like structure with ΔE(S1-T1) < 0 and ΔE(S2-

T2) > 0 (e.g. 2N4N-U, 2B2N-U_a and 2B2N-U_b).  

v) case 3-U obtained with the Uthrene-like structure with ΔE(S1-T1) > 0 and ΔE(S2-

T2) < 0 (e.g. 2N-U and 12N-U). 

vi) case 4-U obtained with the Uthrene-like structure with ΔE(S1-T1) < 0 and ΔE(S2-

T2) < 0 (e.g. 2B-U). 

vii) case 5-U obtained with the Uthrene-like structure with ΔE(S1-T1) < 0 and ΔE(S2-

T2) < 0 and ΔE(S2-T1) < 0 (e.g. 2B4N-U). 

 

 
Figure 6: Different energy diagrams arising from the NEVPT2(12,12)/def2-TZVP calculations 

for the extended systems at the ground state geometry. 

From Figure 6 it is clear that the parallel orientation is a promising strategy to design X-

INVEST systems, where the energy proximity between singlet and triplet excited states, along 

with their inversion, can open new pathways for an efficient RISC and the population of the 

lowest singlet state (e.g. T1→S2→S1, T2→S1, T2→S2→S1). Besides, in the Zethrene-like 

architecture, the direct S1-T1 path is the most likely spin conversion channel which, in view of 

the similar nature of the states, can hardly promote a fast RISC, with the S2 and T2 excited 
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states not being directly populated but potentially contributing to the process only through 

vibronic coupling. [49] 

It is worth noting that the origin of these remarkable differences between the two extended 

triangulene families is a consequence of the different orientation at the connection between the 

single-core triangulene (section 3), showing how the molecular structure drives the 

photophysical properties of these systems. 

 

6 Assessing the spin conversion dynamics of the 

Uthrene-like systems 
 

In this section we will assess the role of the S1, T1, S2 and T2 excited states in the T1 to S1 

conversion of Uthrene-like compounds only in view of their remarkable excited states features. 

Especially, we will focus on three candidates, belonging to the 1-U, 4-U and 5-U categories 

shown in Figure 6, the latter two representing X-INVEST systems. Unfortunately, for the 

Uthrene-like compounds belonging to the other categories, state swapping during the 

optimization of the excited states impeded reaching the equilibrium geometry of the correct 

states. To simulate the excited states dynamics, we integrated numerically a kinetic model 

including the rates of the different non-radiative elementary processes ((R)ISC, (reverse) 

internal conversion ((R)IC) taking place between these excited states to identify the 

contribution of these different pathways to the overall RISC process leading to the population 

of the S1 state. In view of the prominent role played by the S2-S1 IC processes in the two 

X−INVEST systems and their small energy gap, the resepctive rate contansts calculated within 

the Fermi’s Golden Rule framwork have been validated against quantum dynamics simulations. 

The latter resort to an approach offering a remekable trade-off between accuracy and 

computational cost (see Supporting Information for further details) and that recently has been 

employed by some of us for an efficient calculation of the IC rate in X-INVEST systems [55]. 

In order to mimic the spin-statistical population encountered in an OLED device, the initial 

population of the lowest singlet and triplet excited state were set to 0.25 and 0.75, respectively. 

 

6.1 Geometry relaxation of the excited states 

 
Figure 7 shows the energy scheme obtained upon the optimization of the four excited states in 

comparison with the Franck-Condon region (i.e. the ground state geometry). For 2N2N-U_b 

(Figure 7a), belonging to the 1-U scheme, i.e. ΔE (S1-T1) and ΔE (S2-T2) both > 0 at the ground 

state geometry, the energy order of scheme 1-U is retained, even though the energy spacing 

between the states is changed due to small but slightly different relaxations energies (see Table 

S9).  

In the compound 2B-U (Figure 7b), which at the ground state geometry exhibits ΔE (S1-T1) < 

0 and ΔE (S2-T2) both > 0, thus belonging to the 4-U case, upon the relaxation of the excited 

state geometry, the S2 state lies at lower energy than the T1 state, leading to a negative adiabatic 

ΔE (S2-T1) energy gap, recalling the energy order of the scheme 5-U (Figure 6). Moreover, the 

larger relaxation of S2 than S1 (0.2 eV and 0.03 eV, respectively, see Table S9) leads the former 

to be located at lower energy than the latter in the adiabatic picture (Figure 7b), so that S1 and 

S2 exchange their nature from the Franck-Condon region to the adiabatic picture. However, the 

inclusion of the Zero Point Energy (ZPE) reverses again the energy order, with the two singlet 

states being quasi-degenerate (ΔE (S2-S1) = 0.016 eV). Note that the relaxed geometry of the 

T2 state is associated with an energy higher than the respective vertical one (Figure 7b and 

Table S9), artefact which might suggest that the geometry optimized at PBE0 level is not 
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consistent with an equilibrium geometry at NEVPT2 level. Nonetheless, the high energy of T2 

with respect to the other excited states leads its role to be negligible in the kinetic, thus we do 

not expect this inconsistency to be determinant (vide infra). 

The 2B4N-U compound belongs to the 5-U case where both S1 and S2 lie below T1 at the 

ground state geometry (Figure 6 and Table 4). As shown in Figure 7c, the geometry relaxation 

of the four excited states retains the same energy order found at the FC region, thus the 5-U 

scheme remains valid, with some changes in the energy gaps. However, the energy gaps 

involving the T2 state are more affected because of its smaller reorganization energy (see Table 

S9). Therefore, a larger energy spacing is produced between T2 and the other excited states 

upon relaxation, reducing its contribution to the overall RISC process. This is also corroborated 

by the significant small magnitude of the S1→T2 and S2→T2 ISC rates, despite the large value 

of the SOC assisting the former conversion (vide infra). Furthermore, the Reverse IC rate from 

T1 to T2 will be further decrease. 

Overall, both 2B-U and 2B4N-U exhibit a negative adiabatic S1-T1 and S2-T2 and S2-T1 energy 

gap, thus consistently being X-INVEST systems when relaxing the geometries of the excited 

states. 

 

 
Figure 7: Energy diagram at the Franck-Condon (FC) and relaxed geometries of the excited 

states for 2N2N-U_b (a), 2B-U (b) and 2B4N-U (c) compounds. The ZPE correction is not 

included. 
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6.2 Radiative decay rates 
 

Table 4 shows the values of the radiative decay rates for 2N2N-U_b, 2B-U and 2B4N-U 

evaluated within the Franck-Condon approximation and including the Herzberg-Teller 

corrections at the S1 relaxed geometry (see S2 section for further details). The radiative rate 

constants have been calculated by using the following expression: 

  

𝑘𝐹 =
𝑓𝑜𝑠𝑐∆𝐸

2

1.499
 (1) 

  

with ΔE the vertical excitation energy at S1 geometry in cm-1.  

 

Table 4: Radiative rates calculated for 2N2N-U_b, 2B-U and 2B4N-U within the Franck-

Condon and Herzberg-Teller approximation. 

 𝑘𝐹
𝐹𝐶  (s−1) 𝑘𝐹

𝐹𝐶+𝐻𝑇 (s−1) 

2N2N-U_b 4.1·105 8.0·106 

2B-U 4.2·104 1.6·106 

2B4N-U 3.1·104 1.2·107 

 

As it can be seen, the inclusion of the Herzberg-Teller contribution leads to an increase of the 

radiative decay rates at least by one order of magnitude. In particular, for 2B4N-U, the 

fluorescence rate increased by three orders of magnitude. 

 

 
Figure 8: Excited state population as a function of time obtained by integrating the kinetic 

model for 2N2N-U_b (a), 2B-U (b) and 2B4N-U (c) compounds. 
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6.3 Spin conversion kinetics of 1-U case: 2N2N-U_b  
 

Table 5 shows the SOC values computed between each singlet and triplet state. Even though 

S1 and T1 both receive the largest contribution from the HOMO → LUMO transition at the 

ground state geometry (see Table S2), the SOC is different than zero. This originates from 

different excited configurations bearing a smaller weight that introduce differences in the 

nature between the two states. As a matter of fact, the third largest contribution in the S1 and 

T1 wavefunctions bears the same weight (≈ 0.02) but is associated with different electronic 

configurations, namely a HOMO,HOMO → LUMO,LUMO transition for S1 and a 

HOMO−1,HOMO → LUMO,LUMO+2 transition, for T1. The same argument holds for the S2-

T2 SOC. 

Interestingly, all the ISC processes exhibit a modestly large rate constants, the largest one being 

associated with the S1→T1 conversion, exploiting the largest SOC and its down-hill nature 

(Figure 7a). The smallest rate is associated with the T1→S2 conversion, which, despite the large 

SOC, is assisted by an up-hill process bearing the largest energy barrier (0.178 eV, Figure 7a).  

The IC rates have been computed for both the S1-S2 and T1-T2 conversions (see Table S10), 

with the forward (S2→S1 and T2→T1) processes largely outcompeting the backward (S1→S2 

and T1→T2) ones. 

 

Table 5: SOC values and ISC rate constants computed for the different spin conversion 

elementary processes of 2N2N-U_b. The SOC is associated with the value computed at the 

equilibrium geometry of the ground state. 
 S1→T1 T1→S1 S1→T2 T2→S1 S2→T1 T1→S2 S2→T2 T2→S2 

SOC (cm-1) 0.239 0.156 0.107 0.182 

k (s−1) 2.2·107 1.3·107 1.5·105 6.8·106 1.6·106 2.0·102 1.4·107 1.1·107 

 

Figure 8a shows the population of the four excited states obtained through the integration of 

the kinetic equations within a time-window of 1000 ns. Interestingly, the population of S1 

increases within the first 100 ns, but remains constant after. T1 population evolution perfectly 

mirrors the S1 population variation. By fitting the S1 population variation by employing a 

double exponential function, the initial population increase occurs with a rate of 3.3·107 s−1, 

with the same order of magnitude as the T1→S1 RISC rate (Table 5). Interestingly, T2 and S2 

populations remain close to zero during the entire time interval. However, it is not necessarily 

clear whether the S2 and T2 are populated and depopulated almost instantaneously. To uncover 

this aspect, we simulated the spin conversion dynamics by systematically removing the 

elementary processes involving S2 and T2 (both ISC and RISC) from the kinetic (see Figure S6 

for the population variation). As it can be seen, the magnitude of the rate associated with the 

growth of S1 population retains the same value in all the simulations. Specifically, by removing 

both the S1-T2 and S2-T1 conversion channels, the population of S1 increases at the same rate 

as the one obtained by including all the processes (see Table 6). This is due to the larger IC 

rates that outcompete the Reverse-IC (RIC), allowing a fast depopulation of the two higher-

lying excited states, resulting in their negligible contribution to the S1 population. It follows 

that for 2N2N-U_b, the sole channel active in the overall RISC is the direct S1-T1 conversion.  

 

Table 6: S1 population rates resulting from the fitting as a function of the included elementary 

processes. 

 
All 

processes 

No 

S1-T2 

No 

S2-T1 

No 

S1-T2 and S2-T1 

k [S1] (s−1) 3.3·107 3.3·107 3.3·107 3.3·107 
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6.4 Spin conversion kinetics of 4-U case: 2B-U 

 
The SOC value between the T1 and S2 states appears to be the largest one, so that the largest 

ISC and RISC rates (up to 107 s−1, see Table 7) involve these two states. The ISC rates involving 

the T2 state (i.e. S1→T2 and S2→T2) are somewhat smaller due to a combination of smaller 

SOC and larger energy gap between the states (see Figure 7b and Table 7). However, the main 

limitation to a spin conversion mechanism through T2 is the largely unbalanced T2→T1 IC and 

T1→T2 RIC rates (2.3·1015 s−1 and 1.5·109 s−1, respectively), the latter process being the only 

process able to result in a significant T2 population.  

 

Table 7: SOC values and ISC rate constants computed for the different spin conversion 

elementary processes of 2B-U. The SOC is associated with the value computed at the 

equilibrium geometry of the initial state. 
 S1→T1 T1→S1 S1→T2 T2→S1 S2→T1 T1→S2 S2→T2 T2→S2 

SOC (cm-1) 0.006 0.146 0.299 0.006 

k (s−1) 1.6·104 1.7·104 3.4·101 2.7·106 1.3·107 2.1·107 2.3·10-1 9.5·102 

 

In Figure 8b, a fast population of the S1 state is observed after 200 ns, while the population of 

T1 follows the same but opposite trend. By fitting the S1 population variation with a 

biexponential function, the resulting rate of increase of the S1 population turned out to be 

2.1·107 s−1 (see Table 8). This reflects the T1→S2 RISC, which represents the rate limiting 

process to reach the S1 state since the S2→S1 IC is extremely fast (8.0·1013 s−1).  We mention 

here that the extremely fast S2→S1 IC rate computed within the Fermi’s Golden rule (FGR) has 

been validated against quantum dynamics calculations resulting in this case to an IC rate of 

6.6·1013  s-1 (see Supporting Information for more details).  

When solving the kinetic model neglecting the T1-S2 channel, we observed no variation of the 

S1 and T1 excited state population with respect to the initial condition (see Table 8 and Figure 

S7b), which confirmed the crucial role of the T1→S2 RISC process. Neglecting the involvement 

of the T2 state does not change the rate of the overall spin conversion process (see Table 7 and 

Figure S5a). Furthermore, by blocking the S1-T1 channel and allowing the S2→S1 IC to be the 

sole source of S1 population, the latter state is again populated with the initial large rate of 

2.1·107 s−1 (see Figure 9a). On the contrary, by blocking the S1-S2 pathway, the high T1→S2 

rate largely outcompetes the one associated with the T1→S1 conversion, hampering the 

population of S1 but promoting an increase in the S2 population (see Figure 9b).  

 

Table 8: S1 population rates resulting from the fitting as a function of the included elementary 

processes for 2B-U. 

 
All 

processes 

No 

S1-T2 

No 

S2-T1 

No 

S1-T2 and S2-T1 

k [S1] (s−1) 2.1·107 2.1·107 No variation No variation 

 

It follows that the S2 state plays a determinant role in the spin conversion of 2B-U, with the 

T1→S2→S1 process allowing for the fast population of the lowest singlet excited state. 
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Figure 9: Population variation of the four excited states. (a) Kinetic obtained by neglecting 

the S1-T1 IC channel; (b) kinetic obtained by neglecting the S1-S2 ISC channel for 2B-U. 

 

6.5 Spin conversion kinetics of 5-U case: 2B4N-U 
 

As shown in Table 9, the largest SOC values are obtained between S2 and T1, by virtue of the 

different nature characterizing these two states, that is a combination of HOMO→LUMO+1 

and HOMO-1→LUMO for the former and the sole HOMO→LUMO for the latter. It is worth 

noticing that the S2→T1 ISC is faster by one order of magnitude than the T1→S2 one since the 

introduction of the ZPE correction leads the S2-T1 energy gap to be positive (contrarily to the 

sole adiabatic energy gap, Figure 7c), even though very small (0.016 eV), thus driving the 

former conversion through an up-hill pathway. The resulting IC rates turned out to be as high 

as 1.0·1015 s−1 and 5.0·1010 s−1 for the S2→S1 and the S1→S2 conversion, respectively, thanks 

to the small adiabatic energy gap between the two singlet states (0.062 eV). In light of the very 

high value of the S2→S1 rate, which could be outside the range of validity of FGR,[55] we 

have checked through quantum dynamics calculations the rate value for both IC and RIC 

processes. Our simulations (see Supporting Information)  revealed a rate of 3.1·1014 and 

8.1·109 for the S2→S1 and the S1→S2 conversions, respectively, in fair agreement with the FGR 

values. The agreement for both 2B-U and 2B4N-U molecules indicates that using the 

computationally less expensive FGR approach is justified and does not compromise the 

accuracy of our analysis .  

 

Table 9: SOC values and ISC rate constants computed for the different spin conversion 

elementary processes of 2B4N-U. The SOC is associated with the value computed at the 

equilibrium geometry of the initial state. 
 S1→T1 T1→S1 S1→T2 T2→S1 S2→T1 T1→S2 S2→T2 T2→S2 

SOC (cm-1) 0.083 0.166 0.459 0.102 

k (s−1) 8.4·105 2.2·106 5.84 5.4·106 3.6·107 1.4·107 6.9·102 1.8·106 

 

Figure 8c shows that the population variation of the four excited states occurs in a time-window 

of 300 ns. As can be seen, S1 and T1 exhibit the most prominent population variation among 

the four states, with the S2 and T2 states remaining close to zero throughout the entire 

simulation. This is consistent with the outcompeting ultrafast rates of the forward-IC process, 

impeding a significant population of the latter two states. The double exponential fitting 

provides 1.9·107 s−1 as the fastest rate of the S1 population increasing, similar order of 

magnitude of the S2-T1 elementary (R)ISC rate (see Table 9). As shown in Table 10 and Figure 

S8, the contribution of the S1-T2 channel is confirmed to be irrelevant in the overall RISC 

process, with a resulting S1 population rate when neglecting this channel equal to the one 

obtained including all the process. On the contrary, by neglecting the S2-T1 channel the S1 

population rate results to be 2.3·106 s−1, one order of magnitude smaller than the one obtained 
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with its inclusion, suggesting that the main spin conversion path involves the S2-T2 channel. It 

follows that this spin conversion channel plays a non-negligible role in the total spin conversion 

process.  

 

Table 10: S1 population rates resulting from the fitting as a function of the included elementary 

processes for 2B4N-U. 

 
All 

processes 

No 

S1-T2 

No 

S2-T1 

No 

S1-T2 and S2-T1 

k [S1] (s−1) 1.9·107 1.9·107 3.3·106 2.3·106 

 

To disclose the role of the pathways involving the S2 state we simulated the kinetic of two 

possible scenarios: (i) neglecting the S1-S2 IC, thus leaving active only the S2-T1 and the S1-T1 

channels  (Figure 10a) and (ii) neglecting the S1-T1 ISC, thus leaving active only the S1-S2 and 

S2-T1 pathways  (Figure 10b).  

By neglecting the S1-S2 IC, the sole source of population of S1 is T1, the latter undergoing the 

ISC with the two singlets. As shown in Figure 10a, the S2 exhibits an increase in its population 

reaching a maximum of 0.2 within the first 100 ns, reflecting the sudden decrease in T1 

population occurring within the same time range. On the contrary, the S1 population slowly 

increases, reaching a steady value of 0.78, with a rate of 2.3·106 s−1, one order of magnitude 

lower than the total rate predicted by including all the processes. It follows that cutting off the 

S1-S2 channel is detrimental for the spin conversion dynamics. 

In the other scenario, the source of S1 population derives from the S1-S2 IC path. As shown in 

Figure 10b, the S1 kinetic is significantly faster than the previous case, with an overall rate 

equal to 1.0·107 s−1, thus allowing recovering similar S1 population increase rate (see Table 10). 

Consequently, the S2 state plays a crucial role in determining an efficient RISC process. 

Specifically, despite the comparable rate associated with the T1→S2 and S2→T1 conversion, 

the ultrafast S2→S1 IC impedes the realization of an equilibrium between the former states, 

behaving as a funnel for the population of the S1 state.  

 

 
Figure 10: Population variation of the four excited states. (a) Kinetic obtained by neglecting 

the S1-S2 IC channel; (b) kinetic obtained by neglecting the S1-T1 ISC channel for 2B4N-U. 

To establish a more comprehensive picture of the spin conversion dynamics of 2B-U and 

2B4N-U, we extended the kinetic model by including the irreversible S1 → S0 radiative decay 

employing the fluorescence rate constants computed including the Herzberg-Teller corrections 

(see Table 4). Figure 11a and Figure 11b show the ground and excited state population 

variations for 2B-U and 2B4N-U, respectively. In both cases, a fast increase in S1 population 

occurs within ≈100 ns followed by a decrease mirroring the increase in the ground state 

population (see Figure 11). By fitting the ground state population variation employing a double 

exponential function, its population turned out to occur with a rate of 2.3·106 s−1 and 8.9·106 

s−1 for 2B-U (Figure 11a) and 2B4N-U (Figure 11b), respectively. 
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Figure 11: Population variation of ground and excited states for 2B-U (a) and 2B4N-U (b) 

compounds. 

 

 

7 Conclusions 
 

In this work, we designed a series of extended triangulene systems, doped with N and B atoms, 

and assessed their excitation energies employing wavefunction-based methods. In addition, we 

simulated the rate constants of radiative and non-radiative decay processes from first principle 

formalisms.  

The extension strategy entailed the connection of two INVEST single-core triangulenes 

according to a parallel and an antiparallel orientation, resulting in Uthrene- and Zethrene-like 

structures, respectively. The calculations and the simulations carried out on these systems 

allowed discerning useful information from both a computational and a molecular design 

perspective: 

 

- Electronic structure methods performance: EOM-CCSD and NEVPT2(12,12) were 

benchmarked on two reference extended compounds, namely 2N-U and 2N-Z. While it 

overestimates the singlet excitation energies for Zethrene-like molecules, the main 

issues with EOM-CCSD comes from the poor description of the S2 excited states due 

to the large double excitation character. For this reason, NEVPT2(12,12) was identified 

as a method able to predict accurately energy gaps between the S1, S2, T1 and T2 excited 

states.  

 

- Singlet-triplet energy gaps: the NEVPT2 calculations carried out on the Uthrene- and 

Zethrene-like molecules revealed that in both cases small S1-T1 and S2-T2 energy gaps 

can be achieved, with the largest values ≈ 0.2 eV. Specifically, in some Uthrene-like 

systems, in particular the B-centered ones, the singlet-triplet energy gaps acquired 

negative values, thus effectively representing X-INVEST systems. More intriguingly, 

in 2B-4N-U both S1 and S2 lie below T1. In the Zethrene-like compounds, the S1-T1 is 

systematically predicted to be small but always positive. On the contrary, for some of 

these compounds the S2-T2 energy gap acquired negative values, behavior due to the 

large presence of double excitations in the S2 wavefunction (> 50%), leading to a 

significant contribution of electron correlation effects stabilizing the singlet state with 

respect to the triplet counterpart. 

 

- S1-S2 and T1-T2 energy gaps: NEVPT2 calculations systematically predicted small 

energys gap between S1-S2 and T1-T2 for the Uthrene- while large energy gaps are 

https://doi.org/10.26434/chemrxiv-2024-5q627 ORCID: https://orcid.org/0000-0003-2193-1536 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-5q627
https://orcid.org/0000-0003-2193-1536
https://creativecommons.org/licenses/by-nc-nd/4.0/


25 

 

obtained Zethrene-like compounds, respectively. A careful inspection of the MOs 

distribution of the extended structures showed that the parallel orientation promotes the 

non-bonding character in the four frontier MOs, inducing  small HOMO-HOMO-1 and 

LUMO+1-LUMO energy gaps in the Uthrene-like systems. On the contrary, the 

antiparallel orientation only leads to the formation of bonding and anti-bonding MOs, 

consequently determining large HOMO-HOMO-1 and LUMO+1-LUMO energy gaps 

in the Zethrene-like systems. This translates in the small and large energy difference 

between the S1-S2 and the T1-T2 excited states for the Uthrene- and Zethrene-like 

compounds, respectively, whose excited states wavefunctions receive dominant 

contributions from transitions between these four frontier MOs. 

 

 

- (R)ISC process: the small singlet-triplet energy gaps found for both the Uthrene-like 

and Zethrene-like systems make these compounds promising candidates for a fast spin 

conversion. However, the similar S1 and T1 nature precludes a fast (R)ISC involving 

these two states (El-Sayed’s rules), consequently requiring the involvement of higher-

lying excited states mediating the spin conversion. In the Zethrene-like systems, the 

large energy gap between S1 and T1 and the higher lying excited states impedes a direct 

mediation by the latter, making their contribution possible only through vibronic 

coupling mechanisms (e.g. Herzberg-Teller or Spin-Vibronic Coupling effects). On the 

contrary, the energy proximity established between the S1, T1, S2 and T2 in the Uthrene-

like systems opens new alternative pathways involving all the four excited states. To 

corroborate this hypothesis, we computed the (R)ISC rates and simulated the spin 

conversion kinetics for three Uthrene-like systems, namely 2N2N-U_b, 2B-U and 2B-

4N-U. While in the first one the spin conversion process is driven by a direct S1-T1 

(R)ISC, in both the X-INVEST 2B-U and 2B-4N-U compounds the T1-S2 channel 

turned out to be the fastest, thanks to the energy resonance reached between the two 

excited states. Specifically, our simulations showed that in these compounds the RISC 

occurs through a two-step process, involving a fast T1 → S2 conversion followed by an 

ultrafast S2 → S1 internal conversion, with the S2 behaving as a funnel for the 

population of S1, a process occurring with a rate of ≈ 107 s-1. 

 

In conclusion, in this work we showed how the symmetry adopted in the connection process 

of triangulene units can dictate the electronic and photophysical properties of the final extended 

triangulene systems. In particular, the parallel orientation represents a fruitful design strategy 

to build X-INVEST cores, in which the energy proximity between the lowest singlet and triplet 

excited states can pave the way to a new paradigm for a fast RISC mechanism.     
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