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Abstract 

The reaction CH3NC ⇌   CH3CN, a model reaction for the study of unimolecular isomerization, 

is important in astronomy and atmospheric chemistry, and has long been studied by numerous 

experiments and theories. In this work, we report the first full-dimensional accurate potential energy 

surface (PES) of this reaction by the permutation invariant polynomial-neural network (PIP-NN) 

method based on 30,974 points whose energies are calculated at the CCSD(T)-F12a/AVTZ level. 

Then Ring Polymer Molecular Dynamics (RPMD) is used to derive the free energy barrier of the 

reaction at the experimental temperature range, 472.55 ~ 532.92 K. Reaction kinetics are studied in 

the high-pressure limit and in the fall-off region by standard transition state theory and master 

equation, respectively. The calculated temperature- and pressure-dependent rate coefficients are in 

good agreement with previous experimental and theoretical results. Further, Quasi-Classical 

Trajectory (QCT) simulations are performed on this PES to study the intramolecular energy transfer 

dynamics at initial vibrational energies of 4.336, 5.204 and 6.505 eV.  
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Ⅰ. Introduction  

Both methyl isocyanide (CH3NC) and acetonitrile (CH3CN) are detected in the interstellar space, 

and characterized by their rotational spectral lines due to their relatively small molecular size. These 

molecules thus usually served as valuable interstellar probes, and provide extensive insights into the 

physical and chemical conditions of the interstellar medium and contribute to our understanding of 

star formation processes within these cosmic regions.1-4 Additionally, they are also detected in Earth's 

atmosphere.5, 6 Relevant investigation is important for enhancing our comprehension of their 

atmospheric behavior, and lays a scientific foundation for air pollution control and risk assessment. 

Besides, the isomerization reaction between the two molecules, i.e., CH3NC ⇌  CH3CN, is an 

important prototype in the development of the unimolecular reaction theory.7 

This isomerization reaction is favored in experiments due to its capacity to reduce the influence 

of side reactions and to be operated effectively at relatively low temperatures.8-10 Schneider and 

Rabinovitch measured its thermal rate coefficient under high-pressure conditions, and the Arrhenius 

factor and the activation energy were determined to be A = 1013.6 s-1, Ea = 1.665 eV respectively from 

the two fall-off curves at 472.55 K and 503.55 K.11 These findings were substantiated by subsequent 

studies that extend the rate coefficient across a broad range of temperatures and pressures. Fletcher 

et al. were the first to expand the study.12 Then follow-up studies broadened the temperature from 

393.15 to 593.15 K and the pressure from 2 to 100 Torr, which led to the refinement of the Arrhenius 

parameters.13-15 Under such conditions, Ea was derived to be 1.656 ± 0.009 eV, while log10A became 

13.35 ± 0.11. Wang et al. investigated this reaction using advanced HeI photoelectron spectroscopy, 

and determined Ea = 1.668 ± 0.016 eV. Besides, Reddy and Berry used a novel intracavity cw dye 

laser excitation technique to photoactivate CH3NC with high state selectivity, measured the state-

selected isomerization rate coefficient (at Ea ≈ 1.704 eV).16  

Since the 1970s, this isomerization reaction has been carried out by various computational 

methods, such as non-empirical self-consistent field SCF/DZ+P,17, 18 many-body perturbation method 

SDQ-MBPT(4)/DZ+P,19 a variety of density functional theory methods in junction with several basis 

sets,20, 21 and high-level coupled-cluster calculations integrated with the Two Dimensional Master 

Equation (TDME).22 These studies precisely calculated the structure of reactant, product, and 

transition state, as well as the minimum energy path (MEP), activation energy, reaction enthalpy and 

rate coefficient, which provide valuable insights into the title reaction.  

The unimolecular reaction theory was founded and developed by Lindemann,23 Hinshelwood,24, 
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25 Rice, Ramsperger, Kassel,26-28 Marcus.29, 30 Within the most sophisticated and preeminent Rice-

Ramsperger-Kassel-Marcus (RRKM) theory, the vibrational degrees of freedom of reactants and 

transition states are typically treated quantum mechanically, while rotational and translational degrees 

of freedom are generally treated classically. Besides, it assumes that internal vibrational redistribution 

(IVR) is relatively fast and complete on the time scale of the unimolecular reaction. If IVR is slow, 

the initial rate coefficient will be microcanonical, while at later times this value will differ.31, 32 The 

previous experimental results were aligned well with the RRKM predictions, indicating that CH3NC 

is a textbook RRKM molecule. 

However, the Hase group suggested a different perspective33: the CH3NC may not be a standard 

RRKM molecule. They used direct dynamic simulations at the B3LYP/6-311++G(2d, 2p) level to 

study the unimolecular and intramolecular dynamics of the vibrationally excited CH3NC. This 

process was found to deviate from the RRKM prediction, exhibiting nonexponential decay, which 

was intrinsic non-RRKM. Further, the dynamics at 4.336 eV excitation energy suggested that the 

Hinshelwood-Lindemann rate coefficient, kuni(ω,E), aligned with the RRKM theory predictions under 

both high and low pressure limits, but deviated at intermediate pressures, where such deviation could 

be reconciled by introducing the scaling factor βc.
33, 34 

Dynamic studies require a precise PES, which, to our knowledge, has not been developed for this 

system. This full-dimensional PES is capable of performing fast electronic structure calculations with 

a significant saving in cost compared to high-level electronic structure methods. It is also possible to 

carry out various dynamical calculations, exhibiting a great advantage over conventional direct 

dynamics method, which often struggles to achieve such high computational efficiency and accuracy 

at the same time. First, an extensive dataset of 30,974 data points is sampled and computed at the 

CCSD(T)-F12a/AVTZ level. The PIP-NN method35-37 is then used for fitting, resulting in a total Root 

Mean Square Error (RMSE) of only 2.54 meV. Then the kinetics and dynamics calculations are 

performed using this PES. The rest of this work is organized as follows: Section II outlines the 

computational details of ab initio calculations, the PIP-NN fitting, kinetics and dynamics methods. 

Section III presents results and discussion, and Section IV concludes.  

Ⅱ. Method  

1. Electronic Structure Calculation 

For constructing a full dimensional accurate PES, the energies of all sampled points should be of 

high quality. To achieve this, it is essential to identify an electronic structure method that offers a 
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balance between accuracy and efficiency for all dynamically relevant regions. We finally choose the 

explicitly correlated coupled cluster single, double, and perturbative triple excitations with the 

augmented F12 explicit corrections,38, 39 using the aug-cc-pVTZ basis set of Dunning,40 CCSD(T)-

F12a/AVTZ for short, as the theoretical method for all electronic structure calculations. CCSD(T)-

F12a/AVTZ has the ability to efficiently obtain results as accurate as those obtained at the 

CCSD(T)/AV5Z level,41 which has been widely used to develop PES for various systems, reactive or 

non-reactive.42, 43 The T1 diagnostic values for most of the sampled points are consistently below 

0.03, thus, a single-reference-based methodology seems to be appropriate for this reaction. All ab 

initio points are performed using the MOLPRO 2020 software package.44-46 

2. PES 

2.1 Sampling 

To ensure full coverage of the dynamically significant configuration space, it is important to 

perform sampling as comprehensively as possible. In this work, we focus solely on one isomerization 

channel. To initiate the sampling, we propose to use the Ab Initio Molecular Dynamics (AIMD) 

simulation near the MEP to ensure that the main feature of the PES is captured.47, 48 Also, selecting 

the right method for AIMD is crucial, just as choosing the method for electronic structure calculations 

is. However, the CCSD(T)-F12a/AVTZ method for AIMD simulations is impractical due to its 

expensive cost. In this work, we carried out a comparative analysis of various relatively low-level 

methods using the ORCA software package,49 and the results are summarized in Table 2. The 

r2SCAN-3c method50 yields comparable outcomes with the CCSD(T)-f12a/AVTZ method while 

taking less time. Hence, we select the r2SCAN-3c method to run AIMD simulations for the initial 

sampling.  

It is worth noting that imbalanced dataset may deteriorate the performance and generalizability of 

machine learning model. Thus, to improve the quality of the dataset, the isostat program51 is used to 

eliminate redundant points that show excessive similarity in both energy and geometry. This program 

uses a dual-threshold approach to screen for redundant configurations, considering both structure and 

energy: the configuration is retained only if it exceeds both predefined thresholds. To further improve 

the sampling efficiency, the generalized Euclidean distance metric is used to select points that are not 

too close to the existing dataset,37  
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𝜒(𝑟𝑖, 𝑟𝑖
′) = √∑(𝑟𝑖 − 𝑟𝑖

′)2

15

𝑖

< 0.4 − 0.7  Å. (1) 

This distance metric is established based on the internuclear distances between a new point { }ir  and 

a data point '{ }ir  in the existing data set. After completing this, it becomes possible to fit a primitive 

PES. Obviously, this PES is still rough, and further dynamical calculations are required to determine 

which region needs additional sampling. The procedure is done by several iterations to achieve 

convergence. Besides, its static characteristics are assessed by analyzing the results obtained from the 

PES and comparing with those from ab initio calculations to inspect if these regions are sampled 

sufficient. 

2.2 PES Fitting 

All of the ab initio points were fitted to a PIP-NN form with two hidden layers,35-37 

𝑉 = 𝑏1
(3)

+ ∑  
𝑘=1

𝐾

(𝜔1,𝑘
(3)

⋅ 𝑓2 (𝑏𝑘
(2)

+ ∑  
𝑗=1

𝐽

(𝜔𝑘,𝑗
(2)

⋅ 𝑓1 (𝑏𝑗
(1)

+ ∑ 𝜔𝑗,𝑖
(1)

⋅ 𝐺𝑖

𝐼

𝑖=1
)))) , (2) 

where I denotes the number of the PIPs in the input layer; the hyperbolic tangent function are used 

for the activation function in the two hidden layers, denoted as 
i ( 1, 2)f i =  ; ( )

,

l

j i   represents the 

weights connecting the ith neuron in the (l-1)th layer to the jth neuron in the lth layer; ( )l

jb  

corresponds to the biases of the jth neuron in the lth layer. The optimal parameters ω and b are derived 

through an iterative process by nonlinear least-squares fitting of the Neural Network (NN) with the 

RMSE as a judgement criterion,  

RMSE = √
∑ (

𝑁data

𝑖=1
𝐸fit

𝑖 − 𝐸target
𝑖 )2

𝑁data
 . (3) 

The PIPs, denoted as 
6

Ŝ ijl

iji j
G p


=  , exp( )

ij

ij

r
p



−
=  are the Morse-like variables, where α is 

an adjustable constant (in this study, α = 1.0 Å), and 
ijr   are the 15 internuclear distances. Ŝ  

includes all the possible permutation operations among the three hydrogen atoms and two carbon 

atoms in the C2H3N system. The PIPs of the system reach a maximum order of 5, 
6

i<j
5ijM l=  , 

resulting in 1826 terms (I = 1826), are used as the input of the NN to ensure the adequate permutation 

symmetry of the system. 
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The entire data set was randomly divided into three distinct subsets: training (90%), validation 

(5%), and test (5%). The training set is used only for fitting purposes, while the validation set plays a 

crucial role in monitoring the training process. Additionally, the test set is used as an independent 

assessment of the fitting quality. To prevent overfitting in the NN training, the "early stopping" 

approach52 is used by halting the training process when the performance on the validation set starts 

to degrade.  

2.3 QCT calculation  

The VENUS program53 was used to perform QCT calculations on the PIP-NN PES to simulate 

the unimolecular isomerization dynamics. In these simulations, CH3NC was excited with classical 

microcanonical sampling with specific total vibrational energies of 4.336, 5.204 and 6.505 eV, 

denoted as 𝐸vib, while rotational energies were excluded. Such high vibrational energies are needed 

for the observation of sufficient amounts of isomerization within the time scale. The QCT simulations 

are time propagated without constraints, and terminate once CH3NC → CH3CN isomerization occurs, 

which is identified by inspecting the change of the CNC angle, as used in ref. 33. At a CNC angle of 

90°, the molecule is considered to reach the transition state and would not revert, which means 

recrossing of the trajectories back to the reactant is not considered in this work.54 For each 𝐸vib, 

100,000 simulations are conducted, and plots of ln[N(t)/N(0)] vs. time are given for discussion, where 

N(t)/N(0) in this work represents the relative number of CH3NC remaining vs. time. 

2.4  Ring-polymer molecular dynamics (RPMD) calculation 

To determine the free energy of the system along the reaction coordinate ξ and obtain reliable 

high-pressure limit rate coefficient, we used an advanced sampling technique known as umbrella 

sampling.55 The methodology and theoretical framework are presented in detail in ref. 55, thus this 

work only provides a brief overview. This method is based on a stratification strategy that divides the 

range of the reaction coordinates into windows and applies a bias potential to confine the system to 

sample within each window. The bias potential typically has the form of a simple harmonic potential: 

𝐵𝑖(𝜉) =
1

2
𝜇i

(𝜉 − 𝜉i)
2, (4) 

where μi is the elasticity coefficient of the ith window, and 𝜉𝑖 is the value of the reaction coordinate 

at the center of that window. The bias potential modifies the probability distribution within each 

window and make it more uniform. Usually, the bias probability distribution 𝑃𝑖(𝜉) for each window 

can be obtained using conventional molecular dynamics or Monte Carlo methods. The weighted 

histogram analysis method56 or integration method is then used to combine the probability 
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distributions from all windows. This integration results in the derivation of the global unbiased 

probability distribution 𝑃 (𝜉) and the free energy distribution 𝐴 (𝜉). Using the free energy obtained 

from the simulation, it is feasible to calculate the rate coefficient at the high-pressure limit:54, 57, 58 

𝑘(𝑇) = 𝜅 ·
𝑘B𝑇

ℎ
exp (−

𝑊(𝜉TS) − 𝑊(𝜉min)

𝑘B𝑇
) , (5) 

where T is the temperature, kB is the Boltzmann constant, h is Planck's constant, 𝑊(𝜉TS)  and 

𝑊(𝜉min) are the free energies at the transition state and the reactant minimum, and 𝜅 is the time-

dependent transmission coefficient. All the RPMD calculations were performed using the Caracal 

program.59 

2.5 Master equation 

Solving the kinetic master equation for the gas-phase system enables us to determine the 

temperature- and pressure-dependent reaction rate coefficients. The PES can quickly provide the 

geometries, frequencies and energies of the stationary points, which are required to obtain the 

microcanonical flux coefficients for the coefficient matrix in the master equation. The input data of 

master equation (including collisional parameters ε and σ) reported in refs60, 61 are reused here and 

given in Table 3. The TUMME package62, 63 was used to carry out all master equation calculations. 

The software begins by parsing a standard input file to retrieve global parameters, response data and 

species-specific attributes. Within this module, a symmetrized transition matrix is constructed and 

diagonalized. The process then ends with the output of rate coefficients and additional relevant 

information. 

Ⅲ. Results and discussion 

3.1 Ab initio calculations 

Figure 1 shows the reaction path diagram for this isomerization reaction, complemented by the 

optimized geometric parameters of the stationary points. Additionally, some prior theoretical results 

are included for comparison. As shown, the transition state involves the rotation of the methyl group, 

migrating from the nitrogen side of the cyano group to the carbon side (through a 1,2 methyl-shift), 

which results the breaking of the CN bond and the simultaneous formation of the CC bond. Namely, 

the structure transformation during the reaction is mainly featured through the angle θCNC. The 

molecule manifests as CH3NC when θCNC reaches 180° and transitions to CH3CN at 0°. CH3NC and 

CH3CN have nearly the same CH bond lengths for the methyl group, where these values are slightly 

lower than those obtained from the spectroscopic experiments,64, 65 with a maximum deviation of 

https://doi.org/10.26434/chemrxiv-2024-gcb0d ORCID: https://orcid.org/0000-0003-2392-8322 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-gcb0d
https://orcid.org/0000-0003-2392-8322
https://creativecommons.org/licenses/by/4.0/


 

0.017 Å. And the three CH bond lengths in the methyl group do not remain the same in the transition 

state, but are slightly smaller than those in the reactant and product. The CN bond length of the cyano 

group increases by 0.023 Å from the reactant to the transition state and subsequently decreases by 

0.037 Å from the transition state to the product, leading to an overall decrease of 0.014 Å. The CN 

and NC bond lengths are 1.424 Å, 1.172 Å for CH3NC, while CH3CN exhibits CC and NC bond 

lengths of 1.463 Å and 1.158 Å, respectively. These values are in good agreement with the 

experimental results,66 1.424 Å and 1.166 Å for CH3NC, and 1.458 Å and 1.157 Å for CH3CN.  

For the energies of the stationary points, the HEAT-345Q results22 are included in Figure 1 for 

comparison. The PES is in good agreement with the CCSD(T)-F12a/AVTZ calculations, with a 

maximum deviation of only 0.003 eV at the transition state. All energies are relative to the CH3NC if 

not specified hereafter and the PES energies do not include the zero-point energy. The barrier on the 

PES is 1.727 eV. With harmonic ZPE correction, the barrier becomes 1.651 eV, much close to the 

experimental result, 1.665 eV,11, 13, 60 and the value calculated by HEAT-345Q with ZPE correction of 

1.659 eV.22 

The harmonic frequencies of the stationary points are listed in Table 1 with results from available 

refs18, 67, 68 for comparison. The PIP-NN PES accurately reproduces the ab initio calculation results 

with a largest deviation of only 18 cm-1 and in excellent agreement with the CCSD(T)/ANO2 results 

for the largest deviation of 19 cm-1.22 For the CH3CN molecule, we compared the frequencies with 

the spectroscopic experimental data,68 which includes anharmonic effect, and found that the two 

results are in reasonable agreement. In addition, anharmonic parameters were calculated by the 

vibrational perturbation theory69 with the PIP-NN PES interfaced to the Gaussian program.70-72 The 

results are shown in Supplementary Material in the low triangular form and compared with previous 

CCSD(T)/ANO1 results.22 The RMSEs for the anharmonic rotational constants are 2.15 cm⁻¹ for TS, 

1.72 cm⁻¹ for CH₃CN, and 3.65 cm⁻¹ for CH₃NC, with corresponding mean absolute errors (MAEs) 

of 1.56 cm⁻¹, 1.57 cm⁻¹, 1.72 cm⁻¹, respectively, demonstrating its accuracy in studying the 

anharmonic effects by the PES but with greatly reduced calculation cost.  

3.2 PES 

According to our experience in the development of PES,72-74 we firstly conducted an exhaustive 

examination of various NN parameters. With a comprehensive test, the NN's optimal architecture was 

identified. The architecture of the PIP-NN encompasses 1826 PIP terms as the input, with 10 neurons 

in each hidden layer, and a single potential energy output, resulting in 18,391 non-linear fitting 
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parameters. Figure 2 (a) depicts the sampled points as a function of θCNC and RCN. One can see that 

the sampling covers sufficient range around the isomerization, where the RCN extends from around 

1.0 to 3.5 Å and θCNC varies from 0 to 180°. Besides, some scan points are added to the dataset to 

ensure adequate sampling in regions that are difficult to be sampled by AIMD. Clearly, the regions 

around the stationary points are sampled densely, and the MEP is also comprehensively covered. The 

contour of the PIP-NN PES is shown in Figure 2 (b). The angle θCNC and the length RCN are adjustable 

parameters while the other coordinates are fixed at the CH3CN equilibrium. The PES not only 

provides an excellent description along the MEP, which is of primary interest, but also exhibits 

commendable performance in other high energy regions, demonstrating its reliability and accuracy. 

The RMSEs for the total, training, validation, and test are 2.54, 1.91, 4.68 and 6.44 meV, 

respectively, with a maximum absolute error of 125.6 meV at 12.56 eV. The scattering plot of the 

fitting error as a function of the relative ab initio energy is represented in Figure 3(a). One can see 

that the fitting errors for most data points are very small for an energy range up to 16 eV. Such high 

energy regions are necessary for the high energy simulations. Figure 3(b) presents the population of 

the absolute fitting errors: approximately 90% of the points exhibit absolute fitting errors within 0~1 

meV, around 6% within 1~2 meV, and only 4% exceed 2 meV.  

Figure 4 depicts the potential energy as a function of θCCN, which illustrates the process of 1,2-

methyl shift with all other coordinates fixed at the CH3NC equilibrium. Again, the potential on the 

PIP-NN PES is in excellent agreement with the ab initio results.  

3.3 Kinetics calculations 

The free energy and thermal rate coefficients of the title reaction were accurately determined with 

the PIP-NN PES interfaced to the Caracal program.59 The reaction coordinate ξ corresponds to the 

reactant, transition state and product of the system at specific values of 0, 1, 2, respectively.55 Thus, 

to ensure comprehensive sampling, a series of tests were conducted. Ultimately, the range of ξ from 

-0.05 to 1.95 was chosen. Note that the reaction coordinate at ξ = 1.875 corresponds to the product, 

rather than ξ = 2.0 as discussed in the method section. The umbrella sampling is performed in 

increments of Δξ = 0.01, resulting in 201 umbrella windows, and with the force constant of the bias 

potential of 0.05 (atomic units). The time step is selected to be 0.3 fs in all RPMD calculations. During 

the first step of generating initial structures, 5000 MD simulations are sampled for each window, 

where these trajectories are starting from the initial classical structure, and following 10000 MD steps 
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are calculated for equilibration with the specified RPMD beads. The Potential of Mean Force (PMF) 

is then computed across a range of partitions (bin = 5000) with the umbrella integration method. A 

set of tests were conducted to ensure that the results are converged with respect to the parameters, as 

presented in Supplementary Material. This analysis was carried out at three distinct temperatures 

(472.55 K, 503.55 K and 532.95 K), for which experimental data at the high-pressure limit are 

available.11 To approximate the quantum mechanical results, convergence test with respect to the 

number of beads is carried out to determine the exact free energy.  

Figure 5(a) provides a comparative analysis of the free energy using a set of beads: 1, 2, 4, 8, and 

16 at 472.55 K. The calculated free energy barriers are summarized: 1.687 eV for 1 bead, and 1.672 

eV for 2 beads. Subsequently we calculated with more beads to evaluate quantum effects. The free 

energy barriers are 1.655 eV for 4 beads, 1.655 eV for 8 beads, and 1.657 eV for 16 beads, respectively. 

One can see that the free energy barrier converged with 4 beads, beyond which the PMF results are 

nearly not changed. Hence, the free energy barrier is 1.655 ± 0.004 eV, which is slightly lower than 

the experimental value of 1.665 eV.11, 13, 60 This difference can be neglected, as the experimental 

results are also of uncertainties. Figure 5(b) shows the time-dependent transmission coefficient 𝜅 at 

different beads, which is done to make sure that the rate coefficient is converged.  

Next, the thermal rate coefficients k(T) at high-pressure limit were calculated at three temperatures 

(472.55 K, 503.55 K and 532.95 K). The results are shown in Table 4. At 472.55 K, 503.55 K and 

532.95 K, k(T) is 6.13×10-5, 7.16×10-4 and 7.52×10-3 s-1, respectively. The SCTST/VPT2 results 

reported by Nguyen et al.22 are included in Table 4 for discussion. At 472.55 K, the RPMD result 

(6.13×10⁻⁵ s-1) underestimates the experimental value (7.5×10⁻⁵ s-1) with an error of 18.27%, while 

SCTST/VPT2 (8.9×10⁻⁵ s-1) overestimates the experiment with an error of 18.67%. At 503.55 K, the 

RPMD result (7.16×10⁻⁴ s-1) has an error of 22.6% compared to the experimental value (9.25×10–4), 

with the SCTST/VPT2 outcome (1.1×10–03) for the error of 18.9%. At 532.95 K, RPMD result 

(7.52×10⁻³ s-1) nearly matches the experimental value (7.67×10⁻³ s-1), with a minimal error of 1.96%, 

whereas SCTST/VPT2 calculation (9.7×10⁻³ s-1) overestimates the experimental value by 20.9%. We 

also calculated the rate coefficients k(T, p) within the fall-off region and offered a direct comparison 

with Rabinovitch's experimental results11 and TDME results by Nguyen et al.22 As shown in Figure 

6, all these results agree well over a wide range of temperatures and pressures, with temperatures 

ranging from 472.55 K to 532.95 K and pressures spanning from 10⁻² Torr to approximately 10⁴ Torr. 

In the relatively low-pressure region (0.01~10 Torr), the rate coefficient k(T, p) increases sharply with 
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pressure. The ME and the experimental results are close to each other in this region, while 2DME 

slightly overestimate the experimental data. In the mid-pressure region (10~1000 Torr), the rate 

coefficients continue to rise but at a slower rate compared to the low-pressure region, and all 

theoretical and experimental results are in good agreement. At high-pressure region (above 1000 

Torr), the rate coefficients reach a plateau, where further increasing in pressure has little effect on the 

reaction rate. Our ME calculation slightly overestimates the experimental and the 2DME results in 

this region. Overall, it confirms the accuracy of our theoretical model and its ability to predict kinetics 

behavior under wide temperature and pressure conditions.  

3.4 Dynamics calculations 

In this work, QCT simulations were carried out on the PIP-NN PES to simulate the dynamics of 

the unimolecular isomerization process. 100,000 trajectories were carried out with 4.336, 5.204 and 

6.505 eV energy for initial 𝐸vib, and 97.2%, 99.9% and 100% of the trajectories lead to isomerization. 

The RRKM theory29 predicts that N(t)/N(0) follows an exponential decay: exp(-k(E)t), where k(E) 

represents the RRKM rate coefficient. According to the theory, if the reactants are randomly excited 

with 𝐸vib, resulting in a microcanonical ensemble, then this ensemble will remain during the reaction 

and the reaction rate coefficient will be time independent. Figure 7(a) presents the natural logarithm 

of the relative number of CH3NC molecules over time, ln[N(t)/N(0)]. The results by the direct 

dynamic simulations33 are also included for comparison. The solid lines denote the prediction by the 

RRKM theory, with k(E) being 0.10, 0.32 and 0.92 ps-1 for 𝐸vib at 4.336, 5.204 and 6.505 eV, 

respectively.33 As depicted in the figure, the direct dynamic results, RRKM theory,33 and QCT 

simulation are first close to each other. After a certain time, the direct dynamic results begin to deviate 

from the QCT simulations, which can be attributed to two key factors. First, the current PES is based 

on the high-precision CCSD(T)-F12a/AVTZ method, which is more accurate than the B3LYP/6-

311++G(2d,2p) level employed in the direct dynamic simulations. Second, the direct dynamic 

simulations were limited to 150 trajectories for each 𝐸vib, which are not sufficient and introduce large 

statistical errors. 

In the case of a short period up to ~ 0.3 ps, the details of the QCT results are shown in Figure 7(b). 

It can be seen that the QCT calculated lines can be apparently separated into two stages, as evidenced 

by the significant change of the slope. The corresponding rate coefficients for the first stage are 0.49, 

1.10, and 2.76 ps⁻¹, respectively, which are lower than those observed in direct dynamic simulations, 

3.1, 4.4, and 6.8 ps⁻¹.33 Both direct dynamics and QCT simulations exhibit two distinct representations 
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for each 𝐸vib. This unusual case complicates the classification of CH3NC within the RRKM 

framework, suggesting that the molecule's dynamical behavior may not be fully captured by 

traditional RRKM theory. Theories, such as phase space theory,75-79 may provide insights for it. 

Relevant investigations will be conducted in the near future.   

Ⅳ. Conclusion 

An accurate full-dimensional potential energy surface was developed for the isomerization of 

CH3NC ⇌   CH3CN. The configuration space relevant to this reaction was exhaustively sampled, 

accumulating a dataset of 30,974 points, each calculated by CCSD(T)-F12a/AVTZ. Subsequently, the 

PIP-NN approach was engaged to fit the PES, ensuring rigorous permutation symmetry. The final 

PES exhibits a total RMSE of 2.54 meV, demonstrating exceptional accuracy in reproducing the 

properties of the stationary points and the MEP. RPMD calculation was used to obtain precise free 

energy barrier for the reaction pathway, 1.655 ± 0.004 eV. Additionally, rate coefficients under the 

high-pressure limit were calculated and were in good agreement with the experimental values. The 

rate coefficients in the fall-off region were determined using master equation. Again, excellent 

agreement with experiment was achieved. All these findings suggested that the reaction was in 

excellent agreement with the predictions of the RRKM theory. QCT simulations were performed on 

the PIP-NN PES with initial 𝐸vib of 4.336, 5.204 and 6.505 eV to study the dynamical behavior. 

Analysis of the relative amounts of reactants over time were conducted and compared with the 

predictions of RRKM theory and previous direct dynamic results. At each 𝐸vib, two distinct decay 

patterns were observed, with reaction rates notably exceeding k(E) during the first initial short period. 

We speculate that this phenomenon may be related to the intramolecular mode coupling. High 

precision and reliable PES, that can accurately reproduce the experimental results of this thermal 

isomerization reaction and provide microscopic insights into the dynamics of non-RRKM, can be 

served as a reliable and efficient platform for further comprehensive dynamics.  

 

Supplementary Material 

Several tests about RPMD parameters: timestep, force constant, and child trajectories; anharmonic 

rotational constants for the stationary points. 
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Table 1. Comparison of the energies (in eV) and harmonic vibrational frequencies (in cm-1) of the 

stationary points in the CH3NC system. 

Species Methods E 
Frequencies    

1 2 3 4 5 6 7 8 9 10 11 12 

CH3NC 

PES a 0 262 262 955 1149 1149 1456 1503 1503 2197 3067 3154 3154 

Expt b 0 263 263 945 1129 1129 1429 1467 1467 2166 2966 3014 3014 

Ab initio c 0 262 262 956 1152 1152 1460 1504 1505 2200 3067 3155 3155 

Ab initio d 0 264 264 958 1153 1153 1460 1502 1502 2198 3068 3156 3156 

CH3CN 

PES a -1.047 363 363 924 1065 1065 1417 1489 1490 2303 3054 3148 3148 

Expt e \ 362 362 920 1041 1041 1385 1385 1448 2267 2954 3009 3009 

Ab initio c -1.045 362 362 924 1063 1063 1416 1487 1487 2304 3066 3153 3153 

Ab initio d -1.070 363 363 924 1062 1062 1415 1486 1486 2305 3067 3153 3153 

TS 

PES a 1.727 451i 178 641 988 1015 1320 1468 1474 1965 3088 3189 3241 

Ab initio c 1.730 451i 196 635 985 1000 1322 1475 1483 1971 3096 3198 3237 

Ab initio d 1.659 448i 195 637 989 996 1319 1473 1481 1966 3099 3203 3241 

Ab initio f \ 458i 255 677 1063 1083 1457 1590 1599 2189 3272 3388 3411 

a This work, PIP-NN PES; b ref. 67; c This work, CCSD(T)-F12a/AVTZ; d CCSD(T)-F12a/ANO2;22 e 

Spectroscopy experiments;68 f SCF/DZ+P.18  
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Table 2. Comparison of the bond lengths (in Å) of stationary points at different theoretical levels. 

Note the value of C-H is the average of the three CH bond lengths in the methyl group. 

 

 

  

Notes 
CH3NC CH3CN TS 

C-H C-N C≡N C-H C-C C≡N C-H C-C C-N 

CCSD(T)-F12a/AVTZ 1.087 1.424 1.172 1.088 1.462 1.158 1.082 1.782 1.839 

B3LYP/def2-TZVP 1.089 1.418 1.164 1.090 1.454 1.149 1.082 1.801 1.845 

PWPB95/def2-QZVPP 1.085 1.416 1.165 1.086 1.454 1.151 1.081 1.765 1.836 

PWPB95/def2-TZVPP 1.086 1.416 1.166 1.086 1.454 1.152 1.081 1.768 1.832 

r2scan-3c 1.094 1.418 1.170 1.075 1.539 1.147 1.086 1.801 1.819 

revDSDPBEP86/ 

def2-QZVPP 
1.082 1.422 1.155 1.082 1.463 1.140 1.076 1.761 1.895 

ωB97X-2/def2-QZVPP 1.089 1.430 1.174 1.090 1.464 1.161 1.084 1.781 1.850 

https://doi.org/10.26434/chemrxiv-2024-gcb0d ORCID: https://orcid.org/0000-0003-2392-8322 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-gcb0d
https://orcid.org/0000-0003-2392-8322
https://creativecommons.org/licenses/by/4.0/


 

Table 3. Master equation parameters. 

parameters values 

C2H6: bath gas61 mass = 30 g/mol, σ = 4.39 Å, ε/kB = 234 K 

CH3NC/CH3CN60 mass = 42 g/mol, σ = 4.47 Å, ε/kB = 380 K 
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Table 4. Thermal rate coefficients (in s-1) at the high-pressure limit for the isomerization of CH3NC 

to CH3CN. 

Notes 
T (K) 

472.55 503.55 532.95 

RPMD 6.13×10–05 7.16×10–04 7.52×10–03 

Experiment11  7.5×10–05 9.25×10–04 7.67×10–03 

SCTST/VPT222 

 
8.9×10–05 1.1×10–03 9.7×10–03 
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Figure 1. Schematic illustration of the reaction pathway, with energies (in eV), bond lengths (in 

Å) and angles (in °): black for CCSD(T)-F12a/AVTZ calculations, red for PIP-NN PES, green 

for B3LYP/cc-pVDZ,21 blue and purple for microwave spectroscopy experiments,64, 65 and 

yellow for HEAT-345Q protocol.22 
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Figure 2. (a) Sampled points as a function of θCNC and RCN. (b) Contour plot of the PES as a 

function of θCNC and RCN with all other coordinates fixed at the CH3CN equilibrium. 

. 
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Figure 3. (a) Fitting errors (Efit–Etarget, in meV) of the PIP-NN PES as a function of the ab initio 

energy relative to the reactant CH3NC. (b) Distributions of the absolute fitting errors. 

 

 

 

 

  

https://doi.org/10.26434/chemrxiv-2024-gcb0d ORCID: https://orcid.org/0000-0003-2392-8322 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-gcb0d
https://orcid.org/0000-0003-2392-8322
https://creativecommons.org/licenses/by/4.0/


 

 
Figure 4. Comparison of potential energy between PIP-NN PES and ab initio results along the MEP.  
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Figure 5. (a) Free energy changes along the reaction coordinate with different RPMD beads at 472.55 

K. (b) Convergence of time-dependent transmission coefficient 𝜅 with different RPMD beads at 

472.55 K. 
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Figure 6. Temperature and pressure dependent rate coefficients calculated at three different 

temperatures (472.55, 503.55 and 532.95 K) in the fall-off region by the master equation based on 

the PIP-NN PES. Available experimental data11 (circle symbols) and theoretical values22 are included 

for comparison. 
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Figure 7. (a) Natural logarithm of the relative number of vibrationally excited CH3NC molecules vs. 

time, i.e., N(t)/N(0). The blue, red, and green points are for initial microcanonical ensembles at 6.505, 

5.204 and 4.336 eV, respectively.33 The solid lines are the harmonic RRKM predictions.33 (b) Natural 

logarithm of the relative number of vibrationally excited CH3NC molecules vs. time, i.e., N(t)/N(0) 

for the initial short period. 
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