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Abstract 

The cyclic GMP-AMP synthase (cGAS) - stimulator of interferon genes (STING) pathway is 

crucial in the innate immune response, particularly in cancer immunotherapy. Despite promising 

preclinical results, 5,6-dimethylxanthenone-4-acetic acid (DMXAA) showed limited efficacy in 

human clinical trials due to species-specific differences in STING activation. This study 

investigates these differences by analyzing the binding dynamics and affinities of various 

STING-ligand complexes using molecular dynamics (MD) simulations and binding free energy 

calculations. We confirmed that specific point mutations, notably G230I and S162A/Q266I, 

significantly improve DMXAA’s binding affinity to human STING (hSTING), replicating the 
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behavior observed in mouse STING (mSTING). Explicit solvent MD simulations revealed the 

essential role of water molecules in the binding site. Bridge water molecules, forming hydrogen 

bonds between the ligand and the protein, were significant in stabilizing the cyclic GMP-AMP 

(cGAMP) system, influencing local dielectric constants. Additionally, for DMXAA systems, we 

found that the mutations lowered the interaction energies required for ligand binding by reducing 

the number of water molecules and localizing them to specific locations within the binding site. 

These findings deepen our understanding of STING-DMXAA interactions and highlight 

potential pharmacological modifications required to enhance STING-targeted therapies. 

Integrating structural biology, computational simulations, and thermodynamic analyses offers a 

robust framework for advancing STING-based therapeutic development.  
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Introduction 
The innate immune system is crucial for defending the body against nonspecific 

infectious pathogens. Central to this defense mechanism are receptor and adaptor proteins that 

activate signal transduction pathways upon detecting foreign DNA. One of the key pathways in 

this response is the cGAS-STING pathway (the cyclic GMP-AMP synthase - stimulator of 

interferon genes), for which the STING protein, a transmembrane protein located in the 

endoplasmic reticulum, plays a pivotal role1. 

When cGAS senses and binds cytosolic double-stranded DNA, it synthesizes cyclic 

GMP-AMP (cGAMP). STING is a direct sensor of cyclic dinucleotides (CDNs). When it senses 

a CDN, it binds to cGAMP, triggering a conformational change that allows STING to recruit 

TANK-binding kinase 1 (TBK1). This recruitment leads to the phosphorylation and activation of 

interferon regulatory factor 3 (IRF3) and nuclear factor-кB (NF-кB), which in turn stimulates the 

production of type 1 interferon (IFN1)2,3. 

Structural studies, particularly cryo-electron microscopy (cryo-EM)4, have revealed that 

STING is a homodimer complex comprising a C-terminal ligand-binding domain (LBD), a C-

terminal tail (CTT), linkers, and an N-terminal transmembrane (TM) region. The LBD forms a 

V-shaped dimer with a hydrophobic binding pocket, while the N-terminal TM contains eight 

helices within the dimer, including the phosphorylation site for TBK1. STING exists in two 

conformations: an open, ligand-unbound state (apo) and a closed, ligand-bound state (holo). In 

the holo state, ligand binding induces inward rotation and the formation of a β-sheet lid covering 

the binding site, as shown in Figure 1. This transition involves significant structural 

rearrangement, highlighted by a clockwise rotation of the LBD connector helices in the holo 

state4,5. 
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Figure 1 Ligand Binding Site of STING. (a) The V-shaped ligand binding site is formed by the interaction of two α1 
helices from the LBD (Ligand-Binding Domain). (b) A top-down view shows the β-sheets from Chains A and B acting as lids 
covering the binding site. The ligand is represented in pink, while the structural elements are illustrated with Chain A in orange 
and Chain B in blue, using a cartoon representation to distinctly differentiate between the two chains. 

 

We highlight this because the STING pathway is a critical focus in cancer therapy, with 

small-molecule STING-activating immunomodulators having been extensively studied as 

potential treatments for cancer6–9. An early example of a STING activator was the vascular 

disrupting agent 5,6-dimethylxanthenone-4-acetic acid (DMXAA), which demonstrated potential 

in mouse models10. DMXAA activates mouse STING (mSTING), leading to an aggressive 

antitumor immune response by activating tumor-associated macrophages and releasing 

cytokines. However, despite the high sequence identity (68.4%) and similarity (80.2%) between 

mSTING and human STING (hSTING), shown in Figure S1 of the supporting information, 

DMXAA failed to activate hSTING in human clinical trials11. This discrepancy highlights the 

need for a deeper investigation into the molecular interactions and conformational changes 

induced by STING agonists in humans.  
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Previous studies12,13 have provided insights into the structural and functional disparities 

between hSTING and mSTING in response to DMXAA. Gao et al.12 identified specific amino 

acid substitutions, such as S162A and Q266I, in hSTING that can mimic the sensitivity of 

mSTING to DMXAA. They also highlighted the critical role of the nonconserved residue I229 of 

mSTING, where the substitution G230I on hSTING facilitates a closed conformation, enhancing 

its binding affinity for DMXAA. Shih et al.13 complemented these findings using implicit solvent 

molecular dynamics (MD) simulations, demonstrating that the G230I mutation creates a steric 

block, effectively preventing the escape of DMXAA, altering interaction dynamics, and 

stabilizing DMXAA within the binding pocket. 

Given the failure of DMXAA in human trials, it is no longer considered a viable drug for 

human cancer treatment. However, pharmacological modification of DMXAA remains one of 

the promising therapeutic strategies14–24. Understanding these differences can guide the design of 

better-fitting DMXAA analogs to enhance hSTING’s response and overcome the energy barrier 

for the transition to a closed conformation. 

Our research utilized  MD simulations to assist in decoding these complex pathways at 

the atomic level. MD simulations complement experimental studies by providing detailed 

insights into molecular interactions within biological systems. Recent MD studies13,25–29 have 

focused on STING's structural and dynamic differences before and after ligand binding. Our 

research aims to validate and further elucidate the mechanisms underlying STING-ligand 

interactions using MD simulations and binding-affinity calculations. Importantly, we employed 

explicit solvent MD methods to provide a more accurate and detailed understanding of the 

solvation effects and the dynamic behavior of STING-ligand complexes. Explicit solvent 

simulations offer a more realistic representation of the biological environment, capturing critical 
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interactions between the solvent molecules and the protein-ligand complex that implicit solvent 

methods may overlook. 

This study focuses on the conformational changes and binding dynamics induced by 

specific point mutations (S162A, Q266I, and G230I) in hSTING, aiming to provide a 

comprehensive molecular understanding of how these mutations impact STING's structure and 

function. Additionally, it evaluates and builds upon previous research, contributing to a deeper 

knowledge base that may guide the rational design of more effective therapeutic agents for 

human use, particularly in developing DMXAA analogs with enhanced efficacy for hSTING. 

The insights gained from this research will have broader implications for the field of 

immunotherapy and the development of treatments targeting diseases involving the STING 

pathway. 

 

Figure 2. Structures of ligands used in this Study. (a) 2’3’-cGAMP and (b) DMXAA. (a) cGAMP 
molecule has 18 hydrogen bond acceptors and seven hydrogen bond donors. (b) DMXAA molecule has 
four hydrogen bond acceptors and one hydrogen bond donor. 
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Materials and Methods 

Understanding the binding affinities of ligands to protein residues is crucial for 

uncovering the molecular mechanisms of their interactions and for designing effective 

therapeutic drugs. In this paper, we examine five different systems: cGAMP [wild-type human 

STING (wt-hSTING) with cGAMP ligand], DMXAA [wt-hSTING with DMXAA ligand], 

G230I [G230I mutant hSTING with DMXAA ligand], S162A [S162A/Q266I mutant hSTING 

with DMXAA ligand], and mDMXAA [wild-type mouse STING (wt-mSTING) with DMXAA 

ligand].  

 

Selection and preparation of ligands 

The 3D structures of 2’3’-cGAMP and DMXAA were obtained from the Protein Data 

Bank (PDB) using the codes 6NT7 and 4LOL, respectively. Their geometries were fully 

optimized employing density functional theory (DFT) with Becke’s three-parameter hybrid 

exchange functional and the Lee-Yang-Parr correlation functional (B3LYP)30,31 along with the 6-

31G* basis set32, as implemented in the Gaussian16 program33. The chemical structures of 

cGAMP and DMXAA are presented in Figure 2. Topologies and force-field parameters for 

cGAMP and DMXAA molecules were generated using the CGenFF program 34,35, with 

parameters for bonded and non-bonded interactions assigned according to the CHARMM36 

force field 36.  

 

Modeling of closed structure of wt-hSTING 

In our previous study28, we built full-human STING proteins for both apo and holo-

structures in the membrane. Here, we extracted the ligand-binding domain (residues 154 to 341, 
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shown in Figure S1) from the holo full-human STING to be used as a closed form of wt-hSTING 

structure for our research. 

To produce the two mutants STING proteins (G230I and S162A/Q266I), shown in Figure 

3, point mutations were performed utilizing the Mutagenesis Wizard tool37 provided by 

PyMOL38. Throughout the mutation process, the lowest energy conformation was consistently 

chosen for the side-chain conformation to ensure the stability and accuracy of the mutated 

proteins. This approach minimizes potential distortions and energetically unfavorable 

interactions, providing a reliable basis for subsequent structural and functional analyses.  

 

 
Figure 3. Structural representation of G230I and double mutations (S162A and Q266I) in hSTING. 
(a) The left panel highlights the G230I mutation in both chains (A and B) of hSTING, localized in the lid 
region of the protein. Additionally, the S162A and Q266I double mutations are shown at the bottom of the 
binding site. (b) The right panel provides a different perspective of the mutation sites. The structural 
elements are depicted with Chain A in orange and Chain B in blue, using a cartoon representation to 
distinguish the chains clearly.  

 

Modeling wt-mSTING 

To construct a closed form of wt-mSTING, we obtained the coordinates for mSTING 

[PDB ID: 4LOL] from the PDB. Since the PDB coordinate structures contained missing residues 

in the loop and turn regions, we used MODELLER39, a protein homology modeling program, to 
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resolve this issue. Additionally, since the structures of mSTING and hSTING are very similar to 

each other, the crystal structure of the LBD portion of holo-hSTING [PDB ID: 4F5D] was used 

as a secondary structural template in MODELLER39 to more accurately refine the LBD portions.  

The final model was selected based on the GA34140 and DOPE41 scores. GA341 ranges 

between 0 (worst score) and 1 (best score), while the lowest DOPE value is considered to 

represent the best model. Although the DOPE score has been shown to be an extremely accurate 

model assessment score in a number of studies42, it is generally recommended to use multiple 

assessment scores for a comprehensive evaluation. Since the GA341 score is best used for ruling 

out substandard models, any models whose values were less than 0.6 were discarded. Among the 

remaining models, we selected the structure with the lowest DOPE score as our final model.  

 

Simulation Preparations 

 Once all STING protein models were completely constructed, we used the CHARMM-

GUI web server24 to build the initial solvated STING and ligand complex systems. The MD 

simulations were performed with the GROMACS 2020 software43 and the CHARMM36 force 

field36. Each protein-ligand complex was initially positioned within a rectangular box, ensuring 

that each side of the box was at least 1.0 nm away from any atom of the protein. The simulation 

box was then solvated using TIP3P water molecules29. Then, if necessary, potassium or chloride 

ions were added to neutralize the total system charge.  

After assembling the protein-ligand complex, several pre-production steps were 

performed to relax the initial system from unrealistic high-energy atom arrangements before MD 

production simulations. First, the steepest descent algorithm was used to minimize each system 

for 5,000 steps by applying the position restraints to a ligand molecule and non-hydrogen atoms 
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of STING protein. Then, an equilibration was performed by applying the same position 

restraints. Here, we had gradual equilibrations of the initially assembled system; various 

restraints were applied to the protein, ligand, water, ions, and lipid molecules during these 

equilibrations, as shown in Table S2 of the supporting information.  

 

Production MD Simulations 

The last coordinates from the previous equilibration were further processed for the 

production runs. The production simulations were conducted at a constant number, pressure, and 

temperature (NPT) for a 1.0-µs simulation via the Parrinello-Rahman algorithm44 at 1 bar 

pressure and the V-rescale algorithm45 at 30oC.  

In all production cases, an integration time step of 2.0-fs was used. Periodic boundary 

conditions were applied in all directions throughout all simulations. The LINCS algorithm46 was 

used only to constrain the bonds involving hydrogen atoms. The electrostatic interactions were 

calculated using a Particle mesh Ewald algorithm47 with a 1.2 nm cut-off. The trajectories were 

saved every 50-ps during each simulation for analysis.  

Reproducibility and reliability are essential features of the scientific method, whether 

experimental or computational. Scientific methods should reproduce the results in a statistical 

sense regardless of who performs them. However, chaotic dynamical systems, such as MD 

simulations, are extremely sensitive to initial conditions48,49. For instance, in this study, 

“replicas” refers to MD simulations consisting of identical initial structures, identical parameters, 

and varying initial velocities randomly assigned via the Maxwell-Boltzmann velocity 

distribution. These replicas often produce different trajectories caused by the roughness of the 

potential energy surface, which contains many local minima frequently separated by high energy 
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barriers. Thus, the free energy landscape of these simulations is often rugged, and minor 

differences in the initial conditions can cause replicas to take different paths on the phase-space 

surface50. As a result, we expected to see some differences in dynamical details between the 

replicas. Thus, conclusions obtained from a single MD simulation are usually insufficient. So, 

the reproducibility and reliability of MD simulations should be based on an averaged statistical 

sense.  

Table 1 Listing of Simulation systems that we studied. 

 Descriptions of System 
System Name STING Protein Ligand 

cGAMP wt-hSTING 2’3’-cGAMP 
DMXAA wt-hSTING DMXAA 

G230I hSTING with G230I mutation DMXAA 
S162A hSTING with S162A/Q266I mutations DMXAA 

mDMXAA wt-mSTING DMXAA 
 

In this study, five replicas were utilized for each system, as detailed in Tables 1 and S2. 

Each replica underwent a production run of 1.0 μs. The primary objective was to identify the 

underlying similarities among the replicas. To this end, statistical properties for each system were 

calculated on the combined trajectories obtained from five replica simulations. 
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Binding free energy calculations 

Free energy calculations are pivotal for understanding molecular interactions and stability 

in biological systems. These calculations have become invaluable for numerous applications in 

computational biology, such as drug design and protein structure determination. Several 

methodologies exist for calculating free energies, including Free Energy Perturbation (FEP)51,52, 

Replica Exchange Free Energy Perturbation (REFEP)53,54, and Thermodynamic Integration 

(TI)55,56. Although these methods are theoretically rigorous, they are computationally intensive 

and can become prohibitively expensive as system size increases57. 

The Molecular Mechanics/Poisson−Boltzmann (Generalized Born) Surface Area 

(MM/PB(GB)SA) method has emerged as one of the most popular approaches for estimating 

binding free energies since its introduction in the late 1990s 58,59. This method achieves a 

favorable balance between accuracy and computational efficiency, offering greater precision than 

most scoring functions, particularly in protein−protein and protein−nucleic acid systems, while 

being less computationally demanding than alchemical free energy methods 59,60. 

The gmx_MMPBSA tool61 integrates the molecular dynamics package GROMACS with 

the MM/PB(GB)SA approach to compute the free energy of binding between biomolecules, such 

as proteins and ligands. Once the MD simulation is complete, gmx_MMPBSA extracts snapshots 

from the trajectory at specified intervals. These snapshots are used to calculate the free energy of 

binding using the MM/PB(GB)SA method. The approach combines molecular mechanics 

energies with solvation terms derived from Poisson-Boltzmann and Surface Area calculations. 

Specifically, it decomposes the free energy into contributions from van der Waals interactions, 

electrostatic interactions, polar solvation energy, and non-polar solvation energy.  
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The gmx_MMPBSA tool includes calculations of entropic contributions to free energy 

changes using the Interaction Entropy (IE)62 or second-order cumulant approximation (C2)63 

methods, which evaluate the entropy associated with molecular motions and fluctuations. In this 

study, we employed the C2 method to estimate the binding entropy contribution, as it 

demonstrated better convergence, albeit with a higher standard deviation of the interaction 

energies (σIE) compared to the IE method64. Specifically, the C2 method showed reliable entropy 

convergence when σIE was less than 6 kcal/mol, whereas the IE method required σIE to be below 

3 kcal/mol to achieve reliable convergence64. 

To ensure the convergence of the free energy calculations, the last 500 ns of trajectories 

were divided into 20 segments, each 25 ns in length. This segmentation allows for the 

investigation of the convergence of the calculations, ensuring that the computed free energies are 

reliable. 

 

Results and Discussion 

We inspected the conditions and characteristics of the trajectories of the protein-ligand 

complex by VMD65 and PyMOL38 and then proceeded with further analysis. For this, we utilized 

our in-house developed codes in Python and R along the GROMACS suite.  

First, we analyzed the α-carbon (Cα) root mean square deviation (RMSD) and ligand 

RMSD. The results are depicted in Figures S2 and S3 in the supporting information. The RMSD 

was used to analyze the structural evolution of the protein-ligand complex over time.  

Figure S2 displays the Cα-RMSD for five different systems (cGAMP, DMXAA, G230I, 

S162A, mDMXAA) over a 1.0 µs simulation period, showing how each system deviates from its 

initial conformation. Initially, RMSD values increase for all proteins, reflecting early 

https://doi.org/10.26434/chemrxiv-2024-7k67q ORCID: https://orcid.org/0000-0001-8901-4772 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-7k67q
https://orcid.org/0000-0001-8901-4772
https://creativecommons.org/licenses/by-nc-nd/4.0/


14 
 

conformational changes, before stabilizing, which suggests that each protein reaches a stable 

conformation. cGAMP and S162A exhibit slightly higher RMSD values and fluctuations. In 

contrast, DMXAA and G230I maintain lower, more consistent RMSD values, indicating greater 

stability. mDMXAA shows an initial rise in RMSD but quickly stabilizes, maintaining lower 

deviation throughout. Generally, RMSD values remain below 5.0 Å, indicating no drastic 

conformational changes. The consistency across multiple lines within each protein’s plot further 

supports the reproducibility of the results.  

 Figure S3 shows the RMSD of the ligand in the various systems to check the structural 

stability of the ligand within proteins over time. In contrast to the Cα-RMSD, which showed 

relatively consistent trends, the ligand RMSD exhibits greater variability in all cases. cGAMP 

and G230I exhibit relative stability with consistent RMSD values, indicating stable 

conformations post-initial adjustment. DMXAA exhibits greater instability and more frequent 

conformational changes, as indicated by higher RMSD values. While S162A and mDMXAA 

remain flexible, they demonstrate slightly more stability and less severe fluctuations. However, 

these variants still show slightly higher fluctuations, indicating that the ligand undergoes some 

conformational changes in the binding site. These RMSD results already indicate that the 

DMXAA system (wt-hSTING with DMXAA) might have a weaker binding affinity than the 

other systems. Also, based on the observation of RMSD graphs, we discarded the first 500 ns of 

the MD trajectory to eliminate the bias from the initial states for the rest of the analyses in this 

paper.  

The root-mean-square fluctuation (RMSF) of Cα-atoms of protein residues was 

calculated using the last 500 ns of the simulations. Each replica of the system shows some 

differences in the detailed fluctuations. However, the primary objective was to identify the 
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underlying similarities among the replicas. To this end, statistical properties for each system were 

calculated on the combined trajectories obtained from five replica simulations. The average 

RMSFs for all systems are represented in Figure S4. 

Since the flexible protein tail (residues beyond 330) shows very high RMSF values, we 

focus on examining ligand-induced alterations within the protein’s core domain. RMSF 

calculations focused on Cα atoms across all models reveal a consistent distribution of peak 

intensities within this region. While both chains A and B exhibit correlated motion, with similar 

fluctuation patterns, subtle disparities in their RMSF values suggest distinct self-correlation 

behaviors despite the protein’s homodimeric nature. 

 

Characteristics of Ligands: cGAMP and DMXAA 

Lipophilicity, quantified by log P (logarithm of the partition coefficient)66, is a measure of 

how a compound distributes between octanol and water, indicating its hydrophilicity or 

hydrophobicity. A higher log P value signifies greater hydrophobicity. Additionally, log S 

(ESOL)67 describes how well it dissolves in water. ESOL (Estimated SOLubility) predicts the 

solubility of organic compounds based on their molecular structure. Here, a higher log S(ESOL) 

value indicates greater hydrophilicity. In our study, the log P and log S(ESOL) values for 

DMXAA, its dimer, and cGAMP were calculated using the SwissADME web tool68.  

 

Table 2 Log P and Log S values for ligands. 

Ligand Lipophilicity 
(Log P) 

Water Solubility 
(Log S(ESOL)) Water Solubility Class 

DMXAA Monomer 2.99 −3.94 Soluble 
DMXAA Dimer 4.60 −7.55 Poorly Soluble 
cGAMP −4.25 −0.19 Very Soluble 
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Table 2 shows the log P and log S values for different ligands. For instance, the DMXAA 

monomer has a log P of 2.99 and a log S of −3.94, classifying it as soluble. However, the 

DMXAA dimer is poorly soluble, with a log P of 4.60 and a log S of −7.55. cGAMP, with a log P 

of −4.25 and a log S of −0.19, is highly soluble in water. 

Our calculations corroborate the established hydrophobicity of DMXAA, attributed to its 

aromatic structure and lack of polar groups. Similarly, the hydrophilicity of cGAMP, enhanced 

by its polar phosphate and hydroxyl groups as well as its cyclic dinucleotide structure, was 

confirmed by our findings. Hence, the poor solubility of the DMXAA dimer suggests that an 

additional process is required to displace water molecules from the ligand-binding site. This 

process demands extra energy, which must be compensated by favorable interactions between 

DMXAA and the protein to achieve a lower binding free energy. 

 

 Dynamical characteristics of STING protein  

Ligands and mutations can affect the protein’s stability and dynamics. To describe the 

dynamical characteristics of STING in the various systems, we monitored pairwise cross-

correlation coefficients, representing how the atomic fluctuations/displacements of a system are 

correlated. We investigated the Linear Mutual Information (LMI) maps69 of all five systems. 

Although dynamical cross-correlation (DCC) maps are commonly used, they have limitations. 

Specifically, if two atoms move in perpendicular directions simultaneously, DCC cannot measure 

their correlation due to the dot product involved in its calculation. Conversely, LMI does not 

have this unwanted dependency on the relative orientation of fluctuations70. Despite expected 

differences among system replicas with different initial velocities, our focus is on the underlying 

similarities. Thus, we present the averaged LMI maps for all five systems in Figure 4. 
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Figure 4 Averaged linear mutual information maps for chains A and B across five systems. The figure 
displays Linear Mutual Information (LMI) maps comparing inter-residue correlations between chains A 
and B for the five systems. The x- and y-axes represent the residues of Chains A and B, respectively. The 
color scale, ranging from blue to red, indicates the degree of correlation, with blue representing the lowest 
and red the highest levels of inter-residue correlation. The blue and yellow regions on the axes correspond 
to Chains A and B, respectively. 

 

The cGAMP and mDMXAA systems demonstrate a higher degree of inter-residue correlations 

compared to the DMXAA, S162A, and G230I systems. The mDMXAA system especially 

exhibits extensive correlations, indicating significant inter-residue communication throughout the 

protein. This observation aligns with the findings of Shih et al.13, who, in their dynamic network 

analysis of the mDMXAA system, reported a denser network, further supporting the extensive 

correlations within the system. 

In contrast, the DMXAA, S162A, and G230I systems display fewer and more dispersed 

significant correlations, indicative of weaker interaction networks. Particularly, no significant 
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off-diagonal correlations exist in any of these three systems, suggesting limited intra-chain 

residue interaction. Furthermore, G230I and S162A/Q266I mutations do not introduce notable 

enhancement or disruptions in inter-residue interactions, maintaining similar dynamic behavior 

to the DMXAA-bound state of wt-hSTING. The difference LMI maps, presented in Figure S5, 

also support these observations. In addition, these correlation maps imply that species 

differences, beyond simple mutations, may contribute to the enhanced susceptibility of mSTING 

to the DMXAA binding. 

 

Roles of Water Molecules in Binding Site 

Water molecules in biological systems can play a significant role in ligand binding, which 

is essential for understanding the mechanisms of biological processes and drug development71–73. 

One key aspect is that water molecules can act as a bridge between the ligand and the protein. 

This bridging facilitates the formation of hydrogen bonds, thereby enhancing the stability of the 

ligand-protein complex, which is vital for the proper function of the protein74. 

In addition to their role in hydrogen bonding, water molecules can also influence ligand 

binding by modifying the local environment of the binding site. Specifically, water molecules in 

the active site can increase the overall dielectric constant by providing a highly polarizable 

environment75.  

The increase in the dielectric constant can reduce the electrostatic interactions between 

charged groups in the active site and the ligand. This reduction in electrostatic interactions makes 

it easier for the ligand to bind to the protein, thereby facilitating the binding process72. 

Understanding these roles of water molecules can significantly aid in designing more effective 

drugs that target specific proteins57,76. For this reason, we examined the influence of water 
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molecules on protein-ligand interactions by analyzing their contribution to the overall binding 

process withing the binding site. 

 

Figure 5 Distribution of the number of water molecules within 4 Å of each ligand molecule, based on 
the last 500 ns of trajectory data for each system. 

 

(a) Numbers of water molecules in the binding site 

To understand the influence of water molecules within the binding site, we evaluated the 

number of water molecules within 4 Å of each ligand molecule. According to Figure 5, the 

analysis revealed significant differences among these systems. cGAMP exhibited the highest 

average interaction value (34.8) with a standard deviation of 5.2. Other systems—DMXAA, 

G230I, S162A, and mDMXAA—had significantly lower averages, ranging from 8.2 to 10.1.  

These observations suggest that in the cGAMP system, water molecules play a crucial 

role in modulating ligand binding by significantly altering the local environment of the binding 

site. In contrast, the other systems involving the DMXAA ligand exhibit fewer surrounding water 
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molecules, indicating a relatively dry and less hydrated environment. This dryness may result in 

a more hydrophobic binding site with a stronger dependence on direct ligand-protein interactions 

rather than water-mediated interactions. These observations are vital for the accurate calculation 

of ligand binding energy using the gmx_MMPBSA tool, as discussed in detail in a subsequent 

section. Additionally, these findings corroborate the characteristics of the ligands presented in the 

previous section: cGAMP is hydrophilic, whereas DMXAA molecules are hydrophobic. 

 

 

Figure 6 Distribution of the number of hydrogen bonds for each system during the last 500 ns of 
simulation. The orange bars (left) represent the number of hydrogen bonds between the protein and 
ligand, while the blue bars (right) indicate the number of hydrogen bonds between the ligand and water 
molecules. 

 

(b) Hydrogen bonds  

To further understand the interactions between water molecules and ligands, we 

calculated the number of hydrogen bonds between the ligand and water molecules, as well as 

between the ligand and protein, using GROMACS43. The formation of hydrogen bonds is 
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determined by the following geometric criteria in GROMACS,: (1) The distance between the 

donor (D) and acceptor (A) atoms must be less than or equal to 3.5 Å, and (2) The angle formed 

between the donor-hydrogen-acceptor (D-H···A) must be less than or equal to 30 degrees. 

Figure 6 displays significant differences among the systems in the number of hydrogen 

bonds between the protein and ligand. cGAMP exhibited the highest average value (3.1), slightly 

higher than the other systems. The G230I, mDMXAA, and S162A systems displayed 

intermediate average values (2.6, 2.4, and 2.7, respectively) with similar distribution patterns, 

while DMXAA had the lowest average number (1.9). 

For hydrogen bonds between water and ligand, cGAMP again had the highest average 

value (12.8), significantly higher than all other ligands. DMXAA followed with a lower average 

(4.1), but still higher than G230I, mDMXAA, and S162A (3.0, 3.7, and 3.1, respectively).  

This analysis clearly demonstrates that DMXAA ligand‘s interactions with wt-hSTING 

differ significantly from those observed in other systems involving DMXAA as a ligand. These 

differences could also be evidence of the ineffectiveness of DMXAA in binding to wt-hSTING. 

 

Ligand Binding Free Energy 

(a) Full-length vs LBD hSTING Binding Free Energies 

In our previous work28, we investigated the full-length wild-type human STING (wt-

hSTING) protein in both its apo and holo states within the membrane. We reused these 

trajectories to compare the binding free energy of cGAMP with both the full-length hSTING in 

the membrane and the ligand-binding domain (LBD) only simulations aiming to validate the use 

of the LBD alone in assessing the binding affinity of cGAMP. To enhance the robustness of our 

findings, we extended the three replica simulations of the holo full-length wild-type hSTING 

with cGAMP in the membrane, conducted in a previous study28, from 1.0 μs to 1.5 μs. 
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The binding free energy (ΔG), enthalpy change (ΔH), and entropy contribution (-TΔS) of 

cGAMP with full-length wt-hSTING and LBD wt-hSTING were calculated using 

gmx_MMPBSA61. To ensure the reliability and accuracy of the computed free energy 

calculations, the last 500 ns of trajectories were divided into 20 segments, every 25 ns in length. 

The results for both full-length and LBD wt-hSTING proteins with cGAMP are presented in 

Figures S6 and S7.  

Since the convergence of the entropic term is often problematic in the MM/PB(GB)SA 

approach64, it is necessary to monitor the standard deviation of the interaction energies (𝜎𝜎𝐼𝐼𝐼𝐼). For 

the C2 method used, the threshold is 6.0 kcal/mol. According to Figures S6 and S7, the 𝜎𝜎𝐼𝐼𝐼𝐼  

values for full-length STING and cGAMP simulations demonstrate good convergence across 

multiple replicas. In both datasets, 𝜎𝜎𝐼𝐼𝐼𝐼  values are generally below the threshold required for 

reliable entropy calculations using the C2 method. All full-length STING replicas and most 

cGAMP replicas exhibit stable interaction energies, with an exception in cGAMP Replica 2 

around window 14, where the standard deviation exceeds the threshold, indicating a potential 

need for further investigation. Overall, both simulations show consistent and reproducible 

results, confirming the reliability of the interaction energy measurements. Based on these 

observations, we used the last 150 ns of each replica’s trajectory to calculate the combined 

average free energies for both systems. 
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Table 3 Ligand binding freeeEnergies of cGAMP with full-length and only LBD hSTING. 

Model ∆G (kcal/mol) ∆H (kcal/mol) -T∆S (kcal/mol) 
Full-length hSTING -34.84 ± 3.62 -46.28 ± 3.53 11.45 ± 0.81 

LBD hSTING -37.21 ± 3.47 -49.02 ± 3.35 11.81 ± 0.88 
 

The results, presented in Table 3, show that the LBD wt-hSTING (-37.21 ± 3.47 

kcal/mol) has a slightly lower ΔG than the full-length wt-hSTING (-34.84 ± 3.62 kcal/mol). This 

slight difference, within the standard deviation range, indicates that both forms have similar 

binding affinities. Both models' values and standard deviations of ΔH and -TΔS further support 

this conclusion. Therefore, the study justifies using only the LBD region for binding energy 

calculations, as it provides a reasonable approximation to the full-length protein, simplifying the 

analysis without significant loss of accuracy. 

 

Table 4: Thermodynamic analysis of binding interactions in cGAMP, DMXAA, G230I, S162A, and 
mDMXAA Systems. 

System ID ∆G (kcal/mol) ∆H (kcal/mol) -T∆S (kcal/mol) 
cGAMP -37.21 ± 3.47 -49.02 ± 3.35 11.81 ± 0.88 
DMXAA -5.48 ± 6.53 -28.23 ± 6.31 22.75 ± 1.69 
G230I -31.76 ± 5.12 -48.72 ± 4.94 16.96 ± 1.35 
S162A -28.65 ± 5.25 -47.37 ± 5.03 18.72 ± 1.48 

mDMXAA -33.00 ± 5.65 -52.92 ± 5.45 19.92 ± 1.47 
 

 

(b) Binding Free Energies of five systems 

In this section, we compare the binding free energies of five systems: cGAMP, DMXAA, 

G230I, S162A, and mDMXAA. Prior to our calculations, we adjusted the internal dielectric 

constant, “indi,” in the gmx_MMPBSA calculations based on the observed differences in the 

number of water molecules in the binding site. According to Figure 2, the number of water 

molecules in the binding site of the cGAMP system is approximately three times higher than in 

the DMXAA systems. This discrepancy necessitated the use of different “indi” values between 
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the cGAMP and other systems during the gmx_MMPBSA calculations. The "indi" parameter 

adjusts the internal dielectric constant based on the environment, requiring higher values to 

reflect environments with more water molecules or polar groups accurately. Consequently, we 

reduced the "indi" value from 2.5 for cGAMP to 1.0 for the other systems. 

Then, to ensure the reliability of our calculations, the last 500 ns of trajectories were 

again divided into 20 segments, each 25 ns in length, to monitor the convergence of the 

calculations. The results for individual replicas of each system are presented in Figures S7 to 

S11. With the exception of a few segments in some replicas, the 𝜎𝜎𝐼𝐼𝐼𝐼  values are below the 

threshold required for reliable entropy calculations using the C2 method. This consistency across 

multiple simulations indicates that the interaction energy measurements are robust and 

reproducible. Consequently, we conclude that the simulations provide reliable data, reinforcing 

the validity of the interaction energy assessments. 

We used the last 150 ns of each replica’s trajectory to calculate the combined average 

free energies for all systems, which are presented in Table 4. cGAMP exhibits the most favorable 

binding (ΔG = −37.21 ± 3.47 kcal/mol) with a highly favorable binding enthalpy (ΔH = −49.02 ± 

3.35 kcal/mol) and moderate entropy decrease (−TΔS = 11.81 ± 0.88 kcal/mol).  

DMXAA shows the least favorable binding (ΔG = −5.48 ± 6.53 kcal/mol) with 

significant variability. It has a less favorable binding enthalpy (ΔH = −28.23 ± 6.31 kcal/mol) 

and the highest entropy decrease (−TΔS = 22.75 ± 1.69 kcal/mol), suggesting a complex and less 

favorable binding process. 

G230I and S162A display similar thermodynamic profiles, as their values fall within 

overlapping standard deviations. G230I (ΔG = −31.76 ± 5.12 kcal/mol) and S162A (ΔG = 
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−28.65 ± 5.25 kcal/mol) both show favorable binding and favorable enthalpy (ΔH= − 48.72 ± 

4.94 kcal/mol for G230I and ΔH = −47.37 ± 5.03 kcal/mol for S162A). Their entropy 

contributions (−TΔS = 16.96 ± 1.35 kcal/mol for G230I and −TΔS = 18.72 ± 1.48 kcal/mol for 

S162A) are also similar, indicating comparable binding characteristics. mDMXAA shows 

significant favorable binding (ΔG = −33.00 ± 5.65 kcal/mol) and has the most favorable binding 

enthalpy (ΔH = −52.92 ± 5.45 kcal/mol). 

While cGAMP’s comparison with other systems is complex due to different dielectric 

constants influenced by water molecules, comparisons among DMXAA, G230I, S162A, and 

mDMXAA are valid. DMXAA shows less favorable binding conditions, whereas G230I and 

S162A present similar favorable binding behaviors. mDMXAA and cGAMP demonstrate the 

most favorable binding energetics. In the next section, we investigated detailed studies to 

understand the specific interactions and structural features contributing to the observed stability, 

entropy, and enthalpy changes.  
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Figure 7. Comparative free energy 
contributions per residue in different 
Systems. The graphs depict the free 
energy contributions (ΔE) per residue for 
five different systems: cGAMP, DMXAA, 
G230I, S162A, and mDMXAA. Only 
residues within 4Å of the ligand and with 
contributions greater than 0.25 kcal/mol 
are included. The ligand, being the highest 
energy contributor, is excluded from the 
graphs. As we indicated earlier, the 
numbering systems of human and mouse 
STING proteins are offset by one residue, 
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Specific interactions – Decompositions of free energy contribution per residue  

In our earlier study28, we identified the residues interacting with cGAMP in the holo state 

of full-length STING. Based on these findings, we analyzed the binding free energy 

contributions of each residue. Figure 7 highlights residues contributing more than 0.25 kcal/mol 

and located within 4 Å of the ligand, revealing crucial insights into their stability factors. 

Additionally, the heatmap for the average free energy contributions per residue across different 

systems is presented in Figure S12. 

First, common stabilizing and destabilizing factors are identified by comparing aligned 

residues in the G230I, S162A, and mDMXAA systems. Two tyrosine residues, TYR-163 and 

TYR-167, and their equivalents, TYR-162 and TYR-166 for mDMXAA, consistently exhibit 

negative free energy contributions, indicating their stabilizing effects. These residues likely 

engage in critical hydrogen bonding and hydrophobic interactions reinforcing system stability. 

Additionally, residues THR-263 (mDMXAA: THR-262), as well as PRO-264 (mDMXAA: 

PRO-263), also show negative energy contributions. These findings suggest that these threonine 

and proline residues contribute to stabilizing interactions, possibly through maintaining structural 

integrity and forming favorable local interactions. 

In contrast, ARG-238 (mDMXAA: ARG-237) shows positive energy contributions, 

indicating destabilizing effects. The positive contributions from these arginine residues suggest 

involvement in less favorable interactions or potential disruption of local stability, possibly due 

to unfavorable electrostatic interactions or steric hindrance. 

The cGAMP system stands out for its high stability among the systems analyzed, with an 

overall ΔG value of -37.21 ± 3.47 kcal/mol. This substantial negative free energy indicates 

robust stabilization. Key residues such as TYR-163, TYR-167, THR-263, and PRO-264 
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contribute significantly to the system’s stability, showing strong negative energy contributions 

similar to those in the G230I, S162A, and mDMXAA systems. Additionally, the cGAMP system 

exhibits a favorable contribution from ARG-238 and GLN-260, differing from other systems. 

These residues likely form critical hydrogen bonds and hydrophobic interactions, reinforcing the 

system’s structural integrity. Unlike DMXAA, cGAMP has fewer residues with positive energy 

contributions, indicating minimal destabilizing interactions. The cGAMP system’s stability can 

be attributed to a network of strong stabilizing interactions and the absence of significant 

destabilizing residues. 

The DMXAA system exhibits unique stability characteristics compared to the other 

systems. With an overall ΔG value of -5.48 ± 6.53 kcal/mol, DMXAA is notably less stable. Key 

residues such as TYR-163 and TYR-167 in DMXAA contribute less negatively to the free energy 

compared to their equivalents in other systems, indicating weaker stabilizing interactions. 

Furthermore, GLU-260 in DMXAA provides a significant unfavorable contribution, differing 

from its counterparts in the other systems. Figure S12 shows that the DMXAA system features 

several residues with positive contributions, suggesting more destabilizing interactions overall. 

Additionally, the error bars for DMXAA are generally larger, suggesting less consistent 

interactions and higher variability in binding. These variations in residue interactions and 

contributions result from differences in local environments, residue positioning, and structural 

conformation. 
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Figure 8 Averaged 2D Density maps of water molecule distributions for five different systems. The 
maps illustrate the spatial distribution of water molecules projected onto a plane parallel to the axis 
defined by the midpoints of the centers of mass of the GLY-158 (GLY-157 for mSTING) and GLN-184 
(GLN-183 for mSTING) residues in chains A and B. The x-axis represents the radial distance (Å) from 
the defined axis, while the y-axis represents the distance along the axis (Å). The color scale indicates the 
water molecule density, with white areas representing higher density and blue areas representing lower 
density. 

 

Spatial distributions of water molecules in the binding site 

An interesting aspect of water molecules within the binding site of the closed-form 

STING is their spatial distribution. To investigate this, we first monitored water molecules within 

3.5 Å of both the ligand and the protein to identify those located within the binding site. We then 

analyzed the spatial distribution by defining an axis that connects the midpoint of the centers of 

mass of the GLY-158 residues (mSTING: GLY-157) in chains A and B to the midpoint of the 

GLN-184 (mSTING: GLN-183) residues in the chains A and B. This axis serves as a reference 

for measuring radial distances, as illustrated in Figure S13. The water molecule density was then 

projected onto a plane parallel to this axis to analyze the spatial distribution relative to the 
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defined axis and radial distances. The midpoint between the centers of mass of the GLY-158 

residues was set as the origin for these calculations. 

Additionally, the STING's ligand-binding domain (LBD) features a V-shaped binding 

pocket. The vertex of this pocket, formed where two long helices converge and are closest, 

creates the apex of the V-shape near the residue GLY-158. Conversely, the outer side of the 

binding pocket, where the two helices are farthest apart, corresponds to the broader opening of 

the V-shape around GLY-184. 

The analysis of 2D density maps for cGAMP, DMXAA, G230I, S162A, and mDMXAA, 

shown in Figure 8 and S14, reveals intriguing variations in the spatial distribution and 

concentration of water molecules within the binding site of each system. Figure S14 highlights 

distinct high-density regions and illustrates the variations in water molecule distribution and 

interaction within different molecular environments. These patterns offer valuable insights into 

the structural and interactive properties of water molecule distribution within these binding sites. 

Additionally, the density maps in Figure 8 show that the data from all replicas of each system 

were averaged for analysis. 

The 2D density maps, presented in Figure 8, reveal water molecule distributions within 

the binding sites of different STING-ligand systems, highlighting key interactions influencing 

stability. For cGAMP with wt-hSTING, the two distinct high-density water regions are consistent 

with cGAMP’s hydrophilic nature. These regions indicate favorable water interactions that 

contribute to a structured and stable binding environment, consistent with the known stability of 

this system. 

In the wt-hSTING with DMXAA system, the elongated high-density water region 

suggests an unstable interaction for the hydrophobic DMXAA, as it likely disfavors extensive 
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water interaction, contributing to instability. In contrast, the G230I and S162A/Q266I mutations 

with DMXAA display more localized high-density water regions, indicating a more stable 

binding environment. These mutations likely reduce water spread, creating a favorable 

environment for DMXAA, which aligns with observed stability in these systems.  

In the mDMXAA system, which involves the wt-mSTING bound to DMXAA, two 

distinct high-density areas were observed. One peak is elongated, resembling the pattern seen in 

the G230I and S162A systems, while the other is much more localized and concentrated. This 

very localized high-density spot suggests the presence of one or two water molecules on the 

vertex side of the binding pocket. 

Overall, the water density maps correlate with the hydrophobic or hydrophilic properties 

of the ligands and their stability in the binding sites. DMXAA’s instability in wt-hSTING is 

marked by extensive water distribution, while G230I, S162A, and mSTING provide more 

localized water distribution in the binding sites. The stable binding of hydrophilic cGAMP is 

well-supported by distinct high-density water regions, emphasizing the crucial role of water 

interactions in ligand stability within STING binding sites. In the G230I, S162A, and mSTING 

systems, high-density regions are predominantly concentrated near the outer side of the binding 

pocket, particularly in the area between the lid regions of the protein and the ligand. This 

observation suggests that water molecules may contribute to stabilizing the ligand within the 

binding site. This mechanism contrasts with previous studies that primarily attributed ligand 

stabilization to the lid alone13. 
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Figure 9 The behavior of water molecules in the binding site for five systems. The graphs compare the behavior of water molecules in five 
systems (cGAMP, DMXAA, G230I, S162A, and mDMXAA) over the final 500 ns of 1.0 μs simulations. Each point on the graph represents a 
specific water molecule in the binding site; each color indicates a different replica of the simulation. The X-axis (Maximum Resident Time) 
indicates the maximum consecutive residence time of water molecules in the binding site. The Y-axis (Survival Probability) represents the fraction 
of the simulation time that a particular water molecule spends in the binding site. For instance, a Y-axis value of 0.6 means a water molecule is in 
the binding site for 300 ns (or 60%) of the 500-ns simulation, not necessarily consecutively. 
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Resident time of water molecules in the protein binding site 

Here, we aim to determine whether these water molecules in the binding site are transient 

or permanently positioned. To elucidate the residence times of water molecules within the 

binding site, we analyzed the behavior of specific water molecules during the simulation period 

by quantifying two key metrics: (1) the Maximum Residence Time (MRT) and (2) the Survival 

Probability (SP). The MRT refers to the longest consecutive duration that a particular water 

molecule remains within the binding site, providing insight into its stability and interaction with 

the site. In contrast, the SP measures the proportion of the total simulation time that a particular 

water molecule occupies the binding site, irrespective of whether this occupancy is continuous or 

intermittent, offering a broader perspective on the water molecule's overall engagement with the 

binding site. 

Figure 9 reveals a common pattern across all systems: most water molecules exhibit low 

maximum residence times and low survival probabilities, clustering near the origin. This 

consistency suggests that transient water molecules dominate the behavior in these environments. 

The data points for each system, differentiated by color, show similar distributions across 

different replicas, underscoring the reproducibility of the results. 

However, notable differences are evident. DMXAA exhibits a broader distribution, with 

some water molecules having residence times exceeding 100 ns, indicating a more diverse 

interaction landscape. In contrast, G230I, S162A, and mDMXAA systems show more 

pronounced clustering near the origin, suggesting that water molecules in these systems tend to 

have very short residence times, indicative of transient water molecules. Similarly, the cGAMP 

system also shows pronounced clustering near the origin, with fewer water molecules exhibiting 

high residence times, indicating a slightly more constrained environment and the presence of 
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transient water molecules. The slightly longer residence times in cGAMP are likely due to its 

hydrophilic nature. 

Subsequently, the appearance of water molecules within the binding site was 

characterized by an indicator function, ℎ𝑖𝑖(𝑡𝑡), which assigns a value of 0 if a specific water 

molecule is absent from the binding site at time t and a value of 1 if it is present. To assess the 

temporal dynamics and relaxation times of these water molecules, we computed the normalized 

autocorrelation function of the indicator function. This function, 𝐶𝐶(𝑡𝑡), is defined as follows: 

𝐶𝐶(𝑡𝑡) =  〈
ℎ𝑖𝑖(𝑡𝑡0) ∙ ℎ𝑖𝑖(𝑡𝑡0+𝑡𝑡)

ℎ𝑖𝑖(𝑡𝑡0) ∙ ℎ𝑖𝑖(𝑡𝑡0)
〉 =  

∑ ∑ ℎ𝑖𝑖(𝑡𝑡0)ℎ𝑖𝑖(𝑡𝑡0+ 𝑡𝑡)
𝑁𝑁
𝑖𝑖=1𝑡𝑡0

∑ ∑ ℎ𝑖𝑖(𝑡𝑡0)ℎ𝑖𝑖(𝑡𝑡0)
𝑁𝑁
𝑖𝑖=1𝑡𝑡0

 

In this equation, ℎ𝑖𝑖(𝑡𝑡) represents the indicator function for the i-th water molecule at time t, 

where ℎ𝑖𝑖(𝑡𝑡) = 0 if the water molecule is not present in the binding site and ℎ𝑖𝑖(𝑡𝑡) = 1 if it is 

present. The angle brackets ⟨⋅⟩ denote averaging over both the different water molecules i and the 

initial time points t0. The normalizing factors related to the number of water molecules N and the 

number of time origins t0 have been omitted from the equation, as they cancel out in the ratio of 

the numerator to the denominator. N represents the total number of water molecules observed in 

the binding site during the simulation period. 

 

Table 5 Relaxation time of water molecules in the binding site in five systems. 

System Relaxation Time (ns) Standard Deviation (ns) 
cGAMP 0.165 0.026 
DMXAA 0.127 0.035 

G230I 0.110 0.031 
S162A 0.120 0.035 

mDMXAA 0.097 0.016 
 

The autocorrelation functions of water molecules within the binding site across the five 

systems, as shown in Figure S15, exhibit a rapid decay, indicating a swift loss of correlation. 
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This behavior is consistent across multiple replicas for all systems, with the autocorrelation 

functions generally decaying to near zero within 2 to 4 nanoseconds. The relaxation times 

derived from these autocorrelation functions, presented in Table 5, further indicate that diffusion 

of water molecules from the binding site is a relatively fast process, highlighting the transient 

nature of these molecules in the binding site. Understanding this transient behavior is essential 

for elucidating the role of water dynamics in the ligand-binding process, as these fleeting water 

molecules facilitate the structural adjustments necessary for the ligand to align within the protein 

binding site properly.
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Figure 10. Snapshots of the binding site regions at 750 ns from MD simulations of five different systems: (a) cGAMP with wild-type 
hSTING, (b) DMXAA with wild-type hSTING, (c) DMXAA with the G230I mutant of hSTING, (d) DMXAA with the S162A/Q266I double 
mutant of hSTING, and (e) DMXAA with wild-type mSTING. In these representations, the ligand is shown in pink, hydrogen bonds are indicated 
by yellow dotted lines, and key residues in the binding site are highlighted in purple. Chain A is depicted in orange, while Chain B is shown in 
blue.

https://doi.org/10.26434/chemrxiv-2024-7k67q ORCID: https://orcid.org/0000-0001-8901-4772 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-7k67q
https://orcid.org/0000-0001-8901-4772
https://creativecommons.org/licenses/by-nc-nd/4.0/


37 
 

Structural features contributing to the stability of the ligand  

Building on the previous sections, we now focus on the residues that significantly impact 

binding free energies, either favorably or unfavorably, by examining the local geometries of the 

binding site. This analysis enables us to understand how these residues and water molecules 

influence the ligand-binding environment. 

According to Figure 10(a), TYR-167 forms a π-π interaction with cGAMP, contributing 

to the stability of the complex. ARG-238 forms hydrogen bonds with water molecules, which in 

turn create hydrogen bonds with the ligand, acting as bridging waters. Additionally, ARG-238 

residues on both chains interact directly or indirectly (via bridging waters) with TYR-167 and 

SER-241 residues on the opposite chains, facilitating the rigid closure of the lids. TYR-240 

residues are also involved in interactions with bridge waters, further stabilizing the structure. The 

phosphodiester linkages of cGAMP form hydrogen bonds with water molecules, which also 

serve as bridge waters. Collectively, the active site exhibits a distinct hydrogen bond 

arrangement, forming a stable network that not only stabilizes the active site but also enhances 

the interactions between the protein and cGAMP. 

On the other hand, based on Figure 10(b), at least one of the TYR-167 residues no longer 

exhibits a π-π interaction with the ligand in the DMXAA system. ARG-238 residues have lost 

their hydrogen bonds to the opposite chains, resulting in a slightly opened conformation of the 

lids. Additionally, water molecules near THR-267 disrupt the π-π interaction between dimers by 

forming multiple hydrogen bonds with DMXAA. These changes create an unfavorable 

environment for DMXAA due to its reliance on hydrophobic interactions. 

For G230I, S162A, and mDMXAA, TYR-167 (mDMXAA: TYR-166) no longer 

contributes to the π-π interaction with the ligand. The π-π interactions between DMXAA 
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molecules likely contribute to their own stability of the dimer. The hydrogen bond network 

involving water is localized to the lid area. Additionally, ARG-238 (mDMXAA: ARG-237) 

residues on both chains form hydrogen bonds with residues on the opposite chains, resulting in a 

rigid closure of the lids. However, these arginine residues exhibit slightly more steric hindrance 

than the same residues in the cGAMP system. This hindrance could, in fact, explain the slightly 

unfavorable energy contributions from ARG-238 observed in the G230I, S162A, and mDMXAA 

systems mentioned earlier in Figure 7. 

For the G230I mutation in the hSTING system, no water molecules were observed near 

the vertex of the binding site, creating an environment favorable for hydrophobic interactions 

between DMXAA and the protein residues. The previous study by Gao et al.12 hypothesized that 

mutating glycine to isoleucine at position 230 in both chains of hSTING might stabilize 

DMXAA binding by allowing the isoleucine side chains to become buried in a hydrophobic 

pocket. Our study of the G230I mutation supports their hypothesis, demonstrating that the 

isoleucine side chains rotate inward, bringing the sides of the β-sheet lid inward. These rotations 

induce significant local structural changes around the mutation site, displacing water molecules 

and enhancing hydrophobic interactions. This structural alteration likely contributes to the 

observed lower binding energy.  

The S162A/Q266I mutations in hSTING remove polar hydroxyl and amide groups from 

these positions, which alters local hydrogen bonding networks and hydrophobic interactions. 

Consequently, our simulations observed no water molecules near these mutation points. This 

absence of water molecules increases hydrophobic interactions with DMXAA in the binding site, 

stabilizing ligand binding and lowering binding free energy values. Additionally, according to 

Figures 8 and 10(d), the dimer of DMXAA in the S162A/Q266I variant was located much closer 
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to the vertex of the binding site than in the G230I variant, confirming that the S162A and Q266I 

mutations created a stronger hydrophobic environment, which were favorable to DMXAA. 

On the other hand, in the mSTING system (mDMXAA), a few water molecules 

interacted with SER-161 and GLN-265. This observation correlates with the very localized high-

density point in the spatial distribution of DMXAA shown in Figure 8. We believe that the 

presence of few water molecules in the vertex of the binding site slightly increases the dielectric 

constant of the area, potentially reducing the electrostatic interactions between charged groups in 

the binding site and DMXAA, thus facilitating better hydrophobic interactions between protein 

residues and DMXAA.  

 

Conclusions 

In this study, we investigated the molecular interactions and conformational dynamics of 

human STING (hSTING) in the presence of the agonist DMXAA using two computational 

approaches: molecular dynamics simulations and binding free energy calculations. The aim was 

to elucidate the key structural and dynamic differences between wild-type and mutant forms of 

hSTING bound to DMXAA, as well as to compare these findings with wild-type hSTING bound 

to cGAMP and mouse STING (mSTING) bound to DMXAA. The molecular dynamics (MD) 

simulations employed in this study provided a comprehensive view of the dynamic behavior of 

STING-ligand complexes. The explicit solvent simulations offered a realistic representation of 

the biological environment, capturing critical interactions between solvent molecules and the 

protein-ligand complexes.  

Our findings reiterate the importance of specific amino acid residues in modulating the 

binding affinity and conformational stability of the STING-ligand complexes. As previously 
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reported 12,13,77, we further confirmed that mutations of G230I together with S162A/Q266I in 

hSTING significantly improve the binding ability toward DMXAA, closely mimicking the 

behavior of mSTING with DMXAA. Also, based on our findings, these mutations are key to 

change to a closed conformation and provide a steric block, such as a unique water molecule 

network located between the ligand and the β-sheet lids, that stabilizes DMXAA within the 

binding pocket. 

Our findings also suggest that the removal of water molecules near the vertex side of the 

binding pocket, combined with increasing the hydrophobic character of the binding site, are two 

critical factors that enhance the binding affinity of DMXAA for hSTING. Our study suggests 

that G230I and S162A/Q226I mutations in hSTING minimize water-mediated perturbations 

within the binding site. An earlier study13 suggested that the instability of DMXAA binding in 

wt-hSTING was due to reduced interactions between DMXAA and polar residues. Our results 

further reveal that water molecules played a crucial role in disrupting these interactions within 

the binding site, resulting in weaker hydrophobic interactions between DMXAA and wt-

hSTING.  

Previous studies72,73,78 have demonstrated that water molecules significantly influence the 

dynamics of ligand binding. In particular, transient bridge water molecules within the binding 

site have been shown to modulate the kinetics of this process78,79. Our observations further 

suggest that these transient bridge waters are crucial in mediating the interaction between the 

STING protein and cGAMP. Additionally, the dynamics of these transient water molecules 

appear to influence the binding of DMXAA in both hSTING and mSTING. Therefore, we can 

conclude that water molecules within the STING binding site likely play a vital role in 

https://doi.org/10.26434/chemrxiv-2024-7k67q ORCID: https://orcid.org/0000-0001-8901-4772 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-7k67q
https://orcid.org/0000-0001-8901-4772
https://creativecommons.org/licenses/by-nc-nd/4.0/


41 
 

facilitating the environmental changes necessary for the effective association and dissociation of 

ligands. 

Our study also highlighted the importance of considering the local dielectric environment 

in binding free energy calculations. Protein’s internal dielectric constants, influenced by the 

presence of water molecules and polar groups, necessitated adjustments in the MM/PBSA 

calculations to accurately reflect the true binding energetics. 

In conclusion, this work broadens our understanding of STING–ligand interactions at the 

molecular level, providing crucial insights for the rational design of hSTING agonists. We 

identified key environmental factors that optimize ligand binding by addressing the structural 

and dynamic differences between human and mouse STING. A key factor in increasing 

DMXAA's affinity for hSTING is the removal of water molecules around the vertex side of the 

binding pocket, thereby creating a more hydrophobic environment. From a drug development 

perspective, it is crucial to explore modifications to the DMXAA molecule that either strengthen 

its interactions with water molecules around the vertex area or promote their displacement with 

minimal free energy cost. These findings open new avenues for the development of highly 

efficient and selective immunotherapeutic agents, significantly enhancing the potential for 

successful cancer treatments. Future research should prioritize structural modifications of drugs 

and the optimization of water-mediated interactions to fully exploit STING-targeted therapies. 
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