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Abstract

Selenium species are highly soluble in water and also occur in cement structures. In this study, we develop a classical
force field for selenate (SeO4

2−) and selenite (SeO3
2−) oxyanions. The force field is fitted to the ab initio calculations,

including the hydrated properties and equilibrium geometries. It allows to study mobility of selenium ions in aqueous
solutions and mineral nanopores using classical molecular dynamics.
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1. Introduction

Geological disposal allows the reliable isolation of ra-
dioactive waste, thereby protecting the natural environ-
ment from the effects of residual radiation [1, 2, 3]. Cur-
rently, clays and hardened cement are considered the best
barrier materials due to their excellent sorption properties
[4, 5]. The transport properties of the 79Se isotope are
considered for the safety assessment of waste repositories
due to its long half-life.

Selenium tends to form oxyanions that are highly soluble
in water. Four different oxidation states (−II, 0, IV, VI)
of selenium are generally considered, and two of them (IV
and VI) are of particular interest in the aqueous phase.
According to the experimental data, selenite Se(IV)O3

2−

and selenate Se(VI)O4
2− ions are also stable in the cement

matrix [6, 7, 8]. While inner-sphere adsorption is observed
for SeO3

2− ions, SeO4
2− ions mainly form outer sphere

complexes at the interface of cement minerals [6, 7]. In
addition, selenate could substitute sulfate ions in the AFm
and AFt cement phases [6, 9, 8, 7].

Many experimental data on these anions have been pub-
lished, both in the aqueous phases and at the interface
of the minerals. At the same time, computational data
are limited to quantum chemical-based methods due to
the lack of the well-established selenium force field for
classical molecular dynamics (MD) simulations. However,
since classical MD modeling remains one of the main tools
for studying the properties of barrier materials at the
nanoscale, the creation of a force field for selenium oxyan-
ions will significantly increase the possibilities of numerical
studies [10, 11]. So far, we know one attempt to model a
crystal with selenate ions using classical MD [12], but that
interatomic potential lacks compatibility with other force
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fields. Also, some parameters for selenium coincide with
the sulfur parameters.

In this study, we develop an optimized classical force
field for selenium oxyanions (SeO4

2−, SeO3
2−) based on

the ab initio and experimental data. Our force field not
only accurately describes the structural and dynamical
properties of these ions in aqueous solutions, but also en-
ables the modeling of selenate-containing mineral phases,
as it is compatible with the ClayFF force field [13, 14].
ClayFF is a widely used non-polarized force field that al-
lows the study of a wide range of natural and synthetic
minerals, as well as their interaction with aqueous solu-
tions [14].

2. Computational methods

2.1. Potential model

The analytical form of the proposed potential can be
written as

Utotal = UCoul+UvdW+Ubond−stretch+Ubond−bend,(1)

where each component describes the corresponding inter-
action. The first two terms are interatomic. Coulomb
potential describes the electrostatic interactions between
the pairs of atoms:

UCoul =
qiqj
rij

(2)

where qi and qj are partial atomic charges, and rij is the
distance between these atoms.

Van-der-Waals interactions are described by the
Lennard-Jones (L-J) 12-6 potential:

UvdW = 4εij

[(
σij

rij

)12

−
(
σij

rij

)6
]

(3)
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where εij and σij are L-J parameters. The interaction pa-
rameters between different atoms are obtained by Lorentz-
Berthelot combining rules:

σij =
σi + σj

2
, εij =

√
εiεj (4)

For water molecules we use the rigid SPC/E model [15],
while L-J parameters for selenium oxyanions are optimized
to reproduce their solvation energy in the classical MD
simulations. The optimization process is discussed further.

The bonded interactions are described with the har-
monic potentials

Ubond−stretch =
1

2
kr(rij − rij0)

2 (5)

Ubond−bend =
1

2
kθ(θijk − θijk0

)2 (6)

where kr, kθ are force constants and r0, θ0 are the corre-
sponding equilibrium bond lengths and angles. The values
of these parameters are obtained from ab initio calcula-
tions.

We use the ClayFF force field with similar interac-
tions [13, 14] to model the cement phases.

2.2. Ab initio calculations and bonded parameters
The ab initio calculations are used to identify the equi-

librium geometry of the SeO4
2− and SeO3

2− ions, the cor-
responding force constant in Eqs. 5 and 6, and partial
atomic charges of oxygen and selenium [16].

Density functional theory (DFT) is heavily rely on the
choice of exchange-correlation functional. Even complex
options do not guarantee accurate results [17]. Here we
assess several GGA, hybrid, and double-hybrid DFT func-
tionals, as well as the post-HF MP2 method, in their abil-
ity to describe vibrational properties of selenium oxyanions
in aqueous solution. We use the def2-QZVPP basis set for
the DFT and hybrid DFT calculations and the correlation-
consistent cc-pVQZ with the auxiliary RI-C basis set for
MP2 and double-hybrid DFT calculations.

However, explicit modeling of water in ab initio molec-
ular dynamics at finite temperatures is still a challenging
task. Even meta-GGA and hybrid-GGA functionals could
not accurately reproduce the density of liquid water [18].
To avoid computationally expensive simulations of bulk
water, we employ ionic structure optimization with the
implicit Universal Solvation Model (SMD) [19, 20] and
the Grimme dispersion correction D3BJ [21, 22]. The
ORCA software package is used for the ab initio calcu-
lations [23, 24].

We perform the calculations in two steps. Firstly, the
geometry of the ion is optimized by minimizing the sys-
tem potential energy. Then, the Hessian matrix and vi-
brational frequencies are calculated in the harmonic ap-
proximation. The intramolecular values obtained for the
Se–O distances, O–Se–O angles, and the frequency of the
bond stretching mode ν1 [25, 26] are compared with known

experimental and theoretical data. We apply a modified
Seminario method to obtain the intramolecular force field
from the Hessian [27, 28] using the Sobtop program [29] .

2.3. Optimization of the non-bonded force field parameters
and classical MD calculations

We use the hydration energies and as a criterion for
the optimization of the force field [16]. We also calculate
the effective ionic radii and their mobility in water as an
independent check of the force field quality [30].

Classical molecular dynamics calculations have been
performed in the GROMACS package [31]. We create ini-
tial configurations by placing one ion (SeO2−

4 or SeO2−
3 ) in

a cubic simulation cell with the 5 nm edge and then adding
SPC/E water molecules to it [15]. This box approximately
contains 4050 water molecules.

The calculations are performed at constant pressure and
temperature (NPT ensemble). The pressure is maintained
at 1 atm using a Parrinello-Rahman scheme with a time
constant of 1.0 ps [32, 33]. The Nosé-Hoover thermostat
is used to keep the temperature at 298 K [34]. Periodic
boundary conditions are applied in three directions in the
simulation. Ewald scheme is used to describe the electro-
static interactions between atoms [35]. The switch func-
tion between 1.0 and 1.2 nm is used to smoothly cut the
L-J potential. To accelerate the optimization process, the
length of the intermediate trajectories is set to 100 ps. The
final set of parameters is analyzed from longer 1 ns runs.
We use the 2 fs timestep in all calculations.

Radial distribution functions g(r) are calculated with
the same MD protocol, but the edge of the unit cell is
equal to 3 nm, which approximately corresponds to 880
water molecules.

The mobility of the ions is estimated through the dif-
fusion coefficients and mean square displacement calcu-
lations for the obtained force field. The simulation pro-
tocol is mostly identical to the calculation of g(r), but
the final trajectory run is 150 ns. In addition, several
ionic concentrations are studied to overcome finite-size ef-
fects [36]. Calculation details are discussed further. The
TRAVIS [37, 38] code is used to analyze the structural
properties and mobility of the ions in this study.

2.4. Hydration energy calculations

We define the free energy of hydration ∆Ghydr as the
sum of the work required to grow the cavity in the bulk
solvent and then to charge the ion [39].

To determine its value, we apply Bennett’s Acceptance
Ratio (BAR) method, implemented in the GROMACS
package [40]. The method allows determining the differ-
ence in free energy between two neighboring intermediate
states, as previously shown in the literature [41]. In com-
puter simulations, the change in the free energy of the
process can be studied by changing the Hamiltonian of
the system, which is a function of the control variable λ.
The variable is used to turn off certain interactions in the
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system in separate simulations. In this case, a significant
overlap of the phase space sampling in the simulations
is necessary to obtain the free energy difference. If the
total free energy change is large, the overlap between a
non-interacting state (λ = 0) and a fully interacting state
(λ = 1) is extremely unlikely. Phase space overlap can
be achieved by running simulations for a number of artifi-
cial states with intermediate values of λ along the chosen
path [39]. The GROMACS software package supports a
native way of specifying the control variable in the calcu-
lations.

The free energy change in the simulation ∆Gsim is de-
fined as follows:

∆Gsim = ∆GLJ +∆GCoul, (7)

where the terms are the respective contributions from the
interactions described by the Lennard-Jones and Coulomb
potentials. They are expressed from the previously de-
scribed procedure in the following form [39]:

∆GLJ =

nLJ−1∑
i=1

∆GBAR
LJ (λi −→ λi+1) (8)

∆GCoul =

nCoul−1∑
i=1

∆GBAR
Coul (λi −→ λi+1) (9)

The variables nLJ and nCoul in equations 8 and 9 are
the number of intermediate states corresponding to cav-
ity growth and charge insertion, respectively. The number
of λi should be large enough to ensure sufficient phase
space overlap in the calculations. However, increasing this
number also slows down the optimization cycle. Combin-
ing these factors, we set nLJ and nCoul to 21 in this study,
so the step of the control variables for the Lennard-Jones
and Coulomb potentials is ∆λ = 0.05.

For each value λ, we perform the modeling protocol de-
scribed in Section 2.3. After that, we apply the Bennett
acceptance factor method to obtain values of ∆GLJ and
∆GCoul.

Several correction terms are also added to the calculated
hydration free energy:

∆Ghydr = ∆Gsim +∆Gpress +∆Gsurf +∆Gfs. (10)

These include a pressure correction ∆Gpress, a surface
dipole correction ∆Gsurf , and a correction for finite-
dimensional effects ∆Gfs. More details are provided
in Ref. [39]. We use the previously calculated val-
ues ∆Gpress = 7.92 kJ/mol and ∆Gsurf = −106.12
kJ/mol [39]. We determine the value of ∆Gfs from the
Hünenberger correction for the spherical ions, as described
in the literature [42, 39].

2.5. Crystals structure modeling
To test the transferability of the created force field, we

also use classical MD to model various solid selenate and
selenite phases. The initial atomic positions are based on

the experimental data, except for some selenite crystals,
where the corresponding crystal structure is unknown. In
that case, we used the sulfate crystal data as a reference.
Unit cells are repeated in all directions to create the su-
percell with an edge of at least 5.2 nm.

The ClayFF force field [14] is used to describe the poten-
tial energy of the crystals. ClayFF has already proven it-
self as powerful tools for studying various clay and cement
materials together with the SPC/E water [14]. We should
note that our fitting protocol includes the rigid SPC/E
model, while ClayFF assumes flexible water molecules.
We presume that the structural properties of crystals are
slightly affected by this difference, so we use flexible wa-
ter for this part of the paper. The interaction parameters
of the Lennard-Jones potential between different atomic
types are obtained using a combination of arithmetic and
geometric (Lorentz-Berthelot) combining rules [14]. MD
calculations of crystal structures are performed in the
LAMMPS package [43] for 0.5 ns in the NPT ensemble
without any symmetry constraints imposed on the sys-
tem, and all crystal cell parameters are allowed to vary.
The timestep for the integration of the equations of mo-
tion was set to 1.0 fs. All calculations are performed under
ambient conditions.

3. Results and Discussion

3.1. Ab initio modeling

We test several MP2 and DFT models, as in general
more complexity does not lead to more accuracy. Assum-
ing a close efficiency of the models for both selenate and
selenite ions, a comparison of different ab initio approaches
is performed only for the SeO4

2− ion.
Although all tested DFT functionals successfully rep-

resent the tetrahedral geometry of SeO4
2−, simple GGA

PBE and BLYP functionals with D3BJ correction over-
estimate the equilibrium bond lengths and underestimate
the vibrational frequency ν1. The hybrid PBE0 + D3BJ
DFT and MP2 + D3BJ models accurately reproduce pre-
viously reported bond lengths [44, 45, 46], although MP2
predicts a slightly larger value ν1 (875 cm−1). We take
the equilibrium PBE0 + D3BJ geometry for further cal-
culations with the double-hybrid DSD-PBEP86 and DSD-
BLYP functionals, which are considered among the most
robust and reliable models [47]. However, the difference in
ν1 values between the hybrid and double-hybrid models is
about 1 cm−1, which is much less than the unaccounted
anharmonic effects. We select the DSD-PBEP86-D3BJ
model for further studies, as the computational overhead
is quite low. The equilibrium parameters for this model
among the data from the literature are presented in Ta-
bles 1 and 2 for SeO4

2− and SeO3
2− respectively. Since

the ions have symmetrical structures, only the averaged
angle and bond values are shown.

As can be seen from Table 2, similar accuracy is ob-
served for SeO3

2−. Again, the vibrational frequency is
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Table 1: Comparison of structural and vibrational properties of
SeO4

2−.
Source Se−O, nm O−Se−O, ◦ ν1, cm−1

DSD-PBEP86 0.1639 109.47 860
QMCF [45] 0.1640 109.0 ±10.0 812
BLYP [48] 0.165 109.42 856
Raman [49] – – 837
Raman [50] – – 835
Neutron scat-
tering [44]

0.1640 110.0 ±3.0 836

LAXS [46] 0.1657 – –
EXAFS [46] 0.1643 – –

larger than the experimental value due to the unaccounted
anharmonic effects [46, 51, 52, 53, 54].

Table 2: Comparison of the structural and vibrational properties of
SeO3

2−.
Source Se−O, nm O−Se−O, ◦ ν1, cm−1

DSD-PBEP86 0.1680 103.39 833
M05-2X [53] 0.1687 106.5 –
PBE0 [53] 0.1689 106.8 –
FC-MP [53] 0.1708 107.3 –
HF/ECP [53] 0.1662 106.4 –
HF/all-el. [51] 0.1664 106.4 –
HF [52] 0.1662 106.8 –
FC-MP2 [52] 0.1708 107.3 –
CISD+Q [52] 0.1699 107.1 –
MP2 [54] – – 771
LAXS [46] 0.1709 – –
EXAFS [46] 0.1701 – –
IR [54] – – 807
Raman [54] – – 807

We also calculate solvation energies, which are further
used to fit the non-bonded parameters of the force field.
For SeO4

2−, our calculations provide the value of −1000
kJ/mol, while the experimental value is higher (−900
kJ/mol). However, all previously calculated energies are
lower than the experimental data, the values of −1110
and −1047 kJ/mol were previously reported [55, 56, 57].
SeO3

2− solvation energy is known only from the ab initio
calculation. Wicke and Meleshyn [53] give the range be-
tween −939.7 and −1027.2 kJ/mol, while our value is lower
(−1097 kJ/mol) due to the different solvation model. It
should be noted that our reported hydration energies in-
clude the standard state correction 7.9 kJ/mol (change of
a gas at 1 atm to a 1 M solution).

3.2. Evaluation of the force field parameters

The harmonic bond and angle terms (Eq. 5, 6) are ob-
tained from the Hessian matrix with the modified Semi-
nario method [28] in the Sobtop code [29] . The resulted
parameters for SeO4

2− and SeO3
2− ions are given in Ta-

ble 3.

Table 3: Harmonic bonds and angles force field parameters for sele-
nium oxyanions
Ion i− j kr, kJ/mol/nm2 r0, nm
SeO4

2− Se – O 3.247758× 105 0.163923
SeO3

2− Se – O 2.874878× 105 0.168000

Ion i− j − k kθ, kJ/mol/rad2 θ0, ◦

SeO4
2− O – Se – O 627.316 109.47

SeO3
2− O – Se – O 904.765 103.39

Lennard-Jones and Couloumb parameters (Eq. 2, 3) are
fitted to reproduce the hydration free energy ∆Ghydr and
the effective ionic radius using the algorithm described in
Ref. [39]. The target values are taken from the ab initio
simulations, presented in Section 3.1. The effective radii
from the LAXS experiments [46] are used as a control pa-
rameter, as these values are not available in the implicit
solvent model.

We start the optimization process for the SeO4
2− ion.

The Mulliken atomic charges [58] from the ab initio calcu-
lations are used as an initial guess for the Couloumb po-
tential (Eq. 2). The starting values for the Lennard-Jones
parameters (Eq. 3) are deduced from the SO4

2− constants
(εS = 0.837 kJ/mol, σS = 0.355 nm, εOS

= 0.650 kJ/mol,
σOS

= 0.368 nm) [59, 39], since the oxyanions of Se and S
have similar properties [46].

The following parameters are chosen for optimization:
εSe, σSe, σOSe

, qOSe
. Since the total charge of the ion

is −2, a change of qOSe
leads to a change of qSe. We do

not vary εOSe
to reduce the number of adjustable param-

eters [39].
For simplicity, we consider these parameters indepen-

dently. In this case, global optimization can be achieved
by successive optimization of each value in order to mini-
mize the difference between classical MD and ab initio hy-
dration energy ∆Ghydr. Firstly, we optimize the selenium
parameters σSe and εSe and then proceed to the oxygen
parameter σOSe

. We choose an acceptable range for each
variable and then use the multigrid search to find the best
combination of the parameters. The fineness of the grid is
adjusted after each successful optimization cycle. To accel-
erate the calculations, we use short 100 ps MD trajectory
for each λ during optimization. This slightly increases the
uncertainty of ∆Ghydr, but significantly speeds up the cal-
culation. However, for the final set of parameters, we use
longer 1 ns trajectories.

We could find the reasonable force field without tuning
the initial atomic charges. However, they can be further
adjusted to more accurately reproduce some other proper-
ties.

The above procedure for SeO4
2− ion is also performed

for SeO3
2−, but with a slight modification of the initial

guess. We take the already found Lennard-Jones parame-
ters εSe, σSe without further optimization and vary only
the σOSe

parameter.
The obtained parameters of the Lennard-Jones and
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Coulomb potentials are shown in Table 4.

Table 4: Lennard-Jones and Coulomb potentials parameters for
SeO4

2− and SeO3
2−.

Ion i qi, e εi, kJ/mol σi, nm
SeO4

2− Se 1.4084 0.76 0.455
O −0.8521 0.65 0.340

SeO3
2− Se 1.0846 0.76 0.455

O −1.0282 0.65 0.373

Given the existence of multiple independent parameters
within the optimization system, it can be reasonably as-
sumed that a similar result can be achieved with a dif-
ferent set of parameters. Nevertheless, the obtained force
field demonstrates good transferability, as will be discussed
further.

Table 5 presents the results of the calculation of the
hydration free energy by the classical MD for selenium
oxyanions, as well as their comparison with the literature
data. The selected L-J and Coulomb parameters demon-
strate a very good agreement with the ab initio calcu-
lations. In the case of SeO2−

4 ion, our force field gives
∆Ghydr = −1001.3 kJ/mol, while the target ab initio value
is −1000.05 kJ/mol.

Similar accuracy is observed for the SeO3
2− ion. The

classical MD gives ∆Ghydr = −1096.13 kJ/mol, while our
ab initio modeling predicts ∆Ghydr = −1097.64 kJ/mol.

3.3. Structural properties of the hydrated oxyanions

Table 6 presents the average bond lengths for the
SeO4

2− and SeO3
2− in water. The intramolecular pairs Se

– OSe as well as the intermolecular Se – Ow, Se – Hw, OSe –
Ow and OSe – Hw are studied. The effective radius is also
calculated for the observed ions. It is usually defined as
the average distance between the center of mass of the an-
ion and the oxygen atoms of surrounding water molecules,
i.e., r(Se – Ow) [39]. However, hydration spheres are not
included in the experimental values. Therefore, the exper-
imental radius of the water (0.140 nm) is subtracted from
this distance [60] to obtain the effective radius.

Considering SeO4
2− ions, the Se – OSe bond length is

0.164 nm, the value between 0.164 and 0.166 nm is ob-
served in the experiments. The effective radius of SeO4

2−

is 0.257 nm, which is close to the experimental value of
0.249 nm [46]. Moreover, the Se – Ow distance is 0.397
nm, which is in agreement with both the LAXS data [46]
and the results of QMCF modeling [45]. The average inter-
atomic distances between OSe and water oxygen is 0.285
nm and 0.189 nm between OSe and water hydrogen.

The reported values are taken from the correlation func-
tions g(r) and running coordination number CN(r) pre-
sented for the selenate-containing system in Figure 1.
These functions illustrate the structure of the solvation
shell. We determine the position of the second peaks in
Figure 1, which is located at a distance of approximately
0.6 nm for the Se – Ow pair and approximately 0.45 nm

for the Se – Hw pair. A plateau at 0.45 – 0.5 nm can be
noticed for the OSe – Ow pair. Its origin may be due to the
influence of other OSe atoms. For the OSe – Hw pair , the
intensities of the second and third peaks are close, which
reflects the rotation of water molecules near the solvation
shell. By evaluating the number of neighbors through the
coordination number function, we find that the average
number of water molecules in the first solvation sphere is
14.22. This value is close to the value for SO4

2− from
Ref. [39].

A similar analysis is also performed for the selenite ion.
The average interatomic distances between the nearest
atoms in the solvation sphere for this ion are also sum-
marized in Table 6. The length of the intramolecular
bond between selenium and oxygen, obtained by classical
MD calculations, is equal to 0.169 nm, which is greater
than the same bond in the SeO4

2− ion. This value is
in good agreement with the data in the literature, where
it varies between 0.1687 to 0.171 nm [53, 46, 61]. The
interatomic distance between selenium and water oxygen
is 0.393 nm, slightly exceeding previously reported values
0.375 – 0.387 nm in Refs. [53] and [46]. However, we cor-
rectly reproduce that selenite Se−Ow distance is smaller
than the selenate value [46, 45]. Additionally, the esti-
mated effective radius of SeO3

2− is 0.253 nm versus 0.239
nm in the experiment [46].

The plots of the radial distribution and coordination
functions for the selenite-containing system are shown in
Figure 2. We note the appearance of a small shoulder in
the vicinity of 0.45 nm for the Se – Ow pair, which corre-
lates with the experimental observations of clustered water
molecules outside the lone electron pair on selenium [46].
This effect can also be observed on the Se–Hw plot, where
the second and third peaks are somewhat merged into a
double peak.

3.4. Anionic mobility
The force field should reproduce the mobility of a par-

ticle with sufficient accuracy. We calculate the diffusion
coefficients using the Einstein’s ratio [62]:

D =
1

6
lim

t−→∞

dMSD(r)

dt
, (11)

where MSD is the mean square displacement of an ion.
We employ the additional 100 ns MD run in the NVT

ensemble to calculate the time-averaged mean square dis-
placements. Atomic positions are dumped every 500 steps.
To calculate the tracer diffusion coefficient, we use the
TRAVIS package [37, 38]. We observe that even long
100 ns MD trajectories do not allow us to obtain the re-
producible result in a series of independent runs. As a
compromise, we set the correlation depth at 25 ps to avoid
fitting over less accurate long-time correlations [39].

As diffusion coefficients are sensitive to finite-size effects
due to long-range nature of hydrodynamic and electro-
static forces [63], we perform several calculations with dif-
ferent cell sizes (L = 3, 4, 5, 6 nm) to obtain DL at each
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Figure 1: Radial distribution functions and their number integrals for SeO4
2− oxyanions.

Figure 2: Radial distribution functions and their number integrals for SeO3
2− oxyanions.
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Table 5: Results of the hydration free energy calculation with the classical MD. All values are given in kJ/mol.
Ion ∆GLJ ∆GCoul ∆Gpress ∆Gsurf ∆Gfs ∆Ghydr Source
SeO2−

4 1.62 −1117.34 7.92 106.1 0.60 −1001.10 MD, this work
– – – – – −1000.1 double-hybrid DFT, this work
– – – – – −900 Experimental [55, 56]
– – – – – −1110 Thermodynamics [55, 56]
– – – – – −1047 Cosmo RS [57]

SeO2−
3 6.90 −1217.63 7.92 106.1 0.58 −1096.13 MD, this work

– – – – – −1097.64 double-hybrid DFT, this work
– – – – – −939.7 to −1027.2 hybrid DFT & MP2 [53]

Table 6: Average interatomic distances in hydrated selenium oxyanions: MD modeling and literature data. All values are given in nm.
Ion Se – OSe Se – Ow Se – Hw OSe – Ow OSe – Hw Source
SeO2−

4 0.164 0.397 0.307 0.285 0.189 MD, this work
0.1657 0.394 – – – LAXS [46]
0.1643 – – – – EXAFS [46]
0.164 – – – – Neutron scattering [44]
0.164 0.400 – – – QMCF-MD [45]
0.165 – – 0.275 0.178 DFT [48]

SeO2−
3 0.169 0.393 0.301 0.296 0.199 MD, this work

0.171 0.387 – – – LAXS [46]
0.170 – – – – EXAFS [46]
0.1687 0.375 – – 0.183, 0.185 Hybrid-DFT [53]
0.169 – – 0.275 0.175 DFT [61]

cell size, so we can extrapolate results to the infinite cell
and get D∞ [36].

The system with one ion surrounded by water molecules
is not charge-neutral. As electrostatic effects could affect
the diffusivity, we have tested the validity of method by
calculating the well-known diffusion coefficients of SPC/E
water. The calculated self-diffusion coefficient of water
DH2O∞ = 2.35±0.01 m2/s, which is close to the literature
data [64, 65, 66]. However, some authors report higher
values [39, 67], which is most likely due to the different
MD protocol.

The calculated diffusion coefficients for oxyanions are
presented in Table 7. The calculated self-diffusion coef-
ficient of the SPC/E water model is larger than the ex-
perimental value, and some authors additionally scale the
tracer diffusion coefficient in the SPC/E water by a factor
of 0.82 [39]. For clarity, we show the diffusion coefficients
with and without correction in Table 7.

The tracer diffusion coefficients are close to the exper-
imental data. Thus, for SeO4

2− it is 0.8 × 10−9 m2/s,
and for SeO3

2− it is 0.85 × 10−9 m2/s. Taking into ac-
count three independent runs, the calculated uncertainty
is about 0.25 × 10−9m2/s. Since the force field parame-
ters are not fitted to this property, we could approve the
predictive power of the generated force field.

3.5. Solid selenate phases

As mentioned above, sulfate anions could be replaced
with SeO4

2− in crystalline calcium sulfoaluminate hy-

Figure 3: Diffusion coefficients dependence from the cell size. The
color pallete is as follows: red is SeO3

2−, blue is SeO4
2−, black is

for H2O. Measurement uncertainty for ions is shown only for SeO3
2−

for clarity.
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Table 7: Diffusion coefficients of SeO4
2− and SeO3

2− in water.
Ion D × 109, m2/s
SeO4

2− 0.80
0.98∗

0.714 [68]
0.94 [69]

SeO3
2− 0.85

1.10∗

0.89 [70]
*SPC/E model self-diffusion scaling

drates (AFt and AFm phases) [6, 7, 8, 9]. Thus, the SeO4-
AFt and SeO4-AFm phases are stable in the cement ma-
trix. In addition, calcium selenate phases can precipitate
in the presence of calcium cations, selanate anions and
water molecules in the pores of hardened cement, where
the typical pH values are about 12–13. The CaSeO4·2H2O
compound [71] similar to gypsum and CaSeO4·0.625H2O
phase [72] similar to bassanite are known.

Using the new parameterization for SeO4
2−

in conjuction with the ClayFF force field, we
model the following hydrated selenate phases:
CaSeO4·2H2O, CaSeO4·0.625H2O, SeO4-AFt phase
(3CaO·Al2O3·3CaSeO4·30H2O) and SeO4-AFm phase
(3CaO·Al2O3·CaSeO4·14H2O). The atomic structures
of the calcium selenate phases are adopted from the
experimental data [71, 72], while SeO4-AFt and SeO4-
AFm structures are based on SO4-AFt (ettringite) and
SO4-AFm (monosulfoaluminate) phases [73, 74] with
the additional water in the interlayer to match the
above chemical formulas. The calculated crystallographic
parameters are listed in Table 8. All crystals remain
stable during the simulation. However, the a and c lattice
parameters of CaSeO4·2H2O structure significantly differ
from the experimental values [71] (up to 18%). This
discrepancy is probably related to the ClayFF model,
as a similar error is known for the equivalent structure
of gypsum (CaSO4·2H2O) [75]. Apparently, additional
detailed parameterization for the CaSeO4·2H2O model is
required, as it is done for the gypsum with the IFF force
field [76].

Surprisingly, the CaSeO4·0.625H2O model shows a good
agreement with the experimental data [72]. The deviation
in the calculated lattice parameters is less than 5%. The
SeO4-ettringite model shows slightly larger deviation (up
to 5%) from the X-ray data [9]. For the SeO4-AFm phase
model it is only possible to compare the layer distance,
which is slightly smaller than the experimental value [6].

4. Conclusion

In this work, we propose the force fields to model se-
lenate and selenite ions in aqueous solutions using clas-
sical molecular dynamics. The corresponding parameters

are summarized in Tables 3 and 4. In addition, we pro-
vide these parameters in the GROMACS format as a Sup-
plementary Material. The non-bonded terms of the force
fields are fitted to reproduce the ab initio geometries and
harmonic vibrations of ions with the implicit solvation
model. Lennard-Jones and Coulomb terms are adjusted
to match the ab initio solvation free energies. Although
we developed our model in conjunction with the SPC/E
water, it can be extended for other popular non-polarizable
three- or four-point water models.

We verify the created force field by calculating tracer dif-
fusion coefficients and structural parameters of some solid
hydrated selenate phases. Both new selenite (SeO3

2−)
and selenate (SeO4

2−) force fields can be used to study
the inner- and outer-sphere complexes on the surfaces of
clay, cement, and other materials using classical molecu-
lar simulations (e.g., ClayFF and IFF force fields [14, 77]).
Furthermore, selenate (SeO4

2−) force field can be used for
modelling hydrated layered and nanoporous minerals.
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