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Exchange repulsion, the dominant repulsive contribution to intermolecular interaction energies, is caused by
the Pauli principle, which enforces that electrons with the same spin must not be located at the same place.
Starting from the Heitler-London expression of the exchange-repulsion energy, E., ., we investigate how it can
be partitioned into physically relevant and comprehensible contributions. We demonstrate that a division of
E.. into a positive kinetic and a negative potential part is possible. However, these contributions correlate
only poorly with the actual exchange-repulsion energy. A meaningful partitioning of E. . is derived, where
the kinetic energy contribution belongs to a term that vanishes for exact Hartree-Fock wave functions. The
remaining pure potential energy terms are distinguished into an exchange integral contribution, E;, as well
as contributions to the repulsion-energy with two, three and four orbital indices (Ey,.o, Fy.3, and E,.,).
Qualitative explanations of these terms and their physical origin are proposed. The forms, relationships and
absolute sizes of the four parts of E,, suggest an intuitive partitioning of the exchange-repulsion energy into
orbital-pair contributions. Insight into the analytic form and quantitative size of the contributions to E,,
is provided by considering the 3% (10,10,) state of the Hy molecule, the water dimer, as well as an argon
atom interacting with Cly and Ny. It is demonstrated that E,, is best described as being due to the potential

energy and that its leading contribution, E, ,, provides an intuitive qualitative and quantitative approach

towards the exchange-repulsion energy.

I. INTRODUCTION

The interaction energy, E. ,, of neutral atoms and/or
molecules is generally dominated by electrostatic inter-
actions, £, London dispersion, Eyp and a repulsive
contribution which is designated as (Pitzer) strain, steric
hindrance, overlap repulsion, kinetic repulsion, Pauli re-
pulsion, exchange or exchange-repulsion energy, E, .15
Additionally, induction (polarization), charge-transfer,
hyperconjugation and covalent contributions to the inter-
action energy are frequently considered.’ ' As the dom-
inant repulsive interaction, exchange-repulsion provides
generally a large positive contribution to the interaction
energy. At the minimum structures of molecular dimers,
E_, is generally larger than the (absolute) interaction en-
ergy, F, ..>'? In any case the exchange-repulsion energy
is a crucial contribution to E, , as it determines the space
that is required by atoms or molecules in condensed mat-
ter. B, essentially depends on the overlap of the orbitals
of the interacting systems and decays exponentially with
their distance. In force fields it is commonly approxi-
mated by atom centered potentials as proposed by e.g.
Lennard-Jones'3 1'% or Born and Mayer.'%!” Even though
significant effort has been spent to improve this descrip-
tion (see e.g.'®2%), such force fields often have problems
in correctly predicting molecular crystal and aggregate
structures.?! 2® Recent investigations concluded that fea-
tures in the exchange-repulsion energy that can not be
represented by atom centered potentials may be the rea-
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son for this failure.26-34

While molecular interaction energy, E,., is a physi-
cally well-defined property, the above-mentioned energy
contributions can only be obtained by an energy decom-
position analysis (EDA) which requires an ad hoc def-
inition of energy contributions. A multitude of EDA
methods have been published,!!3>*! but only some of
them provide comparable, reliable, physically meaning-
ful, and chemically plausible contributions to the in-
teraction energy of atoms and molecules.??*>4> Among
these approaches, Symmetry-Adapted Perturbation The-
ory (SAPT) stands out as a theoretically well-defined
method that can be applied at different levels of ap-
proximation. It has been shown that SAPT provides
physically reasonable results that are in good agreement
with the more elaborate EDA variants.?%4374° Several
empirical and approximate expressions of the exchange-
repulsion energy have been proposed (see Ref. 46 for an
overview).

Despite the enormous importance of the exchange-
repulsion energy for the appearance of matter, our un-
derstanding of its origin is surprisingly limited. There
is not even agreement in the literature on how the lat-
ter results from the underlying electronic structure. Us-
ing the Hellmann-Feynman®”*® theorem, Salem*’ con-
cluded that exchange repulsion is mainly due to poten-
tial energy terms. He argued that the Pauli principle
enforces a reduction of the electron probability density
in regions where electrons from two approaching systems
appear simultaneously, which leads to reduced electron-
nuclear attraction. In contrast, Baerends? showed that
antisymmetrization of the orbitals of two approaching
systems goes along with an increase of the expectation
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value of the kinetic energy. Other authors supported
this point of view by coining the name ’kinetic energy
pressure’.’* 52 Szalewicz and Jeziorski® argued that the
exchange-repulsion energy is due to a tunneling effect
and that it can be motivated by additional nodes in the
wave functions. As nodes are accompanied by larger
curvatures of the wave functions, this suggests that the
exchange-repulsion energy is associated with an increase
of the kinetic energy. However, in the SAPT approach,
which is reviewed in the work of Szalewicz and Jeziorski,”
the exchange(-repulsion) energy is expressed exclusively
by matrix elements of potential energy operators,®®°*
which was already proposed as early as 1936 in the sem-
inal work of Landshoff on the cohesive energy of NaCl.%®

Thus, we end up in two mutually exclusive statements
that the exchange-repulsion energy is either due to ki-
netic energy terms or free from kinetic energy and thus
caused by the potential energy. One may think that this
contradiction can be resolved by the virial theorem,®
which links kinetic and potential contributions to the to-
tal energy for stationary structures and indeed applies
to the interaction energy.”” However, the virial theorem
is obviously not valid for energy contributions to E, , as
the electrostatic or the exchange-repulsion energy. The
question why the exchange-repulsion energy can be rep-
resented either with or without kinetic energy contribu-
tions has been explained by making use of stationary con-
ditions of the interacting systems®3°7:58 (see also below).
We summarize that the exchange repulsion energy is an
important but elusive quantum mechanical quantity that
is not amenable to a simple interpretation. Furthermore,
there is no reliable, physically motivated, and pictorial
explanation for this quantity which makes it possible to
derive efficient approximations and comprehensible con-
stituents to E,,. This is what we shall try to develop in
the following.

For that purpose, we consider the representation of
the exchange-repulsion energy by SAPT and the re-
lated Heitler-London approach® for closed-shell atoms or
molecules. The latter has been worked out in the context
of intermolecular interactions by Hayes and Stone,®0:%!
Tang and Toennies,*?:%3 and by others.’*5> We show that
an accurate approximation of the exchange-repulsion en-
ergy of two closed-shell systems can be obtained from a
few matrix elements of the occupied orbitals of the in-
teracting systems. This allows to separate E,,. in a few
contributions and provides insight into the physical ori-
gin of this interaction. We also formulate the analogous

J

theory for the exchange-repulsion energy of two hydro-
gen atoms in the open-shell 3¥f (1o,10,) state. Here
the wave functions of the separated systems and their
energy expectation values are directly accessible, allow-
ing to analyze numerical and analytic properties of the
exchange-repulsion energy. We demonstrate that this al-
lows to interpret contributions to the exchange-repulsion
energy and to estimate their relative size. Similar in-
vestigations are also presented for several aggregates of
closed-shell systems. These results provide an interpre-
tative basis for explaining the physical origin of the re-
pulsive intermolecular forces.

Following this drain of thoughts, this article is orga-
nized as follows: In Sec. II, various representations of
the exchange-repulsion energy between two closed-shell
molecules are presented and the separation of the terms
into contributions is discussed. On that basis, we propose
in Sec. III an analogous partitioning for the exchange-
repulsion energy of the open-shell triplet hydrogen sys-
tem. Analytical and numerical results of the latter are
discussed to aid the interpretation of the contributions,
which is provided in Sec. IV. The implementation for
closed-shell systems is described in Sec. V and results for
the energy contributions to E,, for several water dimer
structures as well as for the interaction of an argon atom
with either a nitrogen or a chlorine molecule are given
in Sec. VI. Finally, Sec. VII concludes and provides an
assessment of the information gained on the exchange-
repulsion energy.

Il. THE EXCHANGE-REPULSION ENERGY FOR
CLOSED SHELL SYSTEMS

Hayes and Stone%%:6! derived analytical expressions for

the energy contributions of two interacting subsystems
(atoms, molecules, or ions) A and B. In the following, we
make use of these expressions and assume that the wave
functions of these individual systems are represented by
closed shell Slater determinants with Hartree-Fock or-
bitals. The occupied orbitals of system A and B are or-
thonormal and may be chosen to be eigenfunctions of the
respective Fock operator. However, we shall only make
use of this if explicitly stated. Orbitals of system A are
generally non-orthogonal to the orbitals on B. The en-
ergy expectation value of a Slater determinant consisting
of these orbitals is given by5%:61

Eiot = Z 2(i|T + Va + VBU)Sj_il + Z[Q(ij‘kl) — (il k)95 Syt + Vaa + Vas + Vas, (1)

j ijkl

where V4 (Vg) is the electron nuclear attraction op-
erator comprising all nuclei at molecule A (B), T is

(

the kinetic energy operator, (ijlkl) a two electron in-
tegral in charge density (Mulliken) notation (ij|kl) =
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S 0 (P05 (7) 7=k (Fa) i (72) 7y diy where the indices
i, j, k, and [ run over all occupied spatial orbitals of the
dimer system. Vxy represents the nuclear repulsion en-
ergy of all nuclei in the subsystems X and Y. Note, that
the matrix elements of the inverse overlap matrix Sl-gl
are required to evaluate this energy expectation value,
where the overlap matrix is S;; = (i]j).

E ., =Fow—Fs—Ep—E,. (2)
Here

Ea —22 a|Va + T)a) +Z[2 aala’a’) —

a,a’

(3)

is the Hartree-Fock energy of monomer A and an analo-
gous formula applies to B. We have deliberately chosen
to designate the occupied orbitals on the system A with
the indices a and a’ and those on B with b and ¥’, as this
makes it much easier to associate orbitals with their sys-
tems. Note, that a or b stand for occupied (rather than
virtual) orbitals and that an index a in a sum is meant
to run over all occupied orbitals of system A. With the
electrostatic interaction energy

Ey =Y 2(a|Vsla) +Z (b|Valb) + > 4(aalbb) + Vas,

a a,b
(4)

we obtain the exchange-repulsion energy as®:6!

ij
> [2(i4]kl) —

ikl

— ) " 2(ablba), (5)
ab

i)+

(“Uk)](sz‘;lsﬁl — 0i0k1)

which is frequently designated as Heitler-London
theory.?9:62:63.65 Tts kinetic energy contribution can be
defined as

T = 2an(sj;1 —8ji). (6)
2]

EF =B — QZ (a|F|b)Shq

(aa'la’a)] + Vaa,

The exchange-repulsion energy includes the strictly
negative exchange-integral contribution

Eg=>_ —2(ablba) (7)
ab
and the repulsion energy
Erep - Exr - Exi' (8)

Su and Li*® designate the result of Eq. (8) as repulsion
energy as in the present work, while they refer to the
sum over the exchange integrals in Eq. (7) as “exchange
energy.” However, the very same name is used in SAPT
theory to designate an energy contribution corresponding
essentially to E,.53°%5866 Thus, the name “exchange
energy” is used for related but very different properties
which have even opposite signs. In order to avoid ambigu-
ities, we avoid the term “exchange energy” in the present
Work and denote E,,, E,.,, and E; in Egs. (5), (8), and
(7) as exchange-repulsion energy, repulsion energy, and
exchange-integral contribution, respectively. Our defini-
tion of E,, provides essentially the same results as the
simplest variant of the repulsive energy from symmetry
adapted perturbation theory, SAPTO, which is generally
designated as E( CO).53 66-69

The inverse overlap matrix elements in Eq. (5) can
be simplified by recognizing that the diagonal elements
of the overlap matrix (Sj;) are equal to one and that
only the non-diagonal matrix elements corresponding to
orbitals on the different systems (S, and Sp,) are non-
zero. We found that the absolute size of these matrix
elements does generally not exceed a value of 0.08 for
thermodynamically accessible structures. If we define P
as a matrix containing the non-diagonal matrix elements
of S which means S = 1 + P, the inverse overlap matrix
can be expanded in a Taylor series as

St'=1+P)'=1-P+P%... (9)
A reasonable expression for the exchange-repulsion en-
ergy is obtained by truncating this expansion after the
quadratic term which shall be named EZL * in the fol-
lowing. Using the Fock operator of the total system
F = Fj+Fg—T,7 this approximation to the exchange-
repulsion energy can be written as

+2Z alFla’) Zsabsba +2) (b|F) Zsba aby

bb’

+2 > [ (abla’b') — (ab'|a’b) — (aa’|b’b)]SbaSb/a/. (10)

aba’b’

While Eq. (10) is typically a good approximation for the exchange-repulsion energy in Eq. (5), it is more common
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to neglect all terms which are higher than second order in the differential overlap of the orbitals.
and leads to the exchange-repulsion energy””

designated as S? approximation?®3:66,69,71-76

ES =By —2Y 2(alF|b)Sha
ab

This is generally

+2Z alF + Kgld) Zsabsba +2) (O|F + Kalt) Zsba b

aa’

—2 > (ad'[t'b)SpaSar-

aba’b’

bb’

(11)

Here, terms higher than second order in differential overlap such as (b|K A|0")SapSpar or (abla’t)SapSay are neglected.

In the following we consider Efrg as we shall show that it is more accurate and computationally easier to evaluate.

However, we shall also show that the difference between Ef: and Ef;z is generally very small, so both are equally
appropriate for the accuracy achievable at this level of theory.

The expression for the exchange-repulsion energy in Eq. (10) can be simplified by substituting the total Fock
operator by the corresponding monomer operators, Fi4 and Fg, of the individual systems

E,}::EXIJrQZSba[ (a|Fy + Fp —T|b) +Z (a|Fala’)S, ,b+ZSab,b|FB|b)

+ 22 a|Fg —T|a') Zsabsba/ + 22 blEy — T Zs,,a b

bb’

+2 ) [ (abla’b') — (ab'|a’b) — (aa’|b’b)] SpaShrar. (12)

aba’b’

The kinetic energy contribution to the exchange-
repulsion energy defined in Egs. (10) and (12) is

T}gz =2 Z Sab
ab

_2Tab + Z Taa’ Sa’b + Z Sab’Tb’b
a/ b/
(13)

The latter was discussed by Baerends? who neglected the
generally minor term —27,,S,;, as the remainder of this
expression is typically a much larger and positive con-
tribution. Baerends concluded that the kinetic energy
contribution can be considered to be decisive for the re-
pulsive character of the exchange-repulsion energy, which
motivates its designation as kinetic repulsion.?

However, we shall show below that the kinetic energy
contribution generally behaves rather differently than the
exchange-repulsion energy. Furthermore, it can be cast
into a contribution to the exchange-repulsion energy that
vanishes in the limit of a complete basis set®>°” or if
the same basis is used for both systems in the sense
of a Boys-Bernardi”® counterpoise correction.’® In these
cases, the orbitals of the subsystems fulfill the stationary

(

condition of the respective Hartree-Fock equations. Then
for canonical orbitals Fav, = €,¢q, where ¢, is the or-
bital energy of the orbital a. Thus, (b|F4la) = €, (bla)
and since F4 is hermitian, (a|FA|b) = €, Sap and the or-
thonormality of the monomer orbitals causes that

> (a|Fald')Sar, =€q Sap- (14)
a/
For non-canonical Hartree-Fock orbitals, e.g. localized
ones, the relation
Z(G|FA|G/)S¢1’b :(a|FA|b)a (15)

a/
holds under the conditions mentioned above. Thus, the

exchange-repulsion energy in eq. (12) can be split up into
contributions as follows

EF =B +E o+ Eys+ By, +E (16)
xr — xi Xr2 xr3 xrd xrb>

with
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E
ab

Bz =2 Spala|Fp —T|d') St + 2> Sap(b|Fa — T|b)Spra

aa’b

Epi =2 Su [4(ab|a’b’) — (ab']a'b) — (aa’\bb')} Syrar.

aa’bb’

B, =2 Sha
ab

a

In the following, we shall designate these contributions
as two-index (E,,5), three-index (F,,3), and four-index
(E,.4) terms of the exchange-repulsion energy as well as
its basis-set error (E, ).

The only contribution to E,, with a nonzero kinetic
energy contribution in Eq. (16) is E,_ . As noted before,
it becomes zero in the limit of a complete basis set®>*7 or
if the monomer orbitals are determined in the basis set of
the dimer system.®® The remaining contributions to E_,
(Eys Eypay Eyg, and E, ) are exclusively due to the po-
tential energy. This explains why it is possible to obtain a
correct expression for the exchange-repulsion energy that
does not contain kinetic energy contributions.

All expressions for the exchange-repulsion energy and
its contributions presented above are invariant with re-
spect to unitary transformations of the orbitals on the in-
dividual systems. The terms are of the form 3 ab FabSba
where the sum over a and b runs over all occupied or-
bitals on the systems A and B, respectively. As the or-
bital spaces of the systems are not changed by unitary
transformations, the sums are also not affected. A more

detailed proof of unitary invariance of Ef: is given in the
|

Exr(a7 b) :Exi(a7 b) =+ Exr2 ((1, b) =+ Exr3 (a7 b) + Exr4(av b) + Exrb (av b);

with

Exi(av b) - 2(ab|ba)v
E,o(a,b) = — 2Sp.(a|Fa + Fp — 27b),

B, 4(a,b) =+ 254 [Z(amg —Ta")San+ Y (b Fa — T|b’)Sb,a1 :
bl

a’

Bpa(a,b) =425, % [4(ab|a'b’) — (ab'|a'b) — (aa’|bb’)} St

a’b’

Exrb(a, b) =+ QSab

a/
I1l. EXCHANGE-REPULSION IN THE TRIPLET
HYDROGEN SYSTEM

For the Hy molecule in the 3%} (lo,l0,) state, the
ground-state wave functions of the monomer systems and

w2 = — 2ZSba(a|FA + FB — 2T|b)

abb’

—(alFalb) + ) (alFala’)Sus — (b]Fpla) + Y (B Fs[6) Sy

—(alFalb) + ) _(alFala’)Swp — (0]Fsla) + ) Say (V' Fs[b)

b’

(

supporting information of this article.

As we shall see below, the terms with the largest abso-
lute values are E,, and E,;. Both contain only two or-
bital indices which allows defining unambiguous orbital
contributions with one orbital (a) from system A and
another one (b) from B. E 5 and E,,, cannot be unam-
biguously assigned to orbital pairs as they contain sums
over further orbitals. However, we shall show below that
E.5 is rather small for neutral systems, while E, ., turns
out to be essentially proportional to E, . This motivates
the definition of orbital contributions to Ef: which run
over all occupied orbitals of the interacting systems and
sum up to the exchange-repulsion energy as

EE =3 B, (ab). (21)
ab

We designate the E,.(a,b) terms as Molecular-Orbital-
Pair Contributions to the Exchange-repulsion energy
(MOPCE). They can be partitioned in analogy to
Eq. (16) as

. (27)

b’

(

all required integrals are known analytically.5?:6479:80
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Furthermore, a highly accurate potential energy curve
of this state is available from the seminal work of Kolos
and Wolniewicz®! who obtained the binding energy of
1.97 x 107°Ey, (~—0.052kJmol ') at the interatomic
distance R = 7.8au (=~ 4.13 A).

We consider a Slater determinant with two triplet-
coupled electrons in the symmetrized and orthonormal-
ized orbitals

10g == m()ﬁl + Xb)7 (28)
1
lo, = T_S)(Xa - Xb)7 (29)

resulting from the hydrogen 1s orbitals x, and xp. The
corresponding energy expectation value is given by%

haa + hop — 2Shey + (aalbb) — (ablba) 1

E
1-.52

(30)

Here S = (xa|X») is the overlap integral, (ablba) =
(Xa(l)Xb(l)‘%|Xb(2)Xa(2)) the exchange integral, and

hay = (xalh|xs) the one particle integral where h =

T+ V4 +Vg. We define the electrostatic energy as before
by

E¢ =% + (a|VBla) + (b]Valb) + (aalbb). (31)
The total energy in Eq. (30) furthermore comprises the
energies of the monomers (E4=Fpg) and the exchange-
repulsion energy. If we neglect all terms with higher than
second order in the overlap, we obtain in analogy to the
considerations above

EP —_F_E,—Ep—E
xr — A B el-

= — 2hapS + [haa + hep + (aalbb) — (ablba)]S?.
(32)

The contributions of the kinetic and potential energy op-
erators to this exchange-repulsion energy are given by

TP* = — 2T, S + (Tha + Thy) S, (33)
and

VE" = = 2V, S+ | Vi + Vip + (aalbb) — (ab|ba)} 52,
(34)

where V = VA + VB.

In order to rewrite this result in a form that resembles
the orbital contributions to the two-, three-, and four-
index terms of the exchange-repulsion energy, we intro-
duce Fock operators as e.g. Fa = T + Vs + Js — Ka.
The monomer orbital y, is an exact eigenfunction of this
operator and the respective eigenvalue is simultaneously
the orbital energy and the total energy of the hydrogen
atom A

FaXa = EaXa- (35)

In analogy to Egs. (16) to (20) the approximate
exchange-repulsion energy of the triplet-hydrogen system
can be written as

Efrz =Ey+ By + Egyz + By + Egys (36)

with
E_; = — (ablba) (37)
E o =—(a|Fa + Fg — 2T|b)S (38)
By =5 [(0]F4 = T10) + (al B3 — Tla)] (39)
B, =-S5 {(aa|bb) - (ab|ba)] (40)

Eyyp, =S[—(alFalb) + (a Fala)S] — (b Fpla) + (bIFBl(bif)]]

The contributions to EX” for the (open-shell) triplet hy-
drogen system are written here in a form corresponding
to the closed-shell-singlet interactions of Egs. (7), (17),
(18), and (19). The basis-set error E_, is zero, as the
wave functions are exact eigenfunctions of the Fock oper-
ators, and therefore neglected. We note, that the kinetic
energy contribution to the exchange-repulsion energy is
completely contained in this term. The two index term
can be rewritten as

Ey = — (bla)(a|Vs(b) = (alp)(BVala).  (42)

As the electron-nuclear attraction operators VA and VB
are strictly negative, E,_ ., is a positive quantity. Simi-
larly, the three index term E, ; can also be expressed as
a matrix element containing exclusively potential energy
operators

By =57 [(b\VA +Ja— Kalb) + (a|Vp + Jp — fi’B\a)]
(43)

For the hydrogen 1s ground state atomic orbitals, the
matrix elements discussed in the preceding subsection are
analytically known and collected in the appendix. With
these expressions, the asymptotically leading terms of
the exchange-repulsion energy contributions can be writ-
ten as polynomials of the interatomic distance R times a

power of e2F as
E, = (2 +4R + ng + ?Q)R?’) e 2R (44)
__ R76 5 —4R
E 5= o7 +O(R’) ) e (45)

1 5 2 1.
Egy=—|5+2+sR+-R*+-R*)e 2" (46
xrd <R+ +3 +3 +9 >e (46)
E.5 is generally negative but small as compared with the
two and four index terms which are positive and negative,
respectively. For large R the ratio E, ,/FE,, ., approaches
1

G-
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FIG. 1. Exchange-repulsion energy and its contributions for
the *3f (1o410,) state of Hy as a function of the interatomic
distance R.

The corresponding expansion of the kinetic energy con-
tribution to the exchange-repulsion energy of Eq. (33) is

TP = (?)R2 + %Rg' + SR‘*) e 2R, (47)

We see that T, ,52 decays as R* e 2% for large R, whereas
the repulsion energy contributions behave as R?e 2%,
For that reason, we may conclude that the kinetic en-
ergy contribution, T\, is less appropriate to describe the
repulsive interaction than E, ., and E, 4.

It is known%382-84 that the Heitler-London Ansatz®®
for the exchange-repulsion energy used here becomes in-
adequate for large distances. Herring and Flicker®® as
well as Smirnov and Chibisov® derived that the correct
asymptotic behavior of the exchange-repulsion energy of
the H, triplet state is proportional to R?°e~2% while the
Heitler-London analog behaves as —R? In(R)e 2% due to
a respective term in E,;. However, as pointed out by
Tang et al. in Ref. 80 the present approximation is rea-
sonable for inter-atomic distances where the exchange-
repulsion energy is in the order of the thermal energy at
room temperature.

In Fig. 1 E, and its contributions are depicted as a
function of the interatomic distance R. The figure un-
derlines that the kinetic and potential energy contribu-
tions are positive and negative, respectively, and their
absolute values are both significantly larger than the
exchange-repulsion energy itself. FE. ., is positive and
larger than FE.,, while the other contributions of the
exchange-repulsion energy are consistently negative. As
expected from the asymptotic expansions of the contri-
butions to E,, in Eqgs. (44-46), E,,5 is much smaller in
absolute value than the exchange-repulsion energy and
the other contributions to it. The four index term E_.,
is negative and about of the same absolute size as E,
while E; is even more negative.

Further insight into the behavior of the contributions

TABLE 1. E,, and its contributions as well as the electro-
static energy of the *¥ state of the H, molecule. Relative
energies as compared to the exchange-repulsion energies are
also shown to indicate to which extent the energy contribu-
tions are proportional to E,,. Energies are given in kJ mol™".

r (au) 5.2 7.8
r (A) 2.75 4.13

E E/E, E E/E,,
Jom 430 1 0.05780 1
T, 21.91  5.10 0.51989  8.99
Vo, —17.70 —4.12  —0.46211 —7.99
EF? 422 0.98 0.05778  1.00
E., 1507 3.50 0.22559  3.90
E.s; —011 —0.02 —0.00004 0.00
E., —350 —081 —0.04777 —0.83
E,  —7.24 —168 —0.12001 —2.08
E..* 243 057 —0.05172 —0.89

a after Kotos and Wolniewicz.8!

b with more digits this value is 0.9997.

to the exchange-repulsion energy of the Hy (3LF) system
is provided in Table I where the numerical values of these
energies are collected for two structures. At R = 5.2au
the very accurate Born-Oppenheimer potential energies
of Kolos and Wolniewicz®! correspond to the average
thermal energy at 292K (i.e. about room temperature),
while the minimum of the respective potential energy
curve is found at the other structure with R = 7.8 au.
At the minimum FE. . is approximately the negative of
FE. .. indicating that here the attractive contributions to

int?
the interaction energy are about minus two times the

exchange-repulsion energy. E,ZZ underestimates E,, by
only 0.03% (1.9%) for R = 7.8au (5.2au). At these dis-
tances, the kinetic energy grossly exceeds E,, by a factor
of 5 (9). The contributions E 4, E, 4, E, .4, and E are
essentially proportional to E.,.

In the following, we want to investigate the exchange-
repulsion energy of a given aggregate system for struc-
tures that can be considered to be chemically relevant.
For decreasing distances between the constituent com-
ponents, E. . increases exponentially, soon becoming so
large that the respective structures can hardly be reached
in a thermal ensemble. We tentatively define the upper
limit for chemically relevant exchange-repulsion energies
as the highest E,, value found for an aggregate struc-
ture which has an intermolecular energy that is 12kJ/mol
above the minimum structure. According to the Boltz-
mann distribution, this short-distance aggregate struc-
ture is populated at 298 K for about 100 times less likely
than the equilibrium structure. With increasing distance,
the exchange-repulsion energy decreases and soon reaches
such small values that it does not influence the popula-
tion of aggregate structures any more. The definition
of the lower boundary for chemically relevant exchange-
repulsion energies is less clear, as we have to distinguish
whether the aggregate is dissociating due to thermal acti-
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FIG. 2. Exchange-repulsion energy and its contributions for
the *3f (1o410,) state of the Hy molecule as a function of
E,..

vation or not. The former case is assumed to be reached
when the dissociation energy of the aggregate is below
10kJ/mol. In this case, the aggregate is rather weakly
bound and we define the lower bound to be the exchange-
repulsion energy of the equilibrium structure. For higher
aggregate binding energies the lower boundary is set to
the lowest E,, value found for a long-distance aggregate
whose interaction energy is 12kJ/mol above the equili-
bium energy. According to Tab. I the chemically relevant
E,, values for the Hy (3X) system are thus in the range
between 10kJ/mol and 0.05kJ/mol.

Fig. 2 shows the contributions of the exchange-
repulsion energy as a function of E_, in the chemically
relevant region. E, o, E, 5, E, 4, and E_; can be well rep-
resented with zero point straight lines with slopes of 3.4,
—0.04, —0.8, and —1.7, respectively. Thus, the exchange-
repulsion energy is essentially proportional to E, 5, E, .4,

and E,; and may be obtained from this property.

Further insight is provided from Fig. 2 where the con-
tributions to the exchange-repulsion energy are plotted
as a function of E, itself. While a simple functional rela-
tion between T, or V., and E, does not exist, E, 5, E, 4,
and E; are in reasonable approximation proportional to
E... The positive value of the exchange-repulsion energy
is clearly due to E, as E, 4, E,, and E_; are (at least
for the present case) strictly negative.

IV. INTERPRETATION OF THE CONTRIBUTIONS TO
THE EXCHANGE-REPULSION ENERGY

In this section, we discuss different forms of the con-
tributions to the exchange-repulsion energy and suggest
how they can be interpreted. As derived above, E, ., can

be written as

Bys = = Y250 (€0 + &) Sun = 2T (48)
a,b
=-3 [QSab(bWA + 204 — K ala)+
a,b
28y (al Vi + 25 — f(B|b)} (49)

;2<a
%}(b

Here, Eq. (48) is particularly interesting for a numerical
implementation as it contains only one-electron matrix
elements which are easily available if the orbitals and the
orbital energies are known.

Eqgs.(49) and (50) show that E, ., can be written as a
pure potential energy contribution. In contrast to E. 5,
E._.4, and E;, which are generally negative, it is the only
significant positive contribution to E, .. Thus, E, 4 is the
central ingredient of the Pauli repulsion. The latter is a
consequence of the Pauli principle, which enforces that
two electrons with like spin must not occupy the same
spatial region. This can be related to Eq. (50) as follows:
In bound electronic states, the electrons must be more
strongly attracted by the nuclei than repelled by other
electrons. Due to Pauli repulsion, a part of this attraction
is erased as follows: The right-hand part of the first term
in Eq. (50) at the position 7, |Va+2J4—K4|1)4(7)), is the
potential energy of an electron in orbital 1, due to the
field of the nuclei and the other electrons in the system
A in the Hartree-Fock approximation. The exchange op-
erator K 4 in that expression erases the interaction of the
electron in orbital 1, with itself as |J, — K,|a) = 0. The
left-hand part of the same matrix element, (a|)_, |b)(b],
is the projection of the electron in the spatial orbital 1,
upon the occupied orbitals in system B. The prefactor
—2 results from the fact that the electron density of the
projected orbital is Pauli forbidden and thus not existent
(minus sign) in the orbital v, which is occupied by two
electrons (factor two). The second term in Eq. (50) rep-
resents the same for the electrons on the system B. In
other words, F, ., accounts for the reduced attraction of
the electrons within system A due to the fact that these
electrons cannot be at the same place as those from sys-
tem B and vice versa.

This interpretation of E, ., resembles earlier work by
Salem,*” where the exchange-repulsion energy was de-
rived from Hellmann-Feynman forces. However, while
Salem proposed that only the electron nuclear attraction
is responsible for the repulsive interaction, our results in-
dicate that the repulsion of the electrons also has to be
considered.

We note that E, ., is reminiscent to the exchange-
repulsion energy contributions discussed by Rackers and
Ponder.®® These authors argued that the Pauli exclu-

SDE] Va+2J4 — Ka
b

)

b) . (50)

> la)(al Vp+2Jp—Kp
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sion principle generates “holes” in the electron density
at places where two orbitals of different molecules over-
lap. These holes can be interpreted as positive charge
densities that are interacting with the electrostatic po-
tential of the two molecules. Indeed, both terms can be
seen as the interaction between the electrostatic potential

J

The three-index term E, 5 can be written as

Exr3:2l2(b‘ Z\a)(a| VB+2jB_KBZ|a/)(a/|
b a a’

x(

This may be considered to avoid double counting of con-
tributions to the two-index term, which are forbidden by
the Pauli exclusion principle. E,,, is the result of an
electron-repulsion interaction and can be interpreted as
a very similar correction, which avoids double counting of
contributions to the electron-electron interaction in E_,.

E, is a common exchange integral that exists also if all
orbitals are orthogonal, as e.g. in the energy expression
of the monomers in Eq. (3). This term is always neg-
ative and generally of comparable absolute size as the
exchange-repulsion energy. It may be interpreted as a
correction to the electron-electron repulsion for that part
of the electronic density that does not exist due to the
Pauli principle.

V. IMPLEMENTATION

We implemented the P? and S? approximations to
the exchange-repulsion energy and the respective orbital
contributions in our local quantum chemistry package
“wavels”86 9 in two independent forms. Ome of them
transforms the integrals of the kinetic-energy, electron-
nuclear attraction and the electron-repulsion operators to
the basis sets of the Hartree-Fock orbitals of the consid-
ered systems and evaluates the Heitler-London exchange-
repulsion following Eq. (5), the EE” and ES. approxi-
mations (according to Egs. (10) and (11) as well as the
orbital contributions to EX. [Eqgs. (7) and (17-19)].

A more efficient evaluation of E)I;Q was implemented
as follows. The symmetric density matrices D* and
D? of the monomers are evaluated according to e.g.
Df},, = o 2CuaCua, with the MO expansion coefficients
Cua- Fock-type two electron operators

Gro(D) =Y Dy 2(uv|Aa) — (Av|po)]  (52)

are determined for these densities as well as for the sym-

ST Va+2da - Ka Y )]
b b’

of one system with non-existent electronic charge due to
the Pauli-exclusion principle. The three-index term eval-
uates the interaction of the charge density generated by
the overlap of a given orbital of system A with all or-
bitals of B with the potential energy that electrons feel
at A and vice versa.

b)+
)| -

(

metric overlap density

DfV = Z Sab (C#ach + Cl/acp,b) . (53)
ab

Transformation of these operators, the overlap matrix,
the kinetic energy and the electron-nuclear attraction op-
erators to the MO basis provides the orbital contributions
to the exchange-repulsion energy contributions via

Eo(a,b) =284 [VA,ab + Gap(D?) + Vap + Gab(DB)} Sab
(54)

Frs (0,8) =28u{ Y [Viaar + Gaar(DP)] Surn+

a’

Z [VA,bb' + be/(DA)} Sab,} (55)

a’

Exr4(a7 b) :2SabGab(DS)a (56)

where e.g. Vi = Z;w C#Q(N|VA‘V)CV1,. While three
Fock-type two electron operators are required for the
two, three, and four index contributions to the exchange-
repulsion energy, the exchange-integral contribution re-
quires evaluating an exchange operator

Exi = ZKaa(DB)7 (57)

or several of them if individual orbital contributions,
E_.(a,b) are desired.

The two implementations provide identical E, energy
values within numerical accuracy (1nEy). Furthermore,
the exchange energies evaluated by Séderhjelm et al.*6
for the 1401 water-water dimer structures with the cc-
pVDZ basis (and without a ghost-basis) agree with our

Efrz values with an average error of about 2 pE, .
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FIG. 3. Contributions to the exchange-repulsion energy and
its P2 approximation as a function of the exchange-repulsion
energy as evaluated for the 1401 water-water structures from
the collection of Séderhjelm, Karlstrom and Ryde.*°

VI. BEHAVIOR OF EXCHANGE-REPULSION ENERGY
CONTRIBUTIONS FOR CLOSED SHELL SYSTEMS

To gain insight into the relative size, the order of mag-
nitude, and the characteristic behavior of the contribu-
tions to the exchange-repulsion energy for the interaction
of closed shell molecules we consider the water dimer in
the structures collected by Soéderhjelm, Karlstrom and
Ryde®® and from the S22x5 set of Grafova et al.”! Fur-
thermore we present results for stationary points of the
Ny- - -Ar?293 and Cly- - - Ar systems? 2% which are ex-
perimentally and theoretically well established.

Fig. 3 shows the calculated values for Efrz and its con-
tributions as a function of the related E, -value for the
1401 structures compiled by Séderhjelm et al.*® The data
were obtained with the aug-cc-pVTZ basis set.?"98 The
Boys-Bernardi type ghost basis™ was consistently used
to represent the monomer orbitals. Further increase of
the basis set did not show significant changes of the re-
sults. The figure shows the chemically relevant E, . range
of the water dimer which can be deduced from Tab. II to
be the range between 100kJ/mol and 1kJ/mol. Similar
to the triplet Hy-system, the contributions to Ef: are
in a good approximation proportional to E_. with pro-
portionality constants of 2.61, —0.07, —0.42, and —1.13
for B, 9, E,.5, Ey4, and E_., respectively. While the

xi?

10

trend of these relations is very similar to the observa-
tions on the triplet Hy-system, the absolute values of the
proportionality constants of the water dimer structures
are smaller with the exception of E, ;. In the water
dimer the latter deviates slightly but clearly from zero,
while it is essentially negligible for the triplet Hy system
with its neutral and non-polar monomers. This identifies
E, .5 as a correction for the double counting of two-index
terms, which are forbidden by the Pauli exclusion prin-
ciple. For all cases considered here, E 5 is by far the
smallest contribution to the exchange-repulsion energy.
While E, 5, E,.4, and E,; seem to be essentially propor-
tional to E,, the kinetic- and potential-energy contribu-
tions to the exchange-repulsion energy are much less well
related to this target property.

Contributions to the exchange-repulsion energy for the
T-shaped and linear stationary points of the Ny- - - Ar
and the Cly- - - Ar systems, as well as the five water dimer
structures from the S22x5 set, are collected in Tab. II.
As discussed above, the exchange-repulsion energies are
of the same order of magnitude or even larger than the
absolute interaction energies for the equilibrium struc-
tures or arrangements with shorter distance. As these
arrangements are of crucial importance for the proper-
ties of aggregates, it is clear that the total interaction
energy, F, ., can be hardly rationalized without under-
standing F... The kinetic energy contribution exceeds
E_. by factors between 7 and 18 in a seemingly arbitrary
fashion. While the kinetic energy contribution of E, is
always positive, the potential energy contribution, V_,, is

a large negative number. Ef: is an excellent approxima-
tion to E,,, in particular if the distance between the sys-
tems is larger than the equilibrium distance. However,
even for the compressed 0.9 r. structure of the water
dimer, the error amounts only to 0.4kJmol™" or 0.7%
where Ef: is consistently smaller than E,.. While E
and F ., are always positive, F, ., and E are consis-
tently negative. F, .5 has generally negative values but
as we found for about 2.5% of the 1401 water dimer
structures of Séderhjelm et al.,*% it can be slightly posi-
tive. The maximum value found was however only about
+0.09kJmol ™! while the most negative value is in the
order of —30kJ mol™*.

Tab. IT also shows SAPT exchange energies in the per-

turbation order Eéiﬁ} and Ec(i’i) generally designated as
SAPTO0 and SAPT2, respectively. The difference between
these levels is a measure for the error of the exchange-
repulsion energies. It is typically in the order of 10%
and larger than the deviation of the Ef: or the Efrz
approximations from E, .. For that reason, the approxi-
mations inherent in these methods are moderate, and it
can be expected that they reproduce essential features of
the exchange-repulsion energy. Similarly, the two index
term, E o, overestimates the exchange-repulsion energy
by about a factor of three. As this is within the accuracy
of E_,, the exchange-repulsion energy may be estimated

from this term. The same is not possible for the three
index term, which is even changing sign, as seen for dif-
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TABLE II. Exchange-repulsion energy and its contributions as well as SAPT data for stationary points on the Cl,- -

11

-Ar and

N, - - - Ar dimers as well as five points of the water dimer structure. All results were obtained with the aug-cc-pVTZ basis
including a ghost-basis for the monomers. All energies in kJ mol™!.

Cly- - - Ar Ny- - -Ar water dimer
linear T-shape linear T-shape 0.97r. 1.07r. 127r. 1.57. 2.0 7¢
Eie 22,61 -2.62* -0.97° -1.27° -18.14° -20.89° -16.99° -9.64° -4.04°
E,, 3.73 3.41  1.03 1.67 60.24 29.70 7.12 0.82 0.02
T, 58.57  57.94 17.85  25.48 442.82 248.85 75.55 11.72 0.46
v, -54.84  -54.53 -16.83  -23.81 -382.58 -219.15 -68.43 -10.90 -0.44
ES? 3.72 3.40 1.03 1.67 -103.68 -58.27 -17.66 -2.72 -0.11
EP? 3.73 3.41 1.03 1.67 59.83 29.57 7.1 0.82 0.02
E, ., 11.15  10.80 3.19 5.10 160.79 81.59 20.64 2.55 0.07
E, .5 -0.11 0.01 001 -0.01 -460 -1.44 -0.15 -0.01 -0.00
E_. 0.00 0.00 0.00 -0.00 0.00 0.00 0.00 -0.00 -0.00
E . -1.84  -1.89 -0.59  -0.91 -26.3¢ -13.89 -3.59 -0.44 -0.01
E -5.47  -5.50 -1.58  -2.51 -70.02 -36.68 -9.79 -1.29 -0.04
T /E., 1570  16.99 17.39 1524  7.35  8.38 10.61 14.29 21.17
EP’JE,, 1.00 1.00 1.00 1.00 099 1.00 1.00 1.00 1.00
E_./E., 2.99 3.16  3.10 3.05 267 275 290 3.11 347
E_5/E., -0.03 0.00 0.01 -0.01 -0.08 -0.05 -0.02 -0.01 -0.00
E /E.. 0.00 0.00 0.00 -0.00 0.00 0.00 0.00 -0.00 -0.00
E_./E,, -0.49  -0.55 -0.58  -0.54 -0.44 -0.47 -0.50 -0.53 -0.57
i/ E.r -1.46  -1.61 -1.54 -1.50 -1.16 -1.23 -1.38 -1.57 -1.89
SAPT
E, 123 -1.31 -0.34 -0.47 -50.79 -34.26 -17.67 -8.48 -3.56
g2 3.99 378 113  1.65 66.38 33.69 851 1.05 0.03
o 3.70 3.39  1.02 1.66 58.76 29.13  7.02 0.81 0.02
EZi’j:)(SZ) 3.70 3.39  1.02 1.66 57.99 28.92 7.01 0.81 0.02
i -0.73  -0.20 -0.06  -0.06 -18.89 -10.15 -3.21 -0.72 -0.11
disp -4.79  -4.96 -1.75  -2.43 -13.18 -8.63 -3.85 -1.26 -0.26
E,..(SAPT0) -2.85  -2.85 -1.04 -1.28 -22.49 -23.33 -18.03 -10.16 -4.24
E,.(SAPT2) -2.75  -2.70 -1.01  -1.31 -16.47 -19.35 -16.22 -9.40 -3.90

& According to Nunzi et al. [ 94]
P According to Candori et al. [ 92]
¢ According to Grafova et al. [ 91]

ferent arrangements of the Cly- - - Ar and the Ny- - - Ar
systems. The four index term correlates quite well with
E.,.. The ratio between the exchange integral and the
exchange-repulsion energy varies a bit more than those
for the two- and four-index terms. We conclude that E, .,

seems be a reasonable measure of E_,.

We demonstrated that it is possible to split Efrz into
contributions with a physical meaning: On the one hand
the two-, three-, four-index terms as well as the exchange
integral and on the other hand the orbital contributions,
E_.(a,b) were identified. Both options provide valuable
tools for getting a reliable and comprehensible insight
into this important contribution to noncovalent interac-
tion energies.

VIl. CONCLUSIONS

A reliable approximation to the exchange-repulsion en-
2, . .

ergy termed EL is derived from the energy expectation
value of interacting systems in their Hartree-Fock repre-
sentations (Heitler-London approach)®® which is essen-
tially equivalent to the symmetry adapted perturbation
theory (SAPT) expression. Kinetic and potential energy
contributions of the former exchange-repulsion energy
are defined in accordance with a proposal of Baerends.?
These contributions happen to be positive and negative,
respectively. While this supports the designation of E,

as kinetic repulsion, the asymptotic behavior of Ty, and
B, are different and the correlation between these con-
tributions to the interaction energy is poor.

We demonstrate that Efrz is essentially equivalent to
the SAPTO exchange energy and its S2? approximate

termed SAPT(S2) whose kinetic energy contributions are

exactly zero. We show that Ef: contains a basis set
dependent contribution, F, ,, which includes the com-
plete kinetic energy contribution of E,, but vanishes if
the monomers are represented with correct Hartree-Fock
wave functions or with a Boys-Bernardi type”® “ghost”
basis. This term is neglected in SAPT, which explains
that a reliable representation of the exchange-repulsion
energy does nor require kinetic energy contributions.
Without the basis-set dependent contribution, Efrz is ex-
clusively due to potential energy contributions and can
be partitioned into four contributions (E,,,, Ey.3, Ey4,
and E_;). The dominant one, F_ ., is interpreted in anal-
ogy to a former proposal of Salem*’ who argued that
the Pauli principle effectively reduces electron density at
places where electrons of both systems occur, causing an
increase of the potential energy. In our model, this po-
tential energy is due to the interaction of the missing
electron density with the nuclei and the other electrons
of the system, while Salem proposed it to be exclusively
due to electron nuclear interactions. E., 4 is much smaller
in absolute value than the other contributions to E,, and
generally negative. It may be interpreted as correcting
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an over-counting of F, ,. F, , may be seen as a similar
correction and turns out to be consistently negative. F;
is even more negative, and represents the ordinary ex-
change integral contribution that also exists for orthogo-
nal orbitals.

An important advantage of Efrz lies in the fact that it
allows to define Molecular Orbital Pair Contributions to
the Exchange-repulsion (MOPCE) energies. While this
partitioning is unique for £, , and E, it is not unam-
biguous for E,,; and E,,. However, as the later contri-
butions are, respectively, either rather small or in a very
good approximation proportional to E, ., the partition-
ing is reasonable. Orbital contributions to the exchange-
repulsion energy have already been used to explain the
most favorable planar displaced structures of the ben-
zene dimer as well as of the benzene-hexafluorobenzene
system.4

We note that similar orbital considerations are the cor-
nerstone of frontier orbital theory.? %! Their effect on
intermolecular interactions have been considered in the
Klopman-Salem model,'%%1%% however, with the focus on
chemical reactivity and in a more qualitative manner. In-
stead, the analysis of the exchange-repulsion energy, E. .,
presented here, gives rise to quantitative energy contri-
butions. Thus, it provides a sound rationalization for the
repulsive intermolecular interactions in terms of a well-
established concept in quantum chemistry. Furthermore,
our interpretation is in line with qualitative arguments on
orbital contributions to repulsive interactions proposed
before.'947106 Tn the present work, these ideas are raised
to a well-defined quantitative theory.

The contributions to EF’ are investigated for the H,
molecule in the 3%} (lo,10,) state. Here, the related
monomer orbitals and integrals are known and provide
analytical representations of the exchange-repulsion en-
ergy as well as its contributions. This indicates that
the kinetic and potential contribution to the exchange-
repulsion energy behave rather differently than E, | itself,

while Efrz and its leading contributions E, o, E,,,, and
E, are in good approximation proportional to E,, and
have a similar asymptotic behavior. Similar results are
obtained for the analysis of the exchange-repulsion en-
ergy of several closed shell systems.

We conclude that it bears clear advantages to inter-
pret the exchange-repulsion energy as a contribution of
the potential energy. This is in line with the very suc-
cessful SAPT approach and provides a physical picture
that allows to develop for efficient approximations of the
exchange-repulsion energy as shown above and in pre-
vious works.?*4985> While a kinetic energy contribution
to the exchange-repulsion energy can be defined?°%52 it
is less clear how it can be related to the true exchange-
repulsion energy.

We believe that the possibility to gain insight into the
exchange-repulsion energy will have important impact on
further investigations of noncovalent interactions. Aggre-
gate systems that are presently investigated in our lab-
oratory indicate that the partitioning presented in this

12

work allows obtaining novel insight into the energetics
and properties of aggregates. Preliminary results show
that the technologically important and biologically in-
teresting case of m-aggregates can be modelled and un-
derstood by such an analysis. This may aid to overcome
the persistent challenges!:19:22:23:107.108 iy ypderstanding
and representing the exchange-repulsion energy with a
generally applicable, simple and transferable model.

ACKNOWLEDGEMENTS

JH thanks the Konrad-Adenauer-Stiftung for a schol-
arship. The authors are grateful to the Center
for Light-Matter Interaction, Sensors and Analytics
(LISA+) for computational resources. We thank Florian
Schweitzer, Andrea Buchwald, and Dr. Stefan Behnle for
helpful comments on the manuscript and Prof. Dr. Georg
Jansen for valuable suggestions.

1A. Stone, The Theory of Intermolecular Forces, EBSCO ebook
academic collection (Oxford University Press, 2013).

2E. J. Baerends, “Pauli repulsion effects in scattering from and
catalysis by surfaces,” in Cluster Models for Surface and Bulk
Phenomena, edited by G. Pacchioni, P. S. Bagus, and F. Parmi-
giani (Springer US, Boston, MA, 1992) pp. 189-207.

3A. J. Stone, “Physical basis of intermolecular interactions,” in
Non-Covalent Interactions in Quantum Chemistry and Physics
(Elsevier, 2017) pp. 3-26.

4Y. S. Al-Hamdani and A. Tkatchenko, “Understanding non-
covalent interactions in larger molecular complexes from first
principles,” J. Chem. Phys. 150, 010901 (2019).

5K. Szalewicz and B. Jeziorski, “Physical mechanisms of in-
termolecular interactions from symmetry-adapted perturbation
theory,” J. Mol. Model. 28 (2022), 10.1007/s00894-022-05190-z.

6A. J. Stone, “The induction energy of an assembly of polarizable
molecules,” Chem. Phys. Lett. 155, 102 — 110 (1989).

7V. Pophristic and L. Goodman, “Hyperconjugation not steric
repulsion leads to the staggered structure of ethane,” Nature
411, 565-568 (2001).

8E. Arunan, G. R. Desiraju, R. A. Klein, J. Sadlej, S. Scheiner,
I. Alkorta, D. C. Clary, R. H. Crabtree, J. J. Dannenberg,
P. Hobza, H. G. Kjaergaard, A. C. Legon, B. Mennucci, and
D. J. Nesbitt, “Definition of the hydrogen bond (IUPAC recom-
mendations 2011),” Pure Appl. Chem. 83, 1637-1641 (2011).

9C. D. Sherrill, “Energy component analysis of 7 interactions,”
Acc. Chem. Res. 46, 1020-1028 (2012).

10M. Tafipolsky, “Challenging dogmas: Hydrogen bond revisited,”
J. Phys. Chem. A 120, 4550-4559 (2016).

11J. Thirman, E. Engelage, S. M. Huber, and M. Head-Gordon,
“Characterizing the interplay of pauli repulsion, electrostatics,
dispersion and charge transfer in halogen bonding with energy
decomposition analysis,” Phys. Chem. Chem. Phys. 20, 905-915
(2018).

12A. Hesselmann, G. Jansen, and M. Schiitz, “Density-functional
theory-symmetry-adapted intermolecular perturbation theory
with density fitting: A new efficient method to study inter-
molecular interaction energies,” J. Chem. Phys. 122, 014103
(2005).

13J. E. Jones, “On the determination of molecular fields.—I. from
the variation of the viscosity of a gas with temperature,” Proc.
R. Soc. London, Ser. A 106, 441-462 (1924).

14J. E. Jones, “On the determination of molecular fields. —II.
from the equation of state of a gas,” Proc. R. Soc. London, Ser.
A 106, 463-477 (1924).

15J. E. Lennard-Jones, “Cohesion,” Proc. Phys. Soc. 43, 461
(1931).

https://doi.org/10.26434/chemrxiv-2024-b8hqgh ORCID: https://orcid.org/0000-0002-8288-924X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0


https://books.google.de/books?id=7VKTxwEACAAJ
https://doi.org/10.1007/978-1-4684-6021-6_16
https://doi.org/10.1007/978-1-4684-6021-6_16
https://doi.org/10.1016/b978-0-12-809835-6.00002-5
https://doi.org/10.1063/1.5075487
https://doi.org/10.1007/s00894-022-05190-z
https://doi.org/http://dx.doi.org/10.1016/S0009-2614(89)87368-3
https://doi.org/10.1038/35079036
https://doi.org/10.1038/35079036
https://doi.org/10.1351/PAC-REC-10-01-02
https://doi.org/10.1021/ar3001124
https://doi.org/10.1021/acs.jpca.6b04861
https://doi.org/10.1039/C7CP06959F
https://doi.org/10.1039/C7CP06959F
https://doi.org/10.1063/1.1824898
https://doi.org/10.1063/1.1824898
https://doi.org/10.1098/rspa.1924.0081
https://doi.org/10.1098/rspa.1924.0081
https://doi.org/10.1098/rspa.1924.0082
https://doi.org/10.1098/rspa.1924.0082
https://doi.org/10.1088/0959-5309/43/5/301
https://doi.org/10.1088/0959-5309/43/5/301
https://doi.org/10.26434/chemrxiv-2024-b8hqh
https://orcid.org/0000-0002-8288-924X
https://creativecommons.org/licenses/by-nc-nd/4.0/

16M. Born and J. E. Mayer, “Zur Gittertheorie der Ionenkristalle,”
Z. Phys. 75, 1 (1932).

17R. A. Buckingham, “The classical equation of state of gaseous
helium, neon and argon,” Proc. R. Soc. London, Ser. A. 168,
264-283 (1938).

18N. Gresh, P. Claverie, and A. Pullman, “Intermolecular inter-
actions: Elaboration on an additive procedure including an ex-
plicit charge-transfer contribution,” Int. J. Quantum Chem. 29,
101-118 (1986).

19M. J. Van Vleet, A. J. Misquitta, A. J. Stone, and J. R. Schmidst,
“Beyond born—mayer: Improved models for short-range repul-
sion in ab initio force fields,” J. Chem. Theory Comput. 12,
3851-3870 (2016).

208, Naseem-Khan, L. Lagardere, C. Narth, G. A. Cisneros,
P. Ren, N. Gresh, and J.-P. Piquemal, “Development of the
quantum-inspired sibfa many-body polarizable force field: En-
abling condensed-phase molecular dynamics simulations,” J.
Chem. Theory Comput. 18, 3607-3621 (2022).

213, Price and A. Stone, “The anisotropy of the Cla-Cla pair po-
tential as shown by the crystal structure. evidence for inter-
molecular bonding or lone pair effects?” Mol. Phys. 47, 1457—
1470 (1982).

22A. J. Stone and S. L. Price, “Some new ideas in the theory
of intermolecular forces: anisotropic atom-atom potentials,” J.
Phys. Chem. 92, 3325-3335 (1988).

23A. J. Stone and C.-S. Tong, “Anisotropy of atom-atom repul-
sions,” J. Comput. Chem. 15, 1377-1392 (1994).

24T, S. Totton, A. J. Misquitta, and M. Kraft, “A first princi-
ples development of a general anisotropic potential for polycyclic
aromatic hydrocarbons,” J. Chem Theory Comput. 6, 683-695
(2010).

25C. Briickner, C. Walter, and B. Engels, “Theoretical investiga-
tion of the interactions between the 7-systems of molecular or-
ganic semiconductors and an analysis of the contributions of re-
pulsion and electrostatics,” Int. J. Quantum Chem. 116, 1138—
1152 (2016).

26 A. J. Stone, “Are halogen bonded structures electrostatically
driven?” J. Am. Chem. Soc. 135, 7005-7009 (2013).

27L. P. Wolters, P. Schyman, M. J. Pavan, W. L. Jorgensen, F. M.
Bickelhaupt, and S. Kozuch, “The many faces of halogen bond-
ing: a review of theoretical models and methods,” WIREs Com-
put. Mol. Sci. 4, 523-540 (2014).

285, C. C. van der Lubbe and C. Fonseca Guerra, “Cover pic-
ture: Hydrogen-bond strength of CC and GG pairs determined
by steric repulsion: Electrostatics and charge transfer overruled
(chem. eur. j. 43/2017),” Chem. Eur. J. 23, 10232-10232 (2017).

290. A. Stasyuk, R. Sedlak, C. F. Guerra, and P. Hobza, “Com-
parison of the DFT-SAPT and canonical EDA schemes for the
energy decomposition of various types of noncovalent interac-
tions,” J. Chem Theory Comput. 14, 3440-3450 (2018).

30E. Margiotta, S. C. C. van der Lubbe, L. de Azevedo Santos,
G. Paragi, S. Moro, F. M. Bickelhaupt, and C. F. Guerra, “Halo-
gen bonds in ligand—protein systems: Molecular orbital theory
for drug design,” J. Chem. Inf. Model. 60, 1317-1328 (2020).

31K. Carter-Fenk and J. M. Herbert, “Electrostatics does not dic-
tate the slip-stacked arrangement of aromatic 7-7 interactions,”
Chem. Sci. 11, 6758-6765 (2020).

32K. Carter-Fenk and J. M. Herbert, “Reinterpreting 7w-stacking,”
Phys. Chem. Chem. Phys. 22, 24870-24886 (2020).

33K. Carter-Fenk, M. Liu, L. Pujal, M. Loipersberger, M. Tsanai,
R. M. Vernon, J. D. Forman-Kay, M. Head-Gordon, F. Heidar-
Zadeh, and T. Head-Gordon, “The energetic origins of
pi-pi contacts in proteins,” J. Am. Chem. Soc. (2023),
10.1021 /jacs.3c¢09198.

34J. Henrichsmeyer, M. Thelen, M. Bréckel, M. Fadel, S. Behnle,
M. Sekkal-Rahal, and R. F. Fink, “Rationalizing aggregate
structures with orbital contributions to the exchange-repulsion
energy,” ChemPhysChem , €202300097 (2023).

35K. Morokuma, “Molecular orbital studies of hydrogen bonds.
III. C=0---H—O hydrogen bond in H2CO---H20 and

13

H2CO- - -2H20,” J. Chem. Phys. 55, 1236-1244 (1971).

36K. Kitaura and K. Morokuma, “A new energy decomposition
scheme for molecular interactions within the Hartree-Fock ap-
proximation,” Int. J. Quantum Chem. 10, 325-340 (1976).

37P. S. Bagus and F. Illas, “Decomposition of the chemisorption
bond by constrained variations: Order of the variations and con-
struction of the variational spaces,” J. Chem. Phys. 96, 8962—
8970 (1992).

38P. Su and H. Li, “Energy decomposition analysis of covalent
bonds and intermolecular interactions,” J. Chem. Phys. 131,
014102 (2009).

39 A. Krishtal, S. F. Vyboishchikov, and C. V. Alsenoy, “A Hirsh-
feld partitioning of the MP2 correlation energy: Method and its
application to the benzene dimers,” J. Chem. Theory Comput.
7, 2049-2058 (2011).

40W. B. Schneider, G. Bistoni, M. Sparta, M. Saitow, C. Riplinger,
A. A. Auer, and F. Neese, “Decomposition of intermolecular
interaction energies within the local pair natural orbital coupled
cluster framework,” J. Chem. Theor. Comput. 12, 4778-4792
(2016).

41y, Mao, M. Loipersberger, P. R. Horn, A. Das, O. Demerdash,
D. S. Levine, S. P. Veccham, T. Head-Gordon, and M. Head-
Gordon, “From intermolecular interaction energies and observ-
able shifts to component contributions and back again: A tale
of variational energy decomposition analysis,” Annu. Rev. Phys.
Chem. 72, 641-666 (2021).

428, F. Vyboishchikov, A. Krapp, and G. Frenking, “Two comple-
mentary molecular energy decomposition schemes: The Mayer
and Ziegler-Rauk methods in comparison,” J. Chem. Phys. 129,
144111 (2008).

437, Langlet, J. Berges, and P. Reinhardt, “Decomposi-
tion of intermolecular interactions: comparison between
SAPT and density-functional decompositions,” J. Mol. Struct.
THEOCHEM 685, 43-56 (2004).

443, C. Flick, D. Kosenkov, E. G. Hohenstein, C. D. Sherrill,
and L. V. Slipchenko, “Accurate prediction of noncovalent in-
teraction energies with the effective fragment potential method:
Comparison of energy components to symmetry-adapted pertur-
bation theory for the S22 test set,” J. Chem. Theory Comput.
8, 2835-2843 (2012).

45M. J. S. Phipps, T. Fox, C. S. Tautermann, and C.-K. Skylaris,
“Energy decomposition analysis approaches and their evaluation
on prototypical protein-drug interaction patterns,” Chem. Soc.
Rev. 44, 3177-3211 (2015).

46p S5derhjelm, G. Karlstrom, and U. Ryde, “Comparison of
overlap-based models for approximating the exchange-repulsion
energy,” J. Chem. Phys. 124, 244101 (2006).

47TH. Hellmann, “Einfithrung in die quantenchemie,” in Hans Hell-
mann: Einfihrung in die Quantenchemie: Mit biografischen
Notizen von Hans Hellmann jr., edited by D. Andrae (Springer
Berlin Heidelberg, Berlin, Heidelberg, 2015) pp. 19-376.

48R. P. Feynman, “Forces in molecules,” Phys. Rev. 56, 340-343
(1939).

497, Salem, “The forces between polyatomic molecules. II. Short-
range repulsive forces,” Proc. R. Soc. London, Ser. A 264, 379—
391 (1961).

50K. Ruedenberg, “The physical nature of the chemical bond,”
Rev. Mod. Phys. 34, 326-376 (1962).

51H. Tokiwa and H. Ichikawa, “Origin of steric hindrance in
ethane,” International Journal of Quantum Chemistry 50, 109—
112 (1994).

52M. Parafiniuk and M. P. Mitoraj, “On the origin of inter-
nal rotation in ammonia borane,” J. Mol. Model. 20 (2014),
10.1007/s00894-014-2272-y.

53B. Jeziorski, M. Bulski, and L. Piela, “First-order perturba-
tion treatment of the short-range repulsion in a system of many
closed-shell atoms or molecules,” Int. J. Quantum Chem. 10,
281-297 (1976).

54B. Jeziorski, R. Moszynski, and K. Szalewicz, “Perturbation the-
ory approach to intermolecular potential energy surfaces of van

https://doi.org/10.26434/chemrxiv-2024-b8hqgh ORCID: https://orcid.org/0000-0002-8288-924X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0


https://doi.org/10.1007/BF01340511
https://doi.org/10.1098/rspa.1938.0173
https://doi.org/10.1098/rspa.1938.0173
https://doi.org/10.1002/qua.560290110
https://doi.org/10.1002/qua.560290110
https://doi.org/10.1021/acs.jctc.6b00209
https://doi.org/10.1021/acs.jctc.6b00209
https://doi.org/10.1021/acs.jctc.2c00029
https://doi.org/10.1021/acs.jctc.2c00029
https://doi.org/10.1080/00268978200101092
https://doi.org/10.1080/00268978200101092
https://doi.org/10.1021/j100323a006
https://doi.org/10.1021/j100323a006
https://doi.org/10.1002/jcc.540151208
https://doi.org/10.1021/ct9004883
https://doi.org/10.1021/ct9004883
https://doi.org/10.1002/qua.25147
https://doi.org/10.1002/qua.25147
https://doi.org/10.1021/ja401420w
https://doi.org/10.1002/wcms.1189
https://doi.org/10.1002/wcms.1189
https://doi.org/10.1002/chem.201701821
https://doi.org/10.1021/acs.jctc.8b00034
https://doi.org/10.1021/acs.jcim.9b00946
https://doi.org/10.1039/d0sc02667k
https://doi.org/10.1039/d0cp05039c
https://doi.org/10.1021/jacs.3c09198
https://doi.org/10.1021/jacs.3c09198
https://doi.org/10.1002/cphc.202300097
https://doi.org/10.1063/1.1676210
https://doi.org/10.1002/qua.560100211
https://doi.org/10.1063/1.462875
https://doi.org/10.1063/1.462875
https://doi.org/http://dx.doi.org/10.1063/1.3159673
https://doi.org/http://dx.doi.org/10.1063/1.3159673
https://doi.org/10.1021/ct200062j
https://doi.org/10.1021/ct200062j
https://doi.org/10.1021/acs.jctc.6b00523
https://doi.org/10.1021/acs.jctc.6b00523
https://doi.org/10.1146/annurev-physchem-090419-115149
https://doi.org/10.1146/annurev-physchem-090419-115149
https://doi.org/10.1063/1.2989805
https://doi.org/10.1063/1.2989805
https://doi.org/10.1016/j.theochem.2004.05.007
https://doi.org/10.1016/j.theochem.2004.05.007
https://doi.org/10.1021/ct200673a
https://doi.org/10.1021/ct200673a
https://doi.org/10.1039/C4CS00375F
https://doi.org/10.1039/C4CS00375F
https://doi.org/http://dx.doi.org/10.1063/1.2206182
https://doi.org/10.1007/978-3-662-45967-6_2
https://doi.org/10.1007/978-3-662-45967-6_2
https://doi.org/10.1007/978-3-662-45967-6_2
https://doi.org/10.1103/physrev.56.340
https://doi.org/10.1103/physrev.56.340
https://doi.org/10.1098/rspa.1961.0206
https://doi.org/10.1098/rspa.1961.0206
https://doi.org/10.1103/RevModPhys.34.326
https://doi.org/10.1002/qua.560500204
https://doi.org/10.1002/qua.560500204
https://doi.org/10.1007/s00894-014-2272-y
https://doi.org/10.1007/s00894-014-2272-y
https://doi.org/10.1002/qua.560100208
https://doi.org/10.1002/qua.560100208
https://doi.org/10.26434/chemrxiv-2024-b8hqh
https://orcid.org/0000-0002-8288-924X
https://creativecommons.org/licenses/by-nc-nd/4.0/

der Waals complexes,” Chem. Rev. 94, 1887-1930 (1994).

55R. Landshoff, “Quantenmechanische berechnung des verlaufes
der gitterenergie des na-cl-gitters in abhingigkeit vom gitterab-
stand,” Z. Phys. 102, 201-228 (1936).

56J. C. Slater, “The virial and molecular structure,” J. Chem.
Phys. 1, 687-691 (1933).

57A. Froman and P.-O. Lowdin, “Virial theorem and cohesive
energies of solids, particularly ionic crystals,” J. Phys. Chem.
Solids 23, 75-84 (1962).

58J. G. van Duijneveldt-van de Rijdt and F. B. van Duijneveldt,
“Double-exchange contributions to the first-order interaction
energy between closed-shell molecules,” Chem. Phys. Lett. 17,
425-427 (1972).

59W. Heitler and F. London, “Wechselwirkung neutraler Atome
und homdopolare Bindung nach der Quantenmechanik,” Z.
Phys. 44, 455-472 (1927).

60]. Hayes and A. Stone, “An intermolecular perturbation the-
ory for the region of moderate overlap,” Mol. Phys. 53, 83-105
(1984).

611. Hayes and A. Stone, “Matrix elements between determinantal
wavefunctions of non-orthogonal orbitals,” Mol. Phys. 53, 69-82
(1984).

62K. T. Tang and J. P. Toennies, “A generalized Heitler-London
theory of the chemical bond in H2+,” J. Chem. Phys. 95, 5918—
5929 (1991).

63K. Tang, J. P. Toennies, and C. L. Yiu, “The generalized Heitler-
London theory for interatomic interaction and surface integral
method for exchange energy,” Int. Rev. Phys. Chem. 17, 363—
406 (1998).

61Y. Sugiura, “Uber die Eigenschaften des Wasserstoffmolekiils
im Grundzustande,” Z. Phys. 45, 484-492 (1927).

65Q. Wu, P. W. Ayers, and Y. Zhang, “Density-based energy de-
composition analysis for intermolecular interactions with vari-
ationally determined intermediate state energies,” J. Chem.
Phys. 131, 164112 (2009).

66R. Schiffer and G. Jansen, “Single-determinant-based
symmetry-adapted perturbation theory without single-exchange
approximation,” Mol. Phys. 111, 2570-2584 (2013).

67J. H. Jensen and M. S. Gordon, “An approximate formula for the
intermolecular Pauli repulsion between closed shell molecules,”
Mol. Phys. 89, 1313-1325 (1996).

68J. H. Jensen and M. S. Gordon, “An approximate formula for the
intermolecular Pauli repulsion between closed shell molecules.
II. Application to the effective fragment potential method,” J.
Chem. Phys. 108, 4772-4782 (1998).

69R. Schiffer and G. Jansen, “Intermolecular exchange-induction
energies without overlap expansion,” Theor. Chem. Acc. 131,
1-10 (2012).

70FA =171+ VA + 2jA — KA is the Fock operator on system A
where J4 = > Jo and K4 = > K, are common Coulomb
and exchange operators of the system A. They are defined via
the given operators of the orbital a which are (i|Jg|j7) = (ij]aa)
and (| Kq|j) = (alaj), respectively.

71G. Chatasiniski, B. Jeziorski, J. Andzelm, and K. Szalewicz, “On
the multipole structure of exchange dispersion energy in the in-
teraction of two helium atoms,” Mol. Phys. 33, 971-977 (1977).

72G. Chalasinski and B. Jeziorski, “Exchange polarization effects
in the interaction of closed-shell systems,” Theor. Chim. Acta
46, 277-290 (1977).

73D. R. Williams, L. J. Schaad, and J. N. Murrell, “Deviations
from pairwise additivity in intermolecular potentials,” J. Chem.
Phys. 47, 4916-4922 (1967).

74J. Murrell, M. Randic, and D. R. Williams, “The theory of in-
termolecular forces in the region of small orbital overlap,” Proc.
R. Soc. London, Ser. A 284, 566-581 (1965).

75E. G. Hohenstein and C. D. Sherrill, “Density fitting of intra-
monomer correlation effects in symmetry-adapted perturbation
theory,” J. Chem. Phys. 133, 014101 (2010).

76E. G. Hohenstein, Implementation and applications of density-
fitted symmetry-adapted perturbation theory, Ph.D. the-

14

sis, Georgia Institute of Technology, Atlanta, GA (2011),
https://smartech.gatech.edu/handle/1853/42699.

77J. H. Jensen, “Modeling intermolecular exchange integrals be-
tween nonorthogonal molecular orbitals,” J. Chem. Phys. 104,
7795-7796 (1996).

78S. Boys and F. Bernardi, “The calculation of small molecular
interactions by the differences of separate total energies. some
procedures with reduced errors,” Mol. Phys. 19, 553-566 (1970),
http://dx.doi.org/10.1080/00268977000101561.

79E. Schrédinger, “Quantisierung als Eigenwertproblem. (1. Mit-
teilung),” Ann. Phys. 385, 437-490 (1926).

80K. T. Tang, J. P. Toennies, and C. L. Yiu, “Exchange energy
of Ha calculated by the surface integral method in zeroth order
approximation,” J. Chem. Phys. 99, 377-388 (1993).

81W. Kolos and L. Wolniewicz, “Potential-Energy Curves for the
X 12;’, b 323’, and C I, States of the Hydrogen Molecule,”
J. Chem. Phys. 43, 2429-2441 (1965).

82C. Herring, “Critique of the Heitler-London method of calcu-
lating spin couplings at large distances,” Rev. Mod. Phys. 34,
631-645 (1962).

83C. Herring and M. Flicker, “Asymptotic exchange coupling of
two hydrogen atoms,” Phys. Rev. 134, A362-A366 (1964).

84B. M. Smirnov and M. I. Chibisov, “Electron exchange and
changes in the hyperfine state of colliding alkaline metal atoms,”
Soviet Physics JETP 21 (1965).

85J. A. Rackers and J. W. Ponder, “Classical pauli repulsion:
An anisotropic, atomic multipole model,” J. Chem. Phys. 150,
084104 (2019).

863, Behnle and R. F. Fink, “OO-REMP: Approaching Chemical
Accuracy with Second Order Perturbation Theory,” J. Chem.
Theory Comput. 17, 3259-3266 (2021).

87S. Behnle and R. F. Fink, “UREMP, RO-REMP, and OO-
REMP: Hybrid perturbation theories for open-shell electronic
structure calculations,” J. Chem. Phys. 156, 124103 (2022).

881. Meier and V. Staemmler, “An efficient first-order CASSCF
method based on the renormalized Fock-operator technique,”
Theor. Chim. Acta 76, 95-111 (1989).

89R. Fink and V. Staemmler, “A multi-configuration reference
cepa method based on pair natural orbitals,” Theor. Chim. Acta
87, 129-45 (1993).

90J. Wasilewski, “Graphical techniques in the configuration in-
teraction approach based on pure slater determinants,” Int. J.
Quantum Chem. 36, 503-524 (1989).

91L,. Grafové, M. Pitonsk, J. Reza¢, and P. Hobza, “Comparative
study of selected wave function and density functional meth-
ods for noncovalent interaction energy calculations using the
extended S22 data set,” J. Chem. Theory Comput. 6, 2365—
2376 (2010), https://doi.org/10.1021/ct1002253.

92R.. Candori, F. Pirani, and F. Vecchiocattivi, “The NoAr poten-
tial energy surface,” Chem. Phys. Lett. 102, 412-415 (1983).

93H. Fu, R. Zheng, and L. Zheng, “Theoretical studies of three-
dimensional potential energy surfaces using neural networks and
rotational spectra of the Ar—Ng complex,” Mol. Phys. 114, 72—
82 (2015).

94F. Nunzi, D. Cesario, L. Belpassi, F. Tarantelli, L. F. Roncar-
atti, S. Falcinelli, D. Cappelletti, and F. Pirani, “Insight into the
halogen-bond nature of noble gas-chlorine systems by molecular
beam scattering experiments, ab initio calculations and charge
displacement analysis,” Phys. Chem. Chem. Phys. 21, 7330-
7340 (2019).

95F. Pirani, D. Cappelletti, S. Falcinelli, D. Cesario, F. Nunzi,
L. Belpassi, and F. Tarantelli, “Selective emergence of the
halogen bond in ground and excited states of noble-gas—chlorine
systems,” Angew. Chem. Int. Ed. Eng. 58, 4195-4199 (2019),
https://onlinelibrary.wiley.com/doi/pdf/10.1002/anie.201812889.

96A. K. Dham, W. J. Meath, J. W. Jechow, and F. R. W. Mc-
Court, “New exchange-Coulomb N2—Ar potential-energy surface
and its comparison with other recent N2—Ar potential-energy
surfaces,” J. Chem. Phys. 124, 034308 (2006).

https://doi.org/10.26434/chemrxiv-2024-b8hqgh ORCID: https://orcid.org/0000-0002-8288-924X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0


https://doi.org/10.1021/cr00031a008
https://doi.org/10.1007/bf01336687
https://doi.org/10.1063/1.1749227
https://doi.org/10.1063/1.1749227
https://doi.org/10.1016/0022-3697(62)90059-8
https://doi.org/10.1016/0022-3697(62)90059-8
https://doi.org/10.1016/0009-2614(72)87114-8
https://doi.org/10.1016/0009-2614(72)87114-8
https://doi.org/10.1007/BF01397394
https://doi.org/10.1007/BF01397394
https://doi.org/10.1080/00268978400102151
https://doi.org/10.1080/00268978400102151
https://doi.org/10.1080/00268978400102141
https://doi.org/10.1080/00268978400102141
https://doi.org/10.1063/1.461613
https://doi.org/10.1063/1.461613
https://doi.org/10.1080/014423598230090
https://doi.org/10.1080/014423598230090
https://doi.org/10.1007/BF01329207
https://doi.org/10.1063/1.3253797
https://doi.org/10.1063/1.3253797
https://doi.org/10.1080/00268976.2013.827253
https://doi.org/10.1080/002689796173200
https://doi.org/10.1063/1.475888
https://doi.org/10.1063/1.475888
https://doi.org/10.1007/s00214-012-1235-6
https://doi.org/10.1007/s00214-012-1235-6
https://doi.org/10.1080/00268977700100881
https://doi.org/10.1007/bf00554513
https://doi.org/10.1007/bf00554513
https://doi.org/10.1063/1.1701740
https://doi.org/10.1063/1.1701740
https://doi.org/10.1098/rspa.1965.0081
https://doi.org/10.1098/rspa.1965.0081
https://doi.org/10.1063/1.3451077
https://arxiv.org/abs/https://smartech.gatech.edu/handle/1853/42699
https://doi.org/10.1063/1.471485
https://doi.org/10.1063/1.471485
https://doi.org/10.1080/00268977000101561
https://arxiv.org/abs/http://dx.doi.org/10.1080/00268977000101561
https://doi.org/10.1002/andp.19263851302
https://doi.org/10.1063/1.465760
http://link.aip.org/link/?JCP/43/2429/1
https://doi.org/10.1103/RevModPhys.34.631
https://doi.org/10.1103/RevModPhys.34.631
https://doi.org/10.1103/PhysRev.134.A362
https://doi.org/10.1063/1.5081060
https://doi.org/10.1063/1.5081060
https://doi.org/10.1021/acs.jctc.1c00280
https://doi.org/10.1021/acs.jctc.1c00280
https://doi.org/10.1063/5.0081285
https://doi.org/10.1007/BF00532127
https://doi.org/10.1007/BF01113534
https://doi.org/10.1007/BF01113534
https://doi.org/10.1002/qua.560360406
https://doi.org/10.1002/qua.560360406
https://doi.org/10.1021/ct1002253
https://doi.org/10.1021/ct1002253
https://arxiv.org/abs/https://doi.org/10.1021/ct1002253
https://doi.org/10.1016/0009-2614(83)87434-x
https://doi.org/10.1080/00268976.2015.1085603
https://doi.org/10.1080/00268976.2015.1085603
https://doi.org/10.1039/C9CP00300B
https://doi.org/10.1039/C9CP00300B
https://doi.org/https://doi.org/10.1002/anie.201812889
https://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1002/anie.201812889
https://doi.org/10.1063/1.2159001
https://doi.org/10.26434/chemrxiv-2024-b8hqh
https://orcid.org/0000-0002-8288-924X
https://creativecommons.org/licenses/by-nc-nd/4.0/

97T. H. Dunning, Jr., “Gaussian basis sets for use in correlated
molecular calculations. I. The atoms boron through neon and
hydrogen,” J. Chem. Phys. 90, 1007-1023 (1989).

98R. A. Kendall, T. H. Dunning, and R. J. Harrison, “Electron
affinities of the first-row atoms revisited. systematic basis sets
and wave functions,” J. Chem. Phys. 96, 6796-6806 (1992).

99K. Fukui, “Role of frontier orbitals in chemical reactions,” Sci-
ence 218, 747-754 (1982).

100R, B. Woodward and R. Hoffmann, “The conservation of orbital
symmetry,” Angew. Chem. Int. Ed. Eng. 8, 781-853 (1969).

1011, Fleming, Molecular Orbitals and Organic Chemical Reactions
(John Wiley & Sons, Ltd, 2010).

102G, Klopman, “Chemical reactivity and the concept of charge-
and frontier-controlled reactions,” J. Am. Chem. Soc. 90, 223—
234 (1968).

1031,, Salem, “Intermolecular orbital theory of the interaction be-
tween conjugated systems. I. General theory,” J. Am. Chem.
Soc. 90, 543-552 (1968), https://doi.org/10.1021/ja01005a001.

15

104p B. Lutz and C. A. Bayse, “Orbital-based insights into parallel-
displaced and twisted conformations in 77— interactions,” Phys.
Chem. Chem. Phys. 15, 9397 (2013).

105R. Zhao and R.-Q. Zhang, “A new insight into pi-pi stacking
involving remarkable orbital interactions,” Phys. Chem. Chem.
Phys. 18, 25452-25457 (2016).

106 p, B. Lutz and C. A. Bayse, “Interpreting geometric preferences
in m-stacking interactions through molecular orbital analysis,”
Int. J. Quantum Chem. 118, €25513 (2018).

107A. J. Misquitta and A. J. Stone, “Ab Initio Atom—atom poten-
tials using CamCASP: Theory and application to many-body
models for the pyridine dimer,” J. Chem. Theory Comput. 12,
4184-4208 (2016).

108 D. Janicki, M. J. Van Vleet, and J. R. Schmidt, “Devel-
opment and Implementation of Atomically Anisotropic First-
Principles Force Fields: A Benzene Case Study,” J. Phys. Chem.
A 127, 1736-1749 (2023).

https://doi.org/10.26434/chemrxiv-2024-b8hqgh ORCID: https://orcid.org/0000-0002-8288-924X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0


http://link.aip.org/link/?JCP/90/1007/1
http://link.aip.org/link/?JCP/96/6796/1
https://doi.org/10.1126/science.218.4574.747
https://doi.org/10.1126/science.218.4574.747
https://doi.org/10.1002/anie.196907811
https://doi.org/10.1002/9780470689493
https://doi.org/10.1021/ja01004a002
https://doi.org/10.1021/ja01004a002
https://doi.org/10.1021/ja01005a001
https://doi.org/10.1021/ja01005a001
https://arxiv.org/abs/https://doi.org/10.1021/ja01005a001
https://doi.org/10.1039/c3cp51077h
https://doi.org/10.1039/c3cp51077h
https://doi.org/10.1039/C6CP05485D
https://doi.org/10.1039/C6CP05485D
https://doi.org/10.1002/qua.25513
https://doi.org/10.1021/acs.jctc.5b01241
https://doi.org/10.1021/acs.jctc.5b01241
https://doi.org/10.1021/acs.jpca.2c07244
https://doi.org/10.1021/acs.jpca.2c07244
https://doi.org/10.26434/chemrxiv-2024-b8hqh
https://orcid.org/0000-0002-8288-924X
https://creativecommons.org/licenses/by-nc-nd/4.0/

	What is the exchange-repulsion energy? Insight by partitioning into physically meaningful contributions 
	Abstract
	Introduction
	The exchange-repulsion energy for closed shell systems
	Exchange-repulsion in the triplet hydrogen system
	Interpretation of the contributions to the exchange-repulsion energy
	Implementation
	Behavior of exchange-repulsion energy contributions for closed shell systems
	Conclusions
	Acknowledgements


