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Unifying thermochemistry concepts in computational
heterogeneous catalysis†
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Thermophysical properties of adsorbates and gas-phase species define the free energy landscape of
heterogeneously catalyzed processes and are pivotal for an atomistic understanding of the catalyst
performance. These thermophysical properties, such as the free energy or the enthalpy, are typically
derived from density functional theory (DFT) calculations. Enthalpies are species-interdependent
properties that are only meaningful when referenced to other species. The widespread use of DFT
has led to a proliferation of new energetic data in the literature and databases. However, there is a
lack of consistency in how DFT data is referenced and how the associated enthalpies or free energies
are stored and reported, leading to challenges in reproducing or utilizing the results of prior work.
Additionally, DFT suffers from exchange-correlation errors that often require corrections to align the
data with other global thermochemical networks, which are not always clearly documented or ex-
plained. In this review, we introduce a set of consistent terminology and definitions, review existing
approaches, and unify the techniques using the framework of linear algebra. This set of terminology
and tools facilitates the correction and alignment of energies between different data formats and
sources, promoting the sharing and reuse of ab initio data. Standardization of thermochemistry
concepts in computational heterogeneous catalysis reduces computational cost and enhances fun-
damental understanding of catalytic processes, which will accelerate the computational design of
optimally performing catalysts.

1 Introduction

Density functional theory (DFT) has emerged as a crucial tool
in computational chemistry over the last decades, revolutioniz-
ing the field of heterogeneous catalysis by providing an effec-
tive approach to predict energetic properties1–6. This quantum-
mechanical (QM) modeling method offers insight into sur-
face chemistry and catalysis7,8. First-principles-based multi-
scale modeling provides the bridge between experiments and
theory that enables optimizations of catalysts and reactors9–11.
The DFT developments combined with advances in computa-
tional power have led to a surge of large-scale open-source
databases, such as the Materials Project12, the Open Catalyst
Project (OCP)13–15, the Novel Materials Discovery Laboratory
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(NoMaD)16–18, Catalysis Hub19, Automatic FLOW for Materials
Discovery (AFLOW)20, CatApp21, and the Open Quantum Mate-
rial Database (OQMD)22,23. These databases have enabled the
proliferation of energetic data, which has allowed a deeper un-
derstanding of catalytic processes at the atomic level.

Although these databases provide a vast amount of computed
information, the absence of standardized data formats and nam-
ing conventions poses a challenge for researchers. The databases
typically do not contain the raw DFT energies of the structures
but rather the derived quantities such as thermophysical prop-
erties and activation barriers. In principle, these derived quan-
tities are more general and transferable than raw DFT energies.
However, the processes used to derive them and the terminology
used to describe them can lead to inconsistencies between dif-
ferent studies24. This challenge is further compounded by the
variety of DFT codes and the different levels of theory used to
generate the data25,26. Due to computational cost, most large-
scale databases are based on DFT calculations with the gener-
alized gradient (GGA) approximation. Such DFT codes include
The Vienna Ab initio Simulation Package (VASP)27,28, Quantum
ESPRESSO29,30, NWChem31, GPAW32, Jaguar33, and SPARC34,
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each of which has its own features, functionalities, and special-
izations. The Atomic Simulation Environment (ASE)35 or Python
Materials Genomics (pymatgen)36 have helped standardize the
interfaces to these codes, but numerical differences persist due
to differences in exchange-correlation (xc) functionals, settings
(e.g. plane-wave cutoff energy, k-point sampling) and pseudopo-
tentials25. For metal oxides and magnetic systems, this is further
complicated by the spin state optimization and Hubbard correc-
tion (DFT+U)37,38, while electrochemical systems are affected
by the potential and solvent model39–43. Advanced techniques
such as quantum Monte Carlo, the random phase approxima-
tion, or time-dependent DFT can improve physical accuracy but
also introduce additional sources of numerical error and ambigu-
ity44–49.

Consequently, it is challenging to efficiently access, compare,
integrate, and analyze this data because different studies and
databases often present their findings in different formats25,50–52.
Web applications for surface chemistry such as CatApp21 and
Catalysis-Hub19 aim to provide systematic data for activation en-
ergies of elementary surface reactions and binding energies from
a variety of studies. Yet, the broader challenge of standardizing
data across various platforms and integrating existing gas-phase
databases remains. The rise of machine learning (ML) in hetero-
geneous catalysis research has been facilitated by the availabil-
ity of these databases and the development of cutting-edge ap-
proaches to handle the data, leading to the discovery of optimized
catalysts53–56. However, the inconsistencies between datasets im-
pedes the seamless data integration and (re)use, which hinders
the development of better ML models24,50,57–59. These discrep-
ancies underscore the need for standardized practices and bench-
marks in DFT calculations to ensure consistency and reproducibil-
ity across studies60,61. Due to all of the reasons above, it is com-
mon for every investigator of a catalytic reaction to perform elec-
tronic structure calculations for all species with a consistent set
of DFT settings to obtain meaningful results. Given the millions
of calculations present in emerging DFT energy databases14,15,
it is imperative that researchers find ways to leverage and reuse
existing DFT data whenever possible.

Beyond the challenges posed by non-standardized data formats
and different DFT methods, another critical issue that must be
addressed is the potential inconsistencies between experimen-
tal and ab initio data. Understanding catalytic processes relies
on microkinetic modeling based on DFT-derived energetics9,10,62.
However, the uncertainties in the energetics lead to discrepancies
between theory and experiment, which impact the applicability
and reliability of the multiscale model9,63,64. Discrepancies can
arise from various factors, such as incorrect active site models65,
missing pathways in the mechanism, inadequate consideration of
surface environment under reaction conditions66, and intrinsic
errors in the DFT xc functional67. DFT suffers from relatively
large physical errors arising primarily from the xc approxima-
tion, which yields adsorption energies errors of ≈ 20 kJmol−1 67.
While DFT has been instrumental in studying catalytic materi-
als, intrinsic parametric errors translate to uncertainties in reac-
tion rates of multiple orders of magnitude in multiscale models
68–72. Error cancellation improves the reliability of trends calcu-

lated with DFT, but the errors are still too large for quantitative
predictions of reaction rates for individual materials with first-
principles-based kinetic models in most cases.

The relatively mature field of gas-phase chemistry has made
significant progress in establishing common references and pro-
tocols for aligning thermochemical data from various sources. To-
gether with highly accurate electronic structure methods, this has
led to the development of databases with highly accurate ther-
mochemical properties, i.e. enthalpies of formation (∆ f H) such
as the NIST Chemistry Webbook73, JANAF74, or the Active Ther-
mochemical Tables (ATcT)75,76. The accuracy and consistency of
the gas-phase thermochemical data are the cornerstone of quanti-
tative predictions of reaction rates, which bridge the gap between
theoretical predictions and experimental observations. When a
gas-phase microkinetic model is developed, it is possible to simply
use tabulated values and append only the thermophysical proper-
ties of missing species.

Drawing inspiration from the approaches the gas-phase com-
munity uses for aligning thermochemical states offers a promising
route for standardizing approaches in the heterogeneous catalysis
community. However, heterogeneous catalysis has distinct chal-
lenges, as outlined above. Errors in electronic structure meth-
ods for heterogeneous systems at the GGA-level are larger77, and
there is no clear hierarchy of methods that can be universally ap-
plied across different systems60,78,79. Furthermore, the energies
of adsorbates are intricately linked to the surface chemistry, mak-
ing them highly dependent on the specific catalyst surface, ad-
sorbate coverage, and reaction conditions80–83. Given the intri-
cate nature of heterogeneous catalysis, a more nuanced strategy
is necessary to standardize methodologies, emphasizing the ur-
gency and importance of this task.

In this review, we first define a consistent notation of thermo-
chemical quantities that the heterogeneous catalysis community
can use in the future and provide a bridge to the gas-phase ther-
mochemical frameworks. The structure of this review ensures
that the methods of deriving thermophysical properties from
QM calculations are integrated into the general thermochemistry
framework to provide a clear learning pathway. We review the
available approaches to derive thermochemical properties of ad-
sorbates from ab initio data using a standardized notation that
can be condensed into a simple set of linear algebra equations.
These linear algebra tools provide a straightforward method for
combining data from numerous sources, integrating experiments
with ab initio data, converting between different formats, identi-
fying and minimizing inconsistencies, and guaranteeing that the
combined dataset is complete and consistent. The various ap-
proaches are used to calculate the thermophysical parameters for
a case study to showcase differences and similarities. We restrict
the discussion to heterogeneous catalysis for gas/solid systems
for simplicity, although extensions to solution-phase chemistry39

and electrochemistry84 are expected to be relatively straightfor-
ward. Our aim is not to promote any single method but rather
to demonstrate the differences, benefits, and drawbacks of avail-
able techniques while providing an approachable introduction to
a topic often perplexing to novice researchers in the field. We
hope that this review will serve as a valuable resource for navi-
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gating this complex topic and facilitate the improved use of the
wealth of existing data to analyze and understand heterogeneous
catalysis.

2 Overview of computational thermodynamics

This review aims to be self-contained and thus we begin with a
brief overview of the relevant thermochemical properties and re-
lationships. When working with thermochemical data related to
heterogeneous catalysis or any other system, it is imperative to
recognize that any thermochemically meaningful quantity will be
a relative quantity that satisfies a mass balance. Here, we focus on
chemical processes occurring at a fixed temperature and pressure;
hence, we use Gibbs free energy ∆G as the relevant thermochemi-
cal potential. Thermodynamic equilibrium governs the maximum
achievable conversion and selectivity for a chemical conversion
process. The equilibrium constant K for a reaction is calculated
from the Gibbs free energy change ∆rG at a temperature T

K(T ) = exp
(
−∆rG(T )

RT

)
. (1)

∆rG is the sum of the products of the free energies of formation
∆fGi of species i and their stoichiometric coefficient νi

∆rG =
N

∑
i=1

νi∆fGi(T ) (2)

Thus, it is crucial to accurately know the thermochemical quan-
tities of species participating in the reactions to make quantita-
tive predictions with kinetic models. In microkinetic models (gas-
phase or surface reaction mechanism), thermophysical properties
of all species and intermediates are required to determine the
equilibrium constants of the elementary steps. Commonly, an el-
ementary reaction is specified in the forward direction with rate
constant kfwd and the rate constant for the reverse direction krev

is determined from the concentration equilibrium constant Kc,

krev =
kfwd
Kc

(3)

which ensures microscopic reversibility and thermodynamic con-
sistency. The free reaction energy is related to the enthalpy ∆rH
and entropy ∆rS of reaction:

∆rG(T ) = ∆rH(T )−T ∆rS(T ) (4)

The reaction enthalpy is calculated from the enthalpy of forma-
tion ∆fHi(T ), also known as the heat of formation, of the species,

∆rH(T ) =
N

∑
i=1

νi∆fHi(T ) (5)

where ∆fHi(T ) is a critical thermochemical quantity since it cap-
tures the majority of the influence of chemical bonds. The en-
thalpy of formation is a relative quantity, meaning it is always de-
fined relative to other species or reference states, whereas entropy
and heat capacity are properties of an individual species. Defining
a set of reference species is necessary to obtain a set of internally
consistent ∆fH for all species. The thermodynamic community

has defined the elements in their standard configuration as the
standard reference species85, so the enthalpy of formation of a
species is defined as a formation reaction from the elements in
their most stable form at a constant temperature. For example,
for C2H6

2C(graphite) +3H2
∆fH−−→ C2H6 (6)

where the reference species are graphite and H2. Accordingly, the
∆fH of the standard reference species are 0 since it is a null reac-
tion. Experimental ∆fH can only be obtained directly for a limited
set of species such as H2O (oxidation of H2) and CO2 (oxidation
of graphitic C). In nearly all other cases, ∆fH are derived from
other measured reaction enthalpies, using the fact that the en-
thalpy is a state variable. Hess’s law states that ∆fH of a species is
invariant to the reaction through which it is formed. This law can
be exploited since it is relatively easy to measure the combustion
enthalpy of C2H6 in a bomb calorimeter.

C2H6 +3.5O2
∆rHcombust.

−−−−−−→ 2CO2 +3H2O (7)

Alternatively, this reaction can be written as:

2CO2 +3H2O−3.5O2︸ ︷︷ ︸
references

−−→ C2H6︸ ︷︷ ︸
target

(8)

where the reference species to form our target species are lo-
cated on the reactant side. If ∆fH of O2, CO2, and H2O are
known (∆fHO2

= 0kJmol−1, ∆fHCO2
and ∆fHH2O can directly be

measured), it is simple to back out ∆fHC2H6
with the measured

∆rHcombust.:

∆fHC2H6︸ ︷︷ ︸
target

= ∆rHcombust. + ∑
i̸=P

νi∆fHi︸ ︷︷ ︸
references

(9)

where νi is the stoichiometric coefficient of species i (e.g., νCO2
=

−2, νO2
= 3.5 in Eq. (8)). Fig. 1 shows the thermodynamic cycle

to determine ∆fHC2H6
.

Fig. 1 Thermochemical cycle to determine the ∆fHC2H6
from the com-

bustion enthalpy.

However, ∆fH of many species have never been measured and
probably will never be measured, especially for highly reactive
species such as radicals and other short-lived intermediates. Con-
sequently, QM methods are used instead to compute ∆fH of
species that cannot be measured. In all equations, we use the
general QM instead of DFT since all methods can be used with
any level of theory of electronic structure data. QM methods can
provide only electronic energies of individual species that are in-
ternally referenced to the QM reference frame of the software,
which can then be used to compute the reaction enthalpies and
finally deduce ∆fH. To determine ∆fH of a target molecule P from
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an electronic structure method, we form a hypothetical reaction
from a set of reference species A, B, and C with known ∆fH.

aA+bB+ cC −−→ P (10)

The first step is to compute the reaction enthalpy using the zero-
point corrected QM energies (Ei).

∆rHQM = EP︸︷︷︸
target

+
N

∑
i ̸=P

νiEi︸ ︷︷ ︸
references

(11)

With ∆rHQM, we can now back out ∆fH of the target:

∆fHP (0K)︸ ︷︷ ︸
target

= ∆rHQM −
N

∑
i ̸=P

νi∆fHi (0K)︸ ︷︷ ︸
references

(12)

∆fHP (0K)︸ ︷︷ ︸
target

= EP︸︷︷︸
target

+
N

∑
i ̸=P

νiEi︸ ︷︷ ︸
references

−
N

∑
i̸=P

νi∆fHi (0K)︸ ︷︷ ︸
references

(13)

Eq. (12) is identical to Eq. (9); the only difference is the source
of the reaction enthalpy. Since the reaction is hypothetical, it is
possible to use any stoichiometrically balanced reaction. QM cal-
culations are performed at a temperature of 0 K, so ∆fH derived
from the QM reaction enthalpy are at 0 K, too. They can be con-
verted to ∆fH at 298 K by applying temperature corrections86. In
principle, all the approaches described in this work are mathemati-
cally identical to Eq. (13); they only differ in the choice of reference
species and the value of ∆fH of the reference species.

2.1 Anchors, references, and thermochemical networks

Enthalpies are always derived from a set of reference species,
so without a common set of references, the values of enthalpies
are meaningless. When building microkinetic models, we are not
only interested in the enthalpies or Gibbs free energies of a single
species but rather the entire reaction pathway or mechanism. In
heterogeneous catalysis, this includes the adsorption of gas-phase
reactants, a series of surface reaction steps, and the desorption of
gas-phase products. Thus, it is necessary to align the enthalpies
of all species to the same set of reference species, which creates a
thermochemical network. In this work, we introduce the term an-
chor species as a special case of these reference species that form
the basis of a thermochemical network. The introduction of this
term helps to resolve ambiguity in approaches where multiple or
non-standard references are used. As we will show, the anchor
species of a thermochemical network will have a relative enthalpy
of zero within their own reference frame. In contrast, reference
species may have zero or non-zero values.

The gas-phase thermodynamic community has defined the en-
thalpies of formation ∆fH (see Eq. (6)), which use the elements
in their most stable configuration as the reference thermochem-
ical species85. By referencing all species to the standard set
of anchor species (i.e. the elements in their IUPAC standard

states85), it is possible to integrate data from multiple sources,
e.g., experimental and theoretical determinations with various
degrees of accuracy, into a global thermochemical network. There
are many highly accurate QM methods available for gas-phase
molecules (e.g., W487, HEAT88, focal point89, and ANL090) that
are capable of computing reaction enthalpies with an accuracy
of ±1kJmol−1. With these accurate reaction enthalpies, the gas-
phase chemistry community has established standard methods
to convert the electronic energies from QM into highly accurate
∆fH in thermochemical networks, which can be created in two
ways: sequential or using the Active Thermochemical Tables ap-
proach76,91. We briefly describe these two different approaches
in this review, but the reader is referred to refs 86,91,92 for a
complete description.

In the sequential approach, a single species is added by refer-
encing it to species already in the thermochemical network. These
species can be the elements in their standard states (anchors) or
species that are connected to the elements, i.e. their ∆fH is known
(references). The expansion of the thermochemical network is
most commonly done one species at a time, which introduces a
few issues. Foremost, it requires the constructor of the sequen-
tial compilation to choose at the onset which species to add and
in which order. Imagine that there are two species with simi-
lar quality thermochemical determinations (e.g. two different re-
action enthalpies forming the target from references) that relate
both to the existing compilation. The constructor of a sequential
compilation must arbitrarily choose which to add first, artificially
diminishing the impact that the second has on all subsequent de-
terminations. Once a species is added, values for its enthalpy and
partition function are adopted, and all additional species that in-
clude a reference to that species, even indirectly, depend explicitly
upon the previous values. The choice of partition function deter-
mines how a species thermochemical information is converted to
the reference temperature of 298.15 K under standard conditions
at which the thermochemical network is solved. Thus, partition
functions can limit the accuracy as many determinations occur at
temperatures far from the reference temperature. The third issue
is bias because constructors have to weigh all the available in-
formation when choosing what values to recommend for a given
reaction enthalpy. Frequently, the constructors adopts a single
“best” determination to add a new species to the network, dis-
carding the remaining information. Importantly, new information
that becomes available after a value has been adopted cannot be
included without redoing the entire compilation of the network,
which is the largest problem with the sequential compilation. By
the time a sequential network is compiled there is likely better
or contradictory information that cannot be included without in-
troducing inconsistencies. Examples of these sequential thermo-
chemical networks are the JANAF tables74 or the NIST Chemistry
WebBook73.

The dynamic ATcT75,76,92 approach overcomes the pitfalls of
the adopt-and-freeze sequential approach. At the time of compi-
lation of the thermochemical network, a set of partition functions
is chosen for each species. The entire thermochemical network is
constructed by fitting trial ∆fH to that network using a weighted
least squares regression92. All determinations within the net-
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work are then checked against the trial solution using the “worst
offenders” algorithm. The determination that is least consistent
with the trial ∆fH has their uncertainty increased marginally. This
procedure is repeated until the entire thermochemical network
consists of ∆fH with uncertainties that are internally consistent.
The ATcT approach uses all data available at the time of solu-
tion and can be painlessly updated with new information, in-
cluding additional ab initio or experimental data, new species,
or improved partition functions for species. Thus, the ATcT in-
corporates all available data from experimental and theoretical
into a single thermochemical network. This approach can deter-
mine ∆fH with an astonishing sub kJmol−1 accuracy. The current
version of the ATcT contains 3000 gas-phase species75, and it can
easily be accessed at https://atct.anl.gov/. Our current study
uses the ATcT database as the global thermochemical network.
Accordingly, we will use the terms ATcT or global thermochemi-
cal network interchangeably in the remainder of this paper.

In computational catalysis it is more common to create a self-
consistent local thermochemical network. A local thermochemi-
cal network may be anchored to any valid set of anchor species.
These anchor species can be part of the reaction mechanism or
additional species not present in the mechanism, and they can
even be abstracted into elemental chemical potentials. In the con-
text of ab initio thermodynamics, we can think of these reference
species as being in a reservoir that is in equilibrium with our tar-
get species (adsorbate, gas-phase, or surface)93. The reactions
to form the target from the reference species can take or donate
these references to the reservoir as an isothermal and isobaric
process94. This work details the numerous approaches to con-
struct these local networks and the approaches that integrate the
formation enthalpies of adsorbates into the global thermochem-
ical network by anchoring the species to the standard reference
set according to the IUPAC definition.

2.2 Thermochemistry in heterogeneous catalysis

The gas-phase thermochemical data from the global thermochem-
ical network is relevant for catalysis because it determines the
overall thermochemical equilibrium of a catalyzed gas-phase re-
action. However, no ∆fH of adsorbates are included in the ATcT,
except *H on Pt(111). The lack of adsorbates in these databases
is due to the structural complexity of the active site motifs, finite
coverage effects, the accuracy of electronic structure calculations
for adsorbates, and the limited availability of accurate experimen-
tal values. The ∆fH of the adsorbate depends on the active site
(e.g., metal (oxide) facet), which drastically increases the space
of possible species to integrate into a thermochemical network.
Additionally, the atomic-scale structure of surfaces may vary even
for a single facet, resulting in multiple possible binding sites with
distinct ∆fH.

The accuracy of electronic structure calculations for gas/solid
catalysis is typically limited to DFT because of the prohibitive
computational cost of more advanced methods. Wellendorff et
al.67 benchmarked predicted reaction energies for the adsorp-
tion of gas-phase molecules on transition metals with a range
of different xc functionals with known experimental values95

and obtained the best results for the BEEF-vdW functional with
uncertainties of ±30kJmol−1 (mean absolute error compared to
the benchmark dataset)67. Some studies employed higher lev-
els of theory such as combinations of GGA and meta-GGA func-
tionals96,97, embedding techniques98–100, random-phase approx-
imation (RPA)48,101–105, composite DFT/MP2/CCSD(T) meth-
ods106–109, CCSD(T)47, and Quantum Monte Carlo46,110 to de-
rive more accurate adsorption enthalpies. A review of beyond
DFT methods is provided by Sauer111. However, even with high-
level methods, heterogeneous systems typically require pseu-
dopotentials and other numerical approximations, leading to
lower accuracy than what can be achieved for gas-phase systems.
Another source of parametric uncertainty is the partition func-
tion used to compute the entropy and heat capacity, which are
often approximated by assuming an ideal gas, harmonic oscil-
lator, or hindered translator/rotor112–114. The errors are typi-
cally smaller than errors in enthalpy but can still be substantial,
as shown by more advanced techniques that account for anhar-
monicity115–117.

Experimental adsorption and reaction enthalpies can be sig-
nificantly more accurate than DFT data. Adsorption enthalpies
can be derived from temperature-programmed desorption (TPD)
spectra or measured using single-crystal adsorption calorimetry
(SCAC). An excellent review on SCAC is provided by Camp-
bell118. Determining ∆fH of the adsorbates anchored to the
global thermochemical network from experimental adsorption
enthalpies is straightforward. For associative adsorption, the ad-
sorbate is directly referenced to the gas-phase precursor; for ex-
ample, the adsorption enthalpy of CH4 on Pt(111) was measured
by Tait et al.119 via TPD:

CH4 +
∗−−→ CH ∗

4 ∆rH(63K) =−15kJmol−1

Assuming that ∆fHPt(111) is zero (a common assumption that
we will discuss later), ∆fHCH *4

can be calculated directly with
∆fHCH4

from the ATcT database in the thermochemical cycle in
Fig. 2. Temperature corrections have to be applied to convert
between the experimental and the reference temperature. How-

Fig. 2 Thermodynamic cycle to compute the formation enthalpy of CH *4
on Pt(111) from the experimental enthalpy of adsorption at 63 K.

ever, many species dissociate easily once adsorbed or do not have
a stable gas-phase precursor, requiring specialized precursors to
measure their adsorption energy. For example, Karp and cowork-
ers120,121 used CH3I as a precursor to determine ∆fH*CH3

CH3I+2 ∗−−→ ∗CH3 +
∗I ∆rH(320K) =−212kJmol−1

and measured a reaction enthalpy for the dissociative adsorption
on Pt(111) of −212 kJmol−1 with SCAC120. ∆fH*CH3

can then
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be derived using a thermodynamic cycle as displayed in Fig. 3.
The experimental determination of the accurate ∆fH of adsor-

Fig. 3 Thermodynamic cycle to determine the ∆fH*CH3
on Pt(111)

adapted from ref. 121. ∆fH*I (−144 kJmol−1) was obtained from a dif-
ferent experiment. The figure is adapted from Karp et al. 121.

bates is challenging since single-crystal adsorption calorimeters
are expensive and intricate systems. Creating single crystals and
ensuring no transformation during the operation is challenging.
Additionally, ∆fH of the co-adsorbates have to be known with
high accuracy122, and coverage effects caused by self- or cross-
interaction can distort the measurement120,121. Another chal-
lenge for more complex adsorbates is finding suitable gas-phase
precursors and preventing unwanted dissociation of the adsor-
bate. Due to all these factors, only a few dozen experimental
adsorption enthalpies exist for a limited number of systems, sum-
marized by Silbaugh and Campbell95. Consequently, it is fair to
assume that most adsorbate ∆fH will never be experimentally de-
termined, and they have to be derived from QM data instead.

3 Definition of terms and variables
All pertinent definitions and associated notation are collected and
concisely summarized in this section. We follow existing defini-
tions and notations from the gas-phase chemistry literature where
possible. Throughout this work, we assume that all thermochemi-
cal quantities are evaluated at 0 K, consistent with computational
chemistry methods. For simplicity and readability, we drop the
temperature in the equations below and only indicate if a quan-
tity is evaluated at a different temperature. However, the defini-
tions hold at all temperatures, and all mathematical relationships
are valid as long as all quantities are evaluated at a consistent
temperature. We also note that the existing computational catal-
ysis literature may use different terms and contains many ambi-
guities. Thus, the definitions and notation below are inconsistent
with some prior studies in computational catalysis, but are largely
consistent with the gas-phase literature. Table 1 summarizes all
the quantities used in this review. We provide a notation for a sin-
gle species whenever possible and a linear algebra notation for a
set of species (e.g., full mechanism). The general notation uses a
∆ for all relative quantities, with the subscript on the ∆ indicating
whether it is a formation f or reaction enthalpy r. The subscript
on the H indicates the identity of the species, while the super-
script on the H denotes the method used. We introduce another
subscript A on the ∆ that indicates whether the enthalpy is rela-
tive to a non-standard set of anchor species. For example “∆AH∗CO

where A = [CH4, H2O, H2, Pt(111)]” would fully specify an en-
thalpy of *CO adsorbed on Pt(111) anchored to the DFT energies
of CH4, H2O, and H2 and Pt(111). By definition, ∆AH of the an-

chor species A are zero in this local thermochemical network. The
specification of the subscript on the ∆ is critical when reporting
enthalpies of adsorbed species relative to non-standard anchors
since, as shown later, the absolute values of the enthalpies vary
widely with different anchor species. In this work, we reserve
the name of formation enthalpies to its agreed upon definition by
the chemistry community. Only enthalpies that are relative to the
standard IUPAC anchors, either directly or indirectly, and, thus,
are appended to the global thermochemical network are called
enthalpies of formation.

4 Types of tasks in thermochemistry

The case study clarifies that diverse and often inconsistent
datasets are prevalent in heterogeneous catalysis. Here, we seek
to classify the various tasks that are often performed to make
it more convenient to work with these quantities and correct or
combine the values consistently. All tasks aim to construct a con-
sistent thermochemical network that can be used to compute re-
action energies that will be used as inputs to microkinetic models
or other analyses. We broadly classify these into tasks of “compar-
ison and conversion”, which involve only arbitrary modifications
of data such that all relative quantities within a dataset remain
unchanged, and approaches for “combining and correcting” en-
ergies, which involve changes to relative quantities within a
dataset. The first class of tasks aims to create a local thermo-
chemical network with anchors that do not correspond to the
standard states, whereas the latter class of tasks integrates the
data into a global thermochemical network with the standard an-
chors that facilitates combining data from multiple sources (gas-
phase species, experimental data, etc.). The tasks for combining
and correcting require decisions and compromises for selecting
or combining inconsistent data. Different decisions and compro-
mises may yield different reaction energies. It is further possi-
ble to divide the approaches into two categories. Most described
methods use an atomic reference basis set, where a single ref-
erence/anchor species is selected for every element. The basis
set terminology was first introduced by Mhadeshwar et al.123 for
computational catalysis. Another approach has recently emerged
that uses a molecular fragment reference basis set, where a
reference species is defined for a particular feature of the target,
e.g., bond type.

This work aims to provide a standardized way of considering
the various compromises involved with each approach and pro-
vide researchers with convenient mathematical tools for imple-
menting them. Fig. 4 summarizes the different approaches graph-
ically. All methods are discussed assuming CxHyOz molecules and
adsorbates, but it is straightforward to extend the methods to an
arbitrary number of chemical elements (e.g., N or S) by adding ad-
ditional reference species. Examples of all methods are provided
in tutorial Jupyter Notebooks included in the supplementary in-
formation and in ref 124.

4.1 Case Study

We choose the oxidative dehydrogenation of ethane on Pt(111)
using the mild oxidant CO2 as a case study to test the different ap-
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Symbol Definition
Ei Zero-point corrected electronic (DFT) energy of a species i
∆fHi(T ) Enthalpy of formation of a species i at temperature T anchored to the global thermochemical network (here ATcT)
∆AHi(T ) Enthalpy of a species i at temperature T relative to the anchor species A in a local thermochemical network
∆rHi,ads(T ) Enthalpy of adsorption (or enthalpy of the adsorption reaction) of species i at temperature T
∆rH(T ) Reaction enthalpy of a stoichiometrically balanced reaction (gas-phase, surface, and adsorption reaction) calculated

from enthalpies of formation. This quantity is free of any anchor/reference species.
∆rHQM Enthalpy of reaction j calculated only from DFT energies (∆rHQM = ∑νiEi)
ν Stoichiometry vectors with stoichiometry coefficients νi of each species i in a reaction
M Stoichiometry matrix that encompasses a set of stoichiometry vectors (species × references)
N Elemental composition matrix of a set of species (species × elements)
F Fragment composition matrix of a set of species (species × fragments, e.g., bond types)
Hf(T ) Vector of enthalpies of formation at temperature T
HA(T ) Vector of enthalpies relative to the defined anchor species A at temperature T
HR

f (T ) Vector of enthalpies of formation of the reference species R at temperature T
Hr(T ) Vector of reaction enthalpies at temperature T
E Vector of zero-point corrected DFT energies
EA or ER Vector of zero-point corrected DFT energies of the anchor species A or reference species
Anchor Anchor species are a special case of reference species because they form the foundation of a thermochemical network.

The IUPAC standard states of each element are the anchor species for ATcT, NIST, and other global thermochemical
networks, but anchor species can be arbitrarily defined for any local thermochemical network. The enthalpy of
formation of an anchor species is always 0 because referencing it to itself creates a null reaction.

Reference A species that is used to determine the reference chemical potential. We assume that the enthalpy of formation of a
reference species is known, e.g, from the ATcT (global thermochemical network). The enthalpy of formation of the
reference species is relative to the energy of an anchor species or other reference species.

Table 1 Definition of terms and variables. We drop the T for simplicity in the manuscript and only mention it if the temperature is relevant.

proaches to compute the enthalpies of formation of the species in
a reaction mechanism and to construct the thermochemical net-
works.

C2H6 +CO2 −−⇀↽−− C2H4 +CO+H2O ∆rH(0K) = 169.7kJmol−1

This reaction is of interest to convert the large amounts of C2H6
in shale gas to C2H4 while at the same time reducing the green-
house gas CO2 to valuable CO. Pt and Pt-based alloys are promis-
ing catalysts for this reaction125,126. The considered mechanism
is based on the pathways discussed by Jalid et al.127, and we only
consider one possible path of the complex reaction mechanism.

C2H6 +
∗ −−⇀↽−− C2H ∗

6

CO2 +
∗ −−⇀↽−− CO ∗

2

C2H ∗
6 + ∗ −−⇀↽−− ∗CH2CH3 +

∗H

∗CH2CH3 +2∗ −−⇀↽−− ∗CH ∗
2 CH2 +

∗H

CO ∗
2 + ∗ −−⇀↽−− ∗CO+ ∗O

∗H+ ∗O −−⇀↽−− ∗OH+ ∗

∗OH+ ∗H −−⇀↽−− H2O∗+ ∗

H2O∗ −−⇀↽−− H2O+ ∗

∗CO −−⇀↽−− CO+ ∗

∗CH ∗
2 CH2 −−⇀↽−− C2H4 +2∗

We do not claim to provide new insights into this intricate reac-
tion system, nor do we assume that the presented mechanism is
complete. The case study serves purely as a demonstration pur-
pose. Pt(111) was chosen as a model surface as it has a large
amount of experimental data for ∆fH of adsorbates95. The ∗ in-
dicates that the species is bound to the surface. If it is on the left-
hand side of an atom, it indicates that the species is bound to the
surface through this atom (e.g., *OH). If it is on the right-hand
side, it indicates that the species is physisorbed (e.g., H2O*). The
DFT data used in this study is published in ref. 128. DFT calcu-
lations were performed with Quantum Espresso using the BEEF-
vdW xc functional129 on a (3×3) slab, which corresponds to a
coverage of 1/9th monolayer. The reader is referred to ref. 128
for further details. Additionally, the RPBE130 xc functional was
employed to provide context on how to compare different func-
tionals. Energetic data for the relevant species is summarized in
Table S1.

Some methods construct the thermochemical network using
only the species that are part of this mechanism and derive a set of
internally consistent ∆fH. However, in other methods, it is neces-
sary to introduce a set of additional gas-phase or adsorbed species
to determine ∆fH of the target species using hypothetical reac-
tions and not the elementary reactions in the mechanism. These
approaches connect the target to the existing global thermochem-
ical network. In Table 2, we list all gas-phase species (either part
of the mechanism or in a hypothetical reaction) and their ∆fH
taken from the ATcT database (version 1.13075,76). We also as-
sume that Pt(111) represents bulk Pt, which is why ∆fHPt(111) is
always 0 kJmol−1. Technically, assuming that Pt(111) is bulk Pt is
not in agreement with the IUPAC standard states since there is an
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Fig. 4 Overview of the different methods to convert a DFT dataset to enthalpies of formation and construct a global or local thermochemical network.
The methods can be grouped into atomic reference basis sets that conserve surface reaction energies from DFT and molecular fragment reference
basis sets that exploit error cancellation. The methods can use only DFT energies, apply direct corrections to DFT energies, and consider experimental
gas-phase species or adsorbate data.

enthalpy of formation to form Pt(111) from bulk Pt (proportional
to the surface energy of Pt(111)). However, assuming the active
site as a reference is the standard procedure in determining ad-
sorption enthalpies from experiments or theory95. We note that
in cases where multiple active sites are present, additional consid-
eration is required to determine whether the difference in ener-
gies between active sites should be accounted for or not. Having
multiple active sites with ∆fH of zero is not thermodynamically
consistent but may be appropriate if the relative concentrations
of active sites are known or if surfaces are not assumed to be in
equilibrium.

species ∆fH(0K) (kJmol−1) uncertainty (kJmol−1) source
* 0 exact Assumption
H2 0 exact ATcT
O2 0 exact ATcT
CH4 -66.549 ± 0.044 ATcT
C2H6 -68.38 ± 0.12 ATcT
H2O -238.902 ± 0.022 ATcT
CO -113.8 ±0.026 ATcT
CO2 -393.11 ± 0.015 ATcT
C2H4 60.89 ± 0.11 ATcT

Table 2 Enthalpies of formation of the gas-phase species at 0 K from the
Active Thermochemical Tables (ATcT), version 1.130 75,92. The vacant
site * is Pt(111) in our case study.
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4.2 Tasks for comparison and conversion of datasets

DFT total energies are anchored to a consistent zero energy, typ-
ically related to the vacuum level energy. However, the specifics
will depend on the DFT code used, the xc functional, the pseu-
dopotentials, and numerical settings. Nonetheless, the enthalpy
H(T, p) of a species (gas-phase or adsorbed) can be defined di-
rectly from a total DFT energy (EDFT) by including the zero-point
energy (EZPE) and a temperature correction δHfinite

i (T, p), which
is based on the partition functions of the species.

Hi(T, p) = EDFT,i +EZPE,i +δHfinite
i (T, p) (14)

= Ei +δHfinite
i (T, p)︸ ︷︷ ︸
=0 at 0 K

(15)

For simplicity, we assume throughout this work that DFT ener-
gies Ei have already been zero-point corrected, and we assume a
temperature of 0 K so that the finite-temperature correction can
be neglected. The quantity Hi(T, p) does not have a ∆ as it is not
an enthalpy of formation defined in a formation reaction; instead,
it is defined based on the relative energies of the (valence) elec-
trons. It is often more common in the catalysis literature to work
with the Gibbs free energy G(T, p), which is similarly defined as:

Gi(T, p) = Ei +δGfinite
i (T, p)︸ ︷︷ ︸

=0 at 0 K

(16)

We reiterate that in this work, we are only evaluating the state
variables at 0 K since the focus of this review is solely on species-
interdependent enthalpic contributions to the Gibbs free energy
of formation. At 0 K,

Gi(0K) = Hi(0K) = Ei. (17)

All DFT energies from a consistent set of calculations create a
local thermochemical network anchored to the same QM zero of
energy. This local thermochemical network can be used to deter-
mine the relative quantities of interest for the researcher to eval-
uate the energetics of possible pathways of a mechanism131–133.
However, using the DFT reference energy frame is inconvenient
when comparing data from different sources, codes, and differ-
ent levels of fidelity because the internal reference may change
by tens or hundreds of eV depending on the code, pseudopoten-
tials, or numerical settings selected. Therefore, converting the
QM energies from the original internal electronic reference frame
to an atomic reference basis set allows for easier data evaluation
and comparison.

4.2.1 Referencing QM energies to elemental chemical poten-
tials

A straightforward method to create a local thermochemical net-
work of consistent ∆AH from the computed DFT energies is pro-
vided by the framework of ab initio thermodynamics93,94. In this
framework, we formulate a reaction in which the target species
is formed from the constituent elements to calculate ∆AH or the
relative Gibbs free energy,

nCC+nHH+nOO+n* ∗
∆AH−−→ P

where P is a generic CxHyOz gas-phase species or a CxHyO *z ad-
sorbate. We will start the derivations with the relative Gibbs free
energy, which is more common in the ab initio thermodynamics
literature. The Gibbs free energy Gi of a species is defined as:

Gi(T, p) = Gi(0K, p)+δGfinite
i (T, p) (18)

Gi(T, p) = Ei +δGfinite
i (T, p) (19)

When defining our atomic reference basis set A as the DFT en-
ergies of the elements in the reaction above, we can simply deter-
mine the Gibbs free energy ∆AG in this reference frame from the
reaction free energy.

∆AG(T, p) = ∆rG(T, p) (20)

∆AG(T, p)︸ ︷︷ ︸
target

= GP(T, p)︸ ︷︷ ︸
target

−
Nelements

∑
k

nkGk(T, p)︸ ︷︷ ︸
references

(21)

The Gibbs free energy of the elements Gk is equal to the ele-
mental chemical potential µk(T, p), which is more commonly used
in the literature.

∆AG(T, p)︸ ︷︷ ︸
target

= GP(T, p)︸ ︷︷ ︸
target

−
Nelements

∑
k

nkµ
A
k (T, p)︸ ︷︷ ︸

references

(22)

nk is the number of atoms of the element k in species i (identical
to the stoichiometric coefficient in the reaction above). Since we
focus only on a temperature of 0 K, we can use Eq. (17) to reduce
Eq. (21) to

∆AG(0K) = ∆AH = EP −
Nelements

∑
k

nkµ
A
k . (23)

In this ab initio thermodynamics framework, ∆AH of the target
is anchored to the chemical potentials of the elements µk, which
we need to determine. Theoretically, it is possible to use the DFT
energies of the elements as the chemical potentials. However, it
is impractical to reliably determine the chemical potentials (or
electronic energies) of the standard states of the elements with
DFT. For example, the graphite formation energy is sensitive to
vdW forces, which are not accurately accounted for in many func-
tionals, and the O2 energy requires an accurate treatment of the
triplet spin state of oxygen, which is difficult at the DFT level of
theory and depends on the spin state. Total atomization ener-
gies offer a convenient alternative in principle, but in practice,
they suffer from similar issues. Treatment of bare atoms in DFT is
generally inaccurate due to unpaired electrons. Also, it requires
careful convergence of spin states that can cause ambiguity in the
results due to potentially large numerical errors. Calculating ac-
curate atomization energies demands the highest level of theory
and presents the most demanding calculations. To avoid these
challenges, we can derive the chemical potentials of the elements
via two different approaches: (i) by hand-picking closed-shell ref-
erence species that are supposedly more accurate and use them to
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calculate the chemical potentials in a sequential approach, or (ii)
by formulating a linear algebra problem that can be solved via lin-
ear regression, avoiding explicitly defined reference species. The
first approach is described in this section, and the second is de-
scribed in Section 4.2.3.

In principle, the choice of reference species is arbitrary, but
there are some constraints. Reference species have to be cho-
sen so that there is a species for every element. For example,
we can use A=[CH4, H2O, H2] as closed-shell anchor species
to determine the chemical potentials. It is assumed that these
reference species are available in thermodynamic reservoirs93.
These reservoirs are connected with the unit cell of the target
molecule/adsorbate/structure, and the reference species can be
drawn from the reservoirs or vanish in them without affecting the
pressure or temperature of the target94. The chemical potentials
are then derived, assuming a thermoneutral reaction to form the
element from the closed-shell reference species.

CH4 −2H2 −−→ C

The chemical potential µA
C is then calculated from the DFT ener-

gies and other µA
k are derived similarly.

µ
A
C = ECH4

−2EH2
(24)

µ
A
O = EH2O −EH2

(25)

µ
A
H = 0.5EH2

(26)

We have now abstracted the DFT energies of the chosen anchor
species into the elemental chemical potential. We can also as-
sume that the Pt(111) slab is one entity and define the chemical
potential of this reference as the DFT energy of the surface site
µA

* = EPt(111). ∆AHP referenced to the anchors A = [CH4, H2O,
H2, Pt(111)] is then defined as:

∆AHP︸ ︷︷ ︸
target

= EP︸︷︷︸
target

−
Nelements

∑
k

nkµ
A
k︸ ︷︷ ︸

references

(27)

It immediately follows that ∆AHk = 0. The linear algebra nota-
tion of Eq. (27) is,

HA = E−N µ
A (28)

where N is the elemental composition matrix (number of
molecules × number of elements) of the target species.

N =

C H O ∗
2 6 0 0 C2H6
2 6 0 1 C2H ∗

6

Elements

Species


 (29)

For a set of reference species to determine the chemical po-
tentials, it is also possible to determine the chemical potentials
by using the inverse of the elemental composition matrix of the
anchors.

µ
A = NA−1 EA (30)

For simplicity, we integrated the entire slab directly into the ele-
mental composition matrix, which is convenient when determin-
ing only ∆AH of adsorbate and gas-phase species. It is possible
to parameterize a microkinetic model with the derived ∆AH from
this method134. However, the chemical potential of the slab can
also be broken down into every atom, which is useful when in-
vestigating mixed transition metal, metal oxide, or metal carbide
surfaces94,135–137. Explicitly defining the chemical potentials of
all atoms is often used to derive surface free energies γ 94.

γP(T, p, ...) =
1

2A

[
GP(T, p, ...)−

Nelements

∑
k

nkµk(T, p, ...)

]
(31)

The surface free energies can be used to construct phase di-
agrams and compare the stability of materials for catalytic and
electrocatalytic systems under specific reaction conditions135–142.
However, they may also be related to specific reaction conditions
such as temperatures, environment, applied potentials, or pH. In
the cases where the chemical potential is evaluated at different
temperatures than 0 K, it is necessary to work with the Gibbs free
energy of formation in Eq. (21) and consider finite temperature
and other corrections. An example is the computational hydro-
gen electrode (CHE), which also uses the concept of elemental
chemical potentials143–145. For electrocatalytic systems, an addi-
tional reference potential is required for the proton-electron pair,
defined as the reversible hydrogen electrode (RHE).

H++ e− −−⇀↽−−
1
2

H2

The proton-electron pair chemical potential is then defined via

µH+ +µe– = 0.5µH2
− eU (32)

µH+ +µe– = 0.5
(

EH2
+δGfinite

H2

)
− eU (33)

where U is the applied potential and e the elementary posi-
tive charge. The chemical potential of H2, µH2

, is the sum of
the electronic energy EH2

and the finite free energy corrections
δGfinite

H2
. With this definition of the chemical potential of the

proton-electron pair, it is possible to evaluate, e.g., the surface
morphology or stability of alloys at different applied potentials.

It is important to note that the numerical values of the ∆AH will
vary drastically depending on the choice of anchor species used
to derive the chemical potentials of the elements. Consequently,
directly combining energetic data with different anchors is erro-
neous. To illustrate this variation, we chose three different sets
of anchors corresponding to closed-shell molecules to determine
the chemical potentials, which are A = [CH4,H2O,H2,Pt(111)],
B = [CO,H2O,H2,Pt(111)], and C = [C2H6,CO,H2,Pt(111)].

Fig. 5 shows the calculated enthalpy profiles using the differ-
ent anchor species for the oxidative C2H6 dehydrogenation. In-
deed, it can be seen that ∆AH for the species are very different
as seen by the offsets between the profiles on the y-axis. Thus,
a naive comparison of energies from ∆AH and ∆BH would result
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Fig. 5 Enthalpy diagram for the approach to reference the DFT energies to a set of anchor species through elemental chemical potentials. While the
absolute values of the formation enthalpies depend on the set of anchor species, the reaction enthalpies for all elementary steps are conserved. This
conservation can be seen when all lines are collapsed (multicolored line). No activation barriers are included in this diagram.

in a large discrepancy. However, the relative enthalpy differences
between the adsorbates, i.e. the reaction enthalpies, which are
ultimately the quantity that matters in microkinetic models, are
identical. This is easily seen by setting the starting point in the
enthalpy diagram to 0, which results in the collapse of the three
different profiles. Thus, the reaction enthalpies predicted from
DFT are always conserved, leading to identical predictions of a
microkinetic model, regardless of the reference/anchor basis set.

For pedagogical purposes, we show explicitly that the reac-
tion enthalpies are independent of the chosen references for any
atomic reference basis set, i.e. when there is a single chemical
potential for each chemical element. A relative reaction enthalpy
can be calculated using ∆AH derived from the chemical potentials,

which is written as:

∆rH =
N

∑
i

νi∆AHi (34)

=
Nproducts

∑
i

νi∆AHi −
Nreactants

∑
i

νi∆AHi (35)

=
Nproducts

∑
i

νi

(
Ei +

K

∑
k∈products

nkµ
A
k

)

−
Nreactants

∑
i

νi

(
Ei +

K

∑
k∈reactants

nkµ
A
k

)
(36)

=
Nproducts

∑
i

νiEi −
Nreactants

∑
i

νiEi

+

(
Nproducts

∑
i

νi ∑
k∈products

nkµ
A
k −

Nreactants

∑
i

νi ∑
k∈reactants

nkµ
A
k

)
(37)

=
Nproducts

∑
i

νiEi −
Nreactants

∑
i

νiEi (38)

Therefore, for every stoichiometrically balanced reaction, it is ev-
ident that k ∈ products and k ∈ reactants will be equivalent and
∑k nkµA

k will cancel, making the choice of µA
k arbitrary. This in-

variance proves that as long as a dataset is anchored to the same
set of atomic reference species, it is internally consistent and the
relative quantities required for microkinetic models will be iden-
tical regardless of the anchors selected. The following techniques
for comparison and conversion of enthalpies of formation exploit
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this invariance, selecting “convenient” µA
k that allow for compar-

ison of energies under different thermodynamic scenarios or be-
tween different levels of theory and for conversion of energies
between relative and absolute reference states.

4.2.2 Referencing QM data to a set of anchor species

In the previous approach, we created a local thermochemical net-
work where ∆AH are referenced to the elemental chemical po-
tentials derived from a set of anchor species A. Here, we show
that it is possible to cut the “middleman” of elemental potentials
and use the anchor species directly to compute ∆AH. As demon-
strated above, the choice of reference species is in principle arbi-
trary, but there are some constraints that must be followed. One
reference species must be chosen for every element to form an
atomic basis set. As we will see in this section, the stoichiometry
of anchor species must also not be linearly dependent. Common
choices for the sets of reference species in computational cataly-
sis are typically gas-phase molecules like CO, H2, H2O146,147 or,
CH4,H2, H2O148,149. A vacant metal slab, e.g., Pt(111), has to
be added for adsorbed species. The construction of local thermo-
chemical networks is frequently used in the literature, although
anchor species often vary between studies and are not always ex-
plicitly stated. Referencing a single target species directly to a set
of anchor species works as follows: We construct a hypothetical
reaction to form the target (either gas-phase species or adsorbate)
from the set of anchor species, i.e., CH4, H2O, H2, and Pt(111).

νCH4
CH4 +νH2OH2O+νH2

H2 +ν* ∗
∆AH−−→ P

When using the DFT values of the reference species as the an-
chor, it follows that ∆AH of the target referenced to this set of
anchor species is equal to the reaction enthalpy of the reaction
above.

∆AHP︸ ︷︷ ︸
target

= ∆rHQM (39)

We can compute this reaction enthalpy from the electronic en-
ergies.

∆rHQM = EP︸︷︷︸
target

+
N

∑
i̸=target

νiEi︸ ︷︷ ︸
references

(40)

To determine ∆AHP, we can now substitute ∆rH in Eq. (39) with
Eq. (40).

∆AHP = ∆rHQM = EP +
N

∑
i ̸=P

νiEi (41)

The subscript A is the set of anchor species, in this case, A =

[CH4, H2O, H2, Pt(111)]. ∆AH of our chosen anchor species are
0 because it is a null reaction to form the anchor species from
themselves. Eq. (41) converts the zero-point corrected DFT en-
ergy of a single species into ∆AH referenced to the set of anchor
species, A. This problem can also be cast as a linear algebra prob-
lem for a set of species, typically the entire reaction mechanism.
The linear algebra notation using the definitions in Table 1 is as

follows:
HA = E+MEA (42)

where E is the vector of the zero-point corrected DFT energies,
M is an m× n stoichiometry matrix with m anchor species and n
reactions to form the target from the anchors (not to be confused
with the elementary reactions in the mechanism), and EA is the
vector of the DFT energies of the anchor species. The stoichiome-
try matrix M can be constructed by hand, but it is also possible to
use linear algebra to determine this from the elemental composi-
tion matrix N. N an m× n matrix, but consists of the elemental
composition of each species and is, thus, easier to construct and
more general since it is independent of the anchor set. We have
to construct an elemental matrix for the anchor species NA to de-
termine M.

NA =

C H O ∗
1 4 0 0 CH4
0 2 0 0 H2
0 2 1 0 H2O
0 0 0 1 Pt(111)

Elements

Species


 (43)

To convert between the elemental composition matrix N of the
species to the stoichiometry matrix M that forms the species from
the anchor basis set, we can use the inverse of the elemental ma-
trix of the reference species NA−1

.

M =−NNA−1
=

CH4 H2 H2O Pt(111)
−2 1 0 0 C2H6
−2 1 0 −1 C2H ∗

6

References

Species




(44)

Note that this places an explicit constraint on any possible an-
chor set: The composition matrix NA must be invertible. This
method of referencing DFT energies to a set of anchor species
with their DFT values is commonly used. It is suitable for inves-
tigating a catalyst for a specific process150–152, it can be used to
screen across the material space146,153–156, coverage effects on
the thermophysical parameters can be included147, it has been
combined with uncertainty quantification69,157, and it has also
been applied to investigate electrocatalytic systems158. Since the
method is identical to the elemental chemical potentials, it is also
possible to directly combine it with the CHE model to calculate
free energies at applied potentials159. This method is also the
default for calculating ∆AH in the open-source CatMap160 soft-
ware package, although the notation and nomenclature used in
the CatMap package and manuscript are different from the more
consistent ones used in this work.

4.2.3 Referencing QM data to least-squares elemental chem-
ical potentials

For a typical DFT dataset, there is a myriad of possible anchor
species to calculate the chemical potentials. For example, we can
calculate µO with different reference anchors, A = [H2O,H2] and
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B = [CO,CO2] through

µ
A
O = EH2O −EH2

=−55,799kJmol−1 (45)

µ
B
O = ECO2

−ECO =−55,878kJmol−1 (46)

Clearly, different anchor species will lead to different values of
the chemical potentials for the elements, which in turn affects the
relative enthalpies as shown in Fig. 5. However, as demonstrated
by Eq. (34), the reaction enthalpies of any stoichiometrically bal-
anced reaction will be conserved in an atomic reference basis set.
Instead of manually selecting the anchor species to determine the
chemical potentials of the elements in a sequential approach, it is
possible to exploit the invariance and select convenient numerical
values for the chemical potentials. In particular, it is often con-
venient to select chemical potentials that minimize the (sum of
squared) errors between relative enthalpies computed using dif-
ferent codes, levels of fidelity, or reference sets. As we will show,
this can be achieved using linear algebra and least-squares regres-
sion and avoids the need to specify any explicit chemical species
as anchors.

To calculate the least-squares anchor elemental potentials, we
take the elemental composition matrix N that contains all the for-
mation reactions of the target species from the constituent ele-
ments to derive the chemical potentials. Rather than selecting
a set of explicit anchor species with defined stoichiometries, we
seek the set of chemical potentials that minimizes the squared
magnitude of the resulting relative enthalpies. The linear algebra
formulation offers a convenient way to perform the minimiza-
tion of squared relative enthalpies magnitudes, which is closely
related to the least-squares regression problem and is given in
Eq. (47).

µ
LS =

(
N⊺N

)−1
N⊺E = N+ E (47)

The least-squares regression result can also be written as the
product of the pseudo-inverse of the elemental composition ma-
trix N+ and the energy vector E. Calculation of ∆LSH is then
performed by replacing the chemical potentials in Eq. (47) with
the expression in Eq. (28), leading to

HLS = E−N µ
LS = E−NN+ E (48)

where we use the LS symbol to denote a “least-squares” anchor
set that does not explicitly depend on specific molecular anchor
species, but rather implicitly depends on the entire set of target
species included (i.e. the species in the rows of N).

The least-squares anchor set is particularly advantageous for
comparing energies from different sources or approximations.
When using specific molecular species as anchors A, any error as-
sociated with the species will propagate through ∆AH of the entire
dataset. To illustrate this, Fig. 6a compares the relative enthalpies
of species in the oxidative dehydrogenation of ethane for two dif-
ferent xc functionals, RPBE and BEEF-vdW. Relative enthalpies
are computed using the elemental chemical potential approach
with two different reference anchor sets and the least-squares an-
chor. Using the molecular anchors, the deviation between the
two functionals varies widely depending on the choice of anchor

species. Naive comparisons could lead to very different conclu-
sions about the relative performance of these two xc functionals.
On the other hand, using the entire reaction mechanism to de-
termine the anchor chemical potentials by minimizing the sum of
squared errors removes the arbitrary dependence on the choice
of anchor species. When using these fitted chemical potentials,
the scatter and, accordingly, the deviation between the xc func-
tionals are significantly smaller. This behavior is also displayed in
Fig. 6b, where ∆LSH derived from the RPBE and BEEF-vdW func-
tional give similar results with only small deviations. Determin-
ing the chemical potentials via linear regression does not make
the DFT energetics more accurate; all reaction energies will be
unaffected, as shown in Eq. (34). However, it makes the ener-
getic data from different xc functionals more comparable, as seen
in Fig. 6b.

Using the least-squares chemical potentials as an anchor is sim-
ilar to determining atomization energy corrections (AEC) often
employed in the gas-phase community161. Known experimental
atomization energies for species are used to determine the cor-
rection factors for the DFT energies. In a more generic way, this
can be formulated as determining corrections to a set of energies
to align them with known energies of higher fidelity. In the case
of two DFT datasets obtained from two different functionals, we
can either compare the relative enthalpies or determine atomic
correction factors to align the energies of, e.g., the RPBE func-
tional to align with the BEEF energy values. In fact, it can be
shown that the least-squares anchor is also the anchor set that
minimizes the sum of squared deviation between two different
datasets obtained from different sources. Thus, the minimum
sum of squares chemical potentials can also be used directly to
align data from different sources, e.g., from different functionals
such as BEEF-vdW and RPBE or different levels of theory.

ÊRPBE
= ERPBE +NN+

(
EBEEF-vdW −ERPBE

)
(49)

where ÊRPBE
are the aligned energies of the RPBE functional

to the BEEF-vdW functional. Eq. (49) allows to align the data
from various sources to the same QM zero-of-energy, which is
useful in data science and machine learning for providing an un-
biased error between different levels of theory97,162. The method
is mathematically similar to the ∆-ML approach, where the ther-
mochemical quantity from on level of theory can be mapped onto
another level of theory163. Here, we present how to do this using
least-squares regression to determine elemental chemical poten-
tials. However, the least-squares regression can be replaced with
a machine learning model to regress other structural features us-
ing e.g. a LASSO (least absolute shrinkage and selection operator)
optimization164,165. The downside of this approach is that the an-
chor chemical potentials will depend implicitly on all the species
present in the dataset and technically need to be re-computed any
time the network is expanded, similar to the ATcT76.
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Fig. 6 a). Comparison of the difference between the enthalpies of for-
mation from the BEEF-vdW and RPBE functional using different sets of
references to determine the elemental chemical potentials: least-squares
regression, CH4/H2/H2O, and C2H6/H2/CO. The mean absolute devia-
tion (MAD) is reported in the legend. b) Aligning the two DFT datasets
for the test case with different xc-functionals using linear regression to
determine the elemental chemical potentials.

4.3 Approaches for correcting and combining datasets in
atomic reference basis sets

The approaches presented above are convenient for converting
energies into various frameworks such as ab initio thermodynam-
ics and assist in comparing different energy sets while ensuring
that all relative quantities for any reaction are conserved. Thus,
using these approaches, all microkinetic models will be identi-
cal regardless of the choice of anchor species. However, the re-
sulting reaction enthalpies may not be consistent with accurately
known enthalpies of the overall gas-phase reaction from global
thermochemical networks, such as the ATcT. For example, a re-
action enthalpy of 191.2 kJmol−1 is calculated for C2H6 dehydro-
genation with CO2 at 0 K using BEEF-vdW. This reaction enthalpy

is identical for all previously described approaches. However, this
value is in stark disagreement with the known reaction enthalpy
of 169.7 kJmol−1 determined from the accurate ∆fH of the ATcT
database. The difference results in an equilibrium constant K for
the ODH reaction that is off by a factor of ∼20 for a typical re-
action temperature of 873 K as shown in Fig. 7. Therefore, the
methods for comparison and conversion do not lead to microkinetic
models that are thermodynamically consistent with the known ∆fH
of gas-phase species. The methods described above are commonly
used techniques for manipulating DFT energies in computational
catalysis, and lay the foundation for subsequent approaches that
enable datasets that are more consistent with known thermo-
chemical information.
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Fig. 7 a) Van’t Hoff diagram of the equilibrium constant K derived
from the enthalpies of reaction calculated from the ATcT database, the
referencing approach, and the referencing approach with corrections. We
assumed the same reaction entropy for all different cases. b) Ratio of
the equilibrium constants from the computational chemistry methods
compared to the exact equilibrium constant derived from the ATcT. Note
that the inverse ratio of the referencing approach is shown.

The error in the gas-phase reaction energies is typically caused
by the inaccuracy of common GGA xc functionals, which are on
the order of 30 to 50 kJmol−1 67. When computing the reaction en-
thalpy of surface reactions from DFT energies, it is often assumed
that error cancellation improves the accuracy69. However, the de-
gree of error cancellation can vary widely, depending on the spe-
cific reaction128. Thus, we hope for error cancellation for surface
reaction energies, but it is not guaranteed that surface reaction
energies are accurate93. Additionally, DFT calculations perform
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poorly for gas-phase species due to the approximate treatment of
electron exchange and correlation166. The most commonly used
xc functionals in heterogeneous catalysis, such as BEEF-vdW and
RPBE, are semi-empirical. They are specifically selected to pre-
dict experimental adsorption enthalpies, which reduces accuracy
for gas-phase reaction energies129.

Combining thermochemical data from various sources (typi-
cally of very different fidelity) is necessary to achieve better agree-
ment with experimental gas-phase reaction enthalpies or more
accurate ∆fH of the adsorbates. This combination of data leads
to changes in relative quantities in the thermochemical network
that either implicitly or explicitly “correct” reaction enthalpies to
be more consistent with higher-fidelity data. Schemes are avail-
able that apply these corrections to a few species, many species,
or sometimes all species in the thermochemical network. Here,
we classify approaches as “direct” correction schemes, where in-
dividual DFT energies are explicitly corrected, and “indirect” cor-
rection schemes, where corrections are made implicitly through
error cancellation reactions. The direct methods tend to be sim-
pler because they apply fewer corrections and can be understood
intuitively, but they typically do not exactly reproduce all known
quantities. In contrast, indirect methods are generally capable
of reproducing known quantities exactly, but they do so at the
expense of greater complexity and less transparency.

4.3.1 Corrections to the DFT energies of gas-phase species

It is possible to improve the accuracy of the overall reaction
enthalpy by adjusting the DFT energies of individual gas-phase
species. Correction factors include atomic energy corrections
(AEC), bond additivity corrections (BAC), or corrections to frag-
ments or specific molecules161,167. AECs and BACs are standard
correction methods in the gas-phase community but are less fre-
quently used in catalysis. In computational catalysis, correction
factors have mainly been applied to specific molecules.

The most prominent introduction of molecular corrections in
heterogeneous catalysis is the correction of the O2 molecule, first
introduced by Nørskov et al. to explain the origin of the overpo-
tential for oxygen reduction143. They recognized that the high-
spin ground state of O2 is poorly described with DFT, leading to
large errors of ∼70 kJmol−1 in the water splitting reaction. To
avoid this issue, they used the experimental reaction energy for
water splitting 1

2 O2 +H2 −−→ H2O (equal to ∆fHH2O) to avoid
calculating O2 with DFT, leading to the widely used “O2 correc-
tion” that ensures the correct enthalpy of the water splitting reac-
tion143,168–170.

Ecorr
O2

= 2
(
EH2O −EH2

+∆fHH2O
)

(50)

where ∆fHH2O = −238.9kJmol−1 (ATcT75). Another widely
used correction to DFT energies of gas-phase species for catalytic
systems was proposed by Peterson et al.144 for the electrochem-
ical reduction of CO2 on Cu(111). The authors applied a statis-
tical sensitivity analysis to identify correction factors that align
the reaction enthalpies from DFT with the experimental values.
To determine these correction factors, they compared the DFT-
derived reaction enthalpies of 21 hand-picked gas-phase reactions

involving CO2, CO, H2, and H2O with experimental values from
the NIST database. Perturbing the energy of CO2 and all species
with an OCO backbone by 43.4 kJmol−1 for the RPBE functional
led to a minimum deviation between the experimental and DFT
values. However, the agreement with all test reactions is not
exact, and a discrepancy of ≈6 kJmol−1 remained. In the same
study, very different correction factors were necessary when us-
ing the PBE functional, highlighting the functional dependence of
these corrections. In a follow-up study, Studt et al.171 repeated
the same analysis using the BEEF-vdW functional in GPAW, and
they obtained the closest agreement when perturbing the CO2
as well as the H2 energy by 31.8 kJmol−1 and 8.7 kJmol−1. In a
different study by Studt et al.172, a slightly different correction
value for CO2 of 39.6 kJmol−1 was obtained using QuantumE-
spresso while the H2 correction remained 8.7 kJmol−1. This dis-
crepancy in correction factors highlights the slight differences be-
tween different electronic structure codes and numerical settings,
making it challenging to generalize correction factors. Following
these pioneering studies, a range of corrections for the gas-phase
energies were proposed in the literature for nitrogen-containing
species60,168, O2

173, CO, CO2 and other species depending on
the xc-functional77,174–176. Urrego-Ortiz et al.177 reviewed the
gas-phase errors and corrections of DFT calculations for compu-
tational catalysis.

Fig. 8 shows the enthalpy diagram with the applied corrections
to CO2 and H2 of 31.8 kJmol−1 and 8.7 kJmol−1 for the BEEF-vdW
functional171, respectively. The derivation of the ∆AH follows
the equations described in Section 4.2.2, with corrections added
to the DFT gas-phase energies of CO2 and H2O. Notably, the
reaction enthalpies will be the same regardless of whether cor-
rections are added before or after anchoring the thermochemical
network; however, if corrected species are used as anchors, then
the correction will be distributed throughout the network, and
the individual ∆AH will depend on whether the correction was
applied before or after anchoring. Thus, it is recommended that
corrected species should not be used as anchors to avoid ambi-
guity about which species have been “corrected”. Using these
standard corrections, the overall reaction enthalpy with the gas-
phase corrections is 159.4 kJmol−1, which still deviates from the
experimental value by 10 kJmol−1. This error leads to an equi-
librium constant that deviates by a factor of ∼4 from the exact
value (see Fig. 7b). Compared to the “non-corrected" free en-
ergy diagram constructed directly from DFT energies, the only
change is for the adsorption enthalpy of CO2, which is increased
by 31.8 kJmol−1, making CO *2 more stable. Since H2 desorption
does not appear in this reaction mechanism, the H2 correction
cancels out, and all other DFT reaction enthalpies are conserved.
In general, the approach changes only the reaction energies for
the adsorption/desorption steps where corrected molecules are
involved.

Instead of applying corrections to specific molecules, it is pos-
sible to determine correction factors for bond types. The OCO
correction of Peterson et al.144 is a simple example, but more so-
phisticated approaches are possible. The usage of bond-additivity
corrections to improve the accuracy of low level of theory meth-
ods is a well-established procedure in the gas-phase commu-
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Fig. 8 Enthalpy diagram with the relative enthalpies derived from the
corrected DFT energies of CO2 (+31.8 kJmol−1) and H2 (+8.7 kJmol−1)
using referencing approach compared with the ∆AH from the uncorrected
DFT energies. The enthalpy diagrams are aligned to C2H *6 + CO *2 to
demonstrate that the adsorption enthalpy of CO2 was corrected.

nity167,178. Bond-additivity corrections are increasingly used in
catalysis. Christensen et al.179 et al. identified that the error
is not associated with the OCO backbone but rather with the
C=O bond. They obtained a slightly better agreement with the
experimental reaction enthalpies when applying corrections of
9.7 kJmol−1 to H2 and 14.5 kJmol−1 for the C=O bond. Additional
bond-additivity correction factors were obtained for a range of
functionals by Granda-Marulanda et al.77 for CO2, CO, −CHx,
−OH, C−−O, and (C−−O)O. These fragments were hand-picked by
experts, which requires chemical intuition and experience. Al-
ternatively, it is possible to use machine-learning techniques like
LASSO regression to determine the subgraphs that lead to the best
results165,180. Overall, these correction schemes provide chem-
ically intuitive ways to understand the corrections, and in the
simplest cases are very straightforward to apply. However, the
corrections do not guarantee any specific accuracy of gas-phase
reactions and can become rather complex when generalized be-
tween different xc functionals.

4.3.2 Deriving enthalpies of formation of adsorbates using
gas-phase reference species

It is possible to combine the ∆fH of the adsorbates with the known
global thermochemical network of gas-phase reactions to achieve
reaction enthalpies of gas-phase reactions that are in exact agree-
ment with the known ∆fH from the ATcT. The approach to ref-
erence the DFT energies to the ATcT is similar to the approach
described in Section 4.2.2. Assuming an atomic reference basis
set with CH4, H2O, H2, and Pt(111), we can again create a reac-
tion to form the target from the references.

νCH4
CH4 +νH2OH2O+νH2

H2 +ν* ∗ −−→ P

In Section 4.2.2, we assumed that these species are our anchors
from which all other species are formed. Using the DFT energies
of these species as the anchor values, it followed that the ∆AH of
CH4, H2O, H2, and Pt(111) in the anchor frame A are 0 because it
is a null reaction. In the global thermochemical network, ∆fH of
these species are referenced to the IUPAC anchor species in their
standard state. Thus, ∆fH of the reference species have known

values as listed in Table 2. To utilize the tabulated ∆fH of the
gas-phase species from the global network, we have to reference
the DFT data to the IUPAC anchors, which we do through our
chosen reference species in the atomic basis set, shown in the
thermochemical cycle in Fig. 9.

Fig. 9 Thermodynamic cycle to determine the ∆fH of the species con-
nected to the global thermochemical network.

From the thermochemical cycle, it can be easily seen that ∆fHP

in the IUPAC anchor frame is the sum of the ∆fH of the reference
species and the reaction enthalpy to form the target from the ref-
erences.

∆fHP* =∆rHQM −
N

∑
i ̸=P

νi∆fHi (51)

∆fHP*︸ ︷︷ ︸
target

= EP*︸︷︷︸
target

+
N

∑
i̸=P

νiEi︸ ︷︷ ︸
references

−
N

∑
i ̸=P

νi∆fHi︸ ︷︷ ︸
references

(52)

We can also formulate this in a linear algebra notation leading to
the following equation:

Hf = E+MER −MHR
f (53)

Hf = E+M
(

ER − HR
f

)
(54)

Including the slab into the matrix of stoichiometric coefficients
leads to an equation that is similar to Eq. (42), with an addi-
tional term −MHR

f , which references enthalpies of formation to
the ATcT thermochemical network. As shown previously in Sec-
tion 4.2.2, M can conveniently be determined from N and NR via
Eq. (44). An alternative derivation of this approach was devel-
oped by Blöndal et al.181, which relies on an adsorption reaction
of the target species.

P + ∗ −−⇀↽−− P∗

where the adsorption enthalpy is derived from the DFT energies
and ∆fH* = 0kJmol−1 by assertion as discussed in Section 4.1.
Thus, the only unknown to solve is ∆fH of the gas-phase precursor
of the adsorbate. Many gas-phase precursors are unstable and,
therefore, not tabulated in the ATcT. An isogyric reaction90,182 to
form the species from CH4, H2O, and H2 is used to estimate ∆fH
of the precursor, which is similar to the ANL-0 approach90. ∆fH of
the gas-phase precursor also provides the reference to an existing
thermochemical network as illustrated in Fig. 10. We derive the
approach in detail in the SI and show how it is mathematically
equivalent to Eq. (54).

The method depends on the DFT energies of the reference
species, in this case CH4, H2O, and H2. The approach is typi-
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Fig. 10 Schematic illustration of referencing the DFT data to the global
thermochemical network (here ATcT) using gas-phase reference species.

cally used with this reference species set since it is equivalent to
an isogyric reaction90,182. However, other reference sets could
be selected, in which case the final ∆fH of the resulting reaction
network and the resulting adsorption enthalpies will vary slightly
depending on the selected reference species. For example, it is
possible to use the least squares anchor set introduced in Sec-
tion 4.2.3 to combine data from two thermochemical networks
without explicitly selecting molecular references. In this case,
all adsorption/desorption energies would be corrected by some
amount, but on average, the squared difference between the DFT-
derived and ATcT enthalpies of formation would be minimized.

Referencing the DFT energies to the existing ATcT database
through the reference species allows us to integrate the available
accurate ∆fH of gas-phase species, which always ensures thermo-
dynamically consistent mechanism. By using the highly accurate
∆fH of the gas-phase species from the ATcT instead of the DFT val-
ues, we implicitly correct all DFT-derived adsorption/desorption
reaction energies except for those of the reference species (see
Fig. 11). The adsorption enthalpies of the references match the
DFT energies (see SI). All reaction enthalpies of the surface reac-
tions from DFT are still conserved and identical to those of the ref-
erencing approach. This method also reduces the computational
workload, as it is no longer necessary to compute the energies of
gas-phase species other than the references.
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The enthalpy diagrams are aligned to C2H *6 + CO *2 to demonstrate the
changes in the adsorption enthalpies, while all surface reaction enthalpies
are conserved.

This approach has been widely employed by Vlachos and co-
workers183–186 to convert DFT energies to ∆fH referenced to the
global thermochemical network. Vorotnikov et al.183 used the
method to construct a database of adsorbates for furan chemistry
on Pd(111). Further, they used Eq. (52) to determine the ∆fH
of all gas-phase species (that are not the references) with the G4
level of theory rather than using ATcT values. This application
illustrates an alternative use of the approach where gas-phase
species and adsorbates are computed with different levels of the-
ory but can be combined in a single thermochemical network
since both are referenced to the same network. Integrating the ac-
curate ∆fH of gas-phase species and the ∆fH of adsorbates derived
from DFT in a global thermochemical network is crucial when
building coupled homogeneous/heterogeneous reaction mecha-
nisms181 or for open-ended mechanism exploration with auto-
mated mechanism generation software68,70,187–189. Some of the
authors have used the method for the microkinetic modeling of
the transient CO2 methanation on Ni(111)71 or the temperature-
programmed desorption of CO2

190.
It is also possible to derive elemental chemical potentials from

this approach that are conveniently referenced to the global ther-
mochemical network. Using the actual ∆fH of the reference
species basically results in the correction of the DFT-derived el-
emental chemical potentials to match the experimental ∆fH of
the reference species via

µC =
(
ECH4

−2EH2

)
+
(
∆fHCH4

−2∆fHH2

)
(55)

µO =
(
EH2O +EH2

)
+
(
∆fHH2O −∆fHH2

)
(56)

µH = 0.5EH2
+0.5∆fHH2

(57)

µ* = EPt(111) +∆fHPt(111) (58)

With these corrected elemental chemical potentials, the method
described in Section 4.2.1 can be used to derive ∆fH of the adsor-
bates, which can the be combined with accurate ∆fH of gas-phase
species from the ATcT to achieve thermodynamic consistency.

4.3.3 Deriving enthalpies of formation of adsorbate con-
nected to the global thermochemical network through
adsorbates

Blaylock et al.191,192 developed a similar approach, where they
also used an expression similar to Eq. (54). Instead of gas-phase
reference species, they used adsorbates as reference species for
the atomic reference basis set. They determined ∆fH of *H, *O,
and *CO on Ni(111) from experimentally measured adsorption
enthalpies193–195. In combination with the known ∆fH of the
gas-phase precursors (H2, O2, CO) from a global thermochemical
network like ATcT, we can derive ∆fH of the reference adsorbates
using the thermochemical cycle in Fig. 2. ∆fH of the adsorbed
reference species are referenced to the global thermochemical
network, and all other adsorbates are then referenced to these
reference species according to

ν*H
∗H+ν*O

∗O+ν*CO
∗CO+ν* ∗ −−→ P∗ (59)

which is illustrated in the thermochemical cycle in Fig. 12
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Fig. 12 Thermodynamic cycle for the connection of the DFT energies
to the global thermochemical network via experimentally determined en-
thalpies of adsorption for a reference basis set.

The method to determine ∆fHP* is straightforward and similar
to the method in Section 4.3.2. ∆fHP* is calculated from the re-
action enthalpy to form the target from the references from DFT
and the sum of the ∆fH of the references.

∆fHP* =∆rHQM −
N

∑
i ̸=P

νi∆fHi (60)

∆fHP*︸ ︷︷ ︸
target

= EP*︸︷︷︸
target

+
N

∑
i̸=P

νiEi︸ ︷︷ ︸
references

−
N

∑
i ̸=P

νi∆fHi︸ ︷︷ ︸
references

(61)

In linear algebra form this reads as

Hf = E+M
(

ER − HR
f

)
(62)

This is mathematically identical to the prior approach
(Eq. (54)), with the difference being that the enthalpies of ad-
sorbed species, rather than gas-phase species, are used as refer-
ences. For the construction of the stoichiometry matrix M, we
refer the reader to Section 4.2.2. Since the approach connects the
DFT data with the ATcT, it is possible to replace all DFT energies
of gas-phase species with accurate ∆fH form the ATcT to achieve
thermodynamic consistency. The resulting enthalpy diagram us-
ing this approach is shown in Fig. 12. Similar to the previous
method, this approach does not affect the reaction enthalpies of
surface steps since it uses an atomic reference basis set. How-
ever, all adsorption/desorption reaction enthalpies are changed
except for the reference species. In the previous approach, the
adsorption enthalpies of CH4, H2, and H2O were fixed at the DFT
values. The difference in this approach is that the adsorption
enthalpies of CO, H2, and O2 correspond now to experimental
values (see Fig. 13). This adjustment leads to noticeable changes
in the adsorption enthalpies of some species. The biggest change
occurs for the adsorption of CO2, which changes from strongly
exothermic to mildly endothermic. Typically, CO2 binds only
weakly through physisorption on the Pt(111) surface196. Using
gas-phase reference ∆fH indicates that the CO2 binds strongly to
the surface in disagreement with experiments. Mhadeshwar et
al.123 also describe the use of the experimental ∆fH of adsorbates
as a basis set to reference the DFT energies to the global thermo-
chemical network, thereby ensuring thermodynamic consistency
of the reaction mechanism with known adsorption enthalpies.

Fig. 13 Connecting the DFT data with the global thermochemical net-
work (here ATcT) by referencing DFT data to experimental ∆fH of ad-
sorbates.

4.4 Indirect correction schemes with molecular fragment
reference basis sets

The methods that have been introduced in prior sections rely on
an atomic basis set, with one reference species defined per ele-
ment. Depending on the scheme, these references may be gas-
phase or adsorbed species, but the approaches presented thus far
effectively act as adsorption energy corrections. They ensure that
gas-phase reaction energies are consistent with ATcT, and that
surface reactions are consistent with DFT, while adsorption ener-
gies are adjusted in various ways to ensure this is the case. Each
method makes different assumptions about how to adjust the ad-
sorption energies. However, since surface reaction enthalpies are
rarely known, the most common approach is to assume that DFT
surface reaction enthalpies are accurate. The logic for this is that
error cancellation in DFT is likely the largest for surface reactions
since both products and reactants have similar electronic environ-
ments (adsorbates on surfaces).

While there is certainly a higher degree of error cancellation
for pure surface elementary steps than adsorption reactions, er-
ror cancellation is not automatically guaranteed, and the degree
of cancellation can vary widely depending on the nature of the
adsorbed species. To demonstrate, we show the computed re-
action enthalpy for a set of surface reactions using the BEEF-
vdW and RPBE functional compared to the experimental values
in Fig. 14. The experimental ∆fH of the adsorbates were derived
from the adsorption enthalpies reported by Silbaugh and Camp-
bell95. While most of the predicted reaction enthalpies are within
±25 kJmol−1, there are deviations of up to 90 kJmol−1 from the
experiment. Additionally, results from the different functionals
can vary substantially. For example, the reaction enthalpy for
the dissociation of *OH determined from the RPBE xc-functional
agrees within chemical accuracy with the experiments, while the
BEEF-vdW value deviates by 35 kJmol−1. This large deviation and
sensitivity to functional choice indicates a low degree of error can-
cellation. There are also reactions for which both functionals give
similar results, indicating a higher degree of error cancellation
since the specific errors of each xc functional are canceled out.
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Consequently, the generalization of accurate reaction enthalpies
from DFT for all surface elementary reactions due to error cancel-
lation is not possible.

-100 -75 -50 -25 0 25 50 75 100
reaction enthalpy (kJ mol 1)

H2O * + * * OH + * H

* OH + * * O + * H

CH *
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Fig. 14 Comparison of predicted reaction enthalpies from the BEEF-
vdW and RPBE functional compared to the experimental value for a set
of surface reactions.

It is possible to maximize the degree of error cancellation
by constructing reactions that conserve the bonding environ-
ment and hybridization on both sides of the reaction. This ap-
proach moves away from atomic reference sets, instead select-
ing reference reactions by maximizing the similarity of molecu-
lar fragments. The gas-phase community has used these error-
cancellation reactions to derive ∆fH of species with chemical ac-
curacy at the DFT level of theory197,198. Instead of conserv-
ing the reaction enthalpies of surface reactions that are rele-
vant to a given chemical reaction network, the goal is to con-
serve the reaction enthalpies for reactions with the highest de-
gree of error cancellation. The key is to construct reactions that
conserve the molecular structure and bonding environment of
the target molecule to maximize error cancellation182,199–201.
Raghavachari and co-workers199,200 developed the connectivity-
based hierarchy (CBH) that automatically constructs error can-
cellation reactions for a gas-phase target. The order of the CBH
approach is conservation of spin pairs (isogyric, CBH-0), bond
types (isodesmic reaction, CBH-1), immediate connectivity of the
heavy atoms (hypohomodesmotic, CBH-2), or immediate connec-
tivity of the bonding environment (hyperhomodesmotic, CBH-3).
Climbing this ladder leads to increasing error cancellation and
more accurate ∆fH. Fig. 15 shows the order of the error cancella-
tion reactions with a gas-phase example for 1-propyl.

To illustrate this concept, we calculate gas-phase reaction en-
thalpies at various rungs of the CBH ladder using BEEF-vdW,
illustrated in Fig. 15. The simplest approach to calculate the
∆fH is via the total atomization energy from the BEEF-vdW en-
ergies. This approach results in a ∆fH that deviates wildly from

Fig. 15 Types of error cancellation reactions in the CBH 199,200 scheme to
determine the enthalpy of formation of the 1-propyl radical using BEEF-
vdW DFT energies. The reported differences in ∆fH are with respect to
the ATcT value of 118 kJmol−1. The value above the arrow is the reaction
enthalpy and all values are reported in kJmol−1. The atomization reaction
is not part of the CBH method.

the experimental value, with an error of 2,172 kJmol−1. This error
arises due to the implicit assumption that the atomization ener-
gies are correctly computed with BEEF-vdW, but it is well known
that much higher levels of theory are needed to accurately com-
pute total atomization energies86,199–202. The isogyric reaction
gives a much better agreement with the experiment, with a de-
viation of only 42 kJmol−1, but the deviation is still large enough
to cause equilibrium constants to be off by orders of magnitude.
The highest possible rung in the CBH scheme for this reaction is
an isodesmic reaction for 1-propyl. With this reaction, ∆fH is de-
termined to within chemical accuracy (3 kJmol−1) of the accurate
ATcT value from BEEF-vdW energies. Although the gas-phase com-
munity has highly accurate electronic structure methods, error
cancellation is still a very active field of research202,203. This ex-
ample illustrates the power of error cancellation in a gas-phase
context, and the same concepts hold for surface reactions, al-
though some modifications are required.

4.4.1 Deriving enthalpies of formation of adsorbates using
adsorbate reference species in isodesmic reactions

Recently, Kreitz et al.128 introduced the concept of error cancel-
lation reactions for adsorbates by extending the CBH approach.
The CBH approach provides a convenient way to connect the DFT
data with the global thermochemical network by using accurate
and independent reference ∆fH for the adsorbates that serve as
the bond-type fragments used in the reference reactions. This
necessity is a limitation for many catalytic surfaces where exper-
imental or high-level theory data is not available. However, for
Pt(111) (and some other close-packed facets), there is enough ex-
perimental data available in the literature, which is summarized
by Silbaugh and Campbell95, to decompose all CxHyOz adsor-
bates into bond types using isodesmic reactions (CBH-1). It is not
possible to use the lower CBH-0 rung due to inconsistencies with
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Fig. 16 Isodesmic reaction to determine the ∆fH of adsorbed ethyl
(*CH2CH3) using the CBH approach for adsorbates developed by Kreitz
et al. 128. This illustration shows that the C to which ethyl binds to the
surface is counted twice, which is why a CH4 needs to be subtracted.

the conservation of surface sites, which conveniently cancel out
at the CBH-1 rung, as explained in detail in ref. 128. The ∆fH
of the adsorbates used as the reference fragments are referenced
to the ATcT and all other adsorbates are referenced to the set of
reference adsorbates. Similarly to Section 4.3.3, we avoid the
use of a gas-phase precursors and combine DFT with experimen-
tal adsorbate ∆fH directly. Table 3 contains a list of the ∆fH of
all the species that were used for the bond types and additional
experimental values for the case study. In the literature, these
experimental values are only used to benchmark the DFT calcu-
lations; here, we show how to combine them with DFT values so
that they can all be included in a consistent thermochemical net-
work. ∆fH of the target is determined from an isodesmic reaction
using the fragments F , where F are adsorbates. An example of
the isodesmic reaction for adsorbed ethyl (*CH2CH3) is given in
Fig. 16.

bond type species ∆fH(0K) ref.
C–O CH3OH* -245.0 122
C=C CH2CH *2 22.1 204
C=O H2CO* -159.3 205
C–C CH3CH *3 -96.0 67
C–H CH *4 -81.3 67
O–H H2O* -267.9 67
Pt–C *CH3 -47.2 121
Pt≡C *CH -35.8 206
Pt=C *CH2

a 46.5 206
Pt–O *OHb -164.7 207
Pt–H *H -32.7 67
Pt=O *O -103.7 67
Pt=C=O *CO -230.9 67

Table 3 ∆fH at 0 K of the species that were used as fragments for the
bond types to construct the isodesmic reactions. All enthalpies are in
kJmol−1. The table is adapted from Kreitz et al. 128 and details for the
derivation of the ∆fH can be found there.

The various bond types in this reaction are summarized in the
table for demonstration purposes and show that all bond types are
perfectly balanced on both sides of the reaction. An open-source
software tool is available to construct these structure-preserving
reactions automatically for adsorbates128,208. The method for
calculating the ∆fH*CH2CH3

from this reference reaction is simi-
lar to the approaches described before. First, the zero-point cor-

rected DFT energies are used to compute the reaction enthalpy.

∆rHQM = EP︸︷︷︸
target

+
N

∑
i̸=P

νiEi︸ ︷︷ ︸
references

(63)

∆rHQM = E*CH2CH3
−E*CH3

−EC2H *6
+ECH *4

(64)

Assuming that ∆rHQM =∆rH, we can calculate ∆fH of the target
with the known ∆fH of the reference adsorbates.

∆fHP︸ ︷︷ ︸
target

= ∆rH −
N

∑
i̸=P

νi∆fHi︸ ︷︷ ︸
references

(65)

∆fH*CH2CH3
= ∆rHQM +∆fHCH3CH *3

+∆fH*CH3
−∆fHCH *4

(66)

The missing additional species for which isodesmic reactions
can be used from our case study are *CH *2 CH2 and *CO2.

CH3CH ∗
3 +2∗CH3 −2CH ∗

4 −−→ ∗CH ∗
2 CH2

2H2CO∗−CH ∗
4 −−→ CO ∗

2

The linear algebra notation for this approach is straightforward
and identical to Eq. (54),

Hf = E+MER −MHR
f (67)

Hf = E+M
(

ER −HR
f

)
(68)

where M is the matrix of stoichiometric coefficients for the
isodesmic reactions, which can be enumerated using the algo-
rithm or software described in ref. 128. The stoichiometric ma-
trix can again be derived using linear algebra, but in this case,
from a matrix F (number of molecules × number of fragments)
containing the composition of fragments of the target.

F =

C−O C−−O C−C . . .

0 0 1 . . . ∗CH2H3
0 0 1 . . . ∗CH ∗

2 CH2
0 1 0 . . . CO ∗

2

Fragments

Species


 (69)

Analogously, we can define a matrix with the fragments of the
reference species FR.

FR =

C−O C−−O C−C . . .

1 0 0 . . . CH3OH∗

0 1 0 . . . H2CO∗

0 0 1 . . . CH3CH ∗
3

Fragments

Reference




(70)

The stoichiometry matrix is then calculated via

M =−FFR−1
(71)

20 | 1–28Journal Name, [year], [vol.],

https://doi.org/10.26434/chemrxiv-2024-fjfmd ORCID: https://orcid.org/0000-0003-0158-9147 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-fjfmd
https://orcid.org/0000-0003-0158-9147
https://creativecommons.org/licenses/by/4.0/


Fig. 17 Thermochemical cycle for the isodesmic reactions.

which can be compared to Eq. (43) to highlight the use of a “frag-
ment” basis rather than an “atomic” basis in this approach.

The CBH methodology for adsorbates can only be applied for
molecules that can be broken down into isodesmic reactions.
Thus, the method cannot be used for small adsorbates like *O,
*H, or *CO. In this work, we can use experimental ∆fH for the
parameterization of the microkinetic model (see Table 3). Al-
ternatively, it is possible to perform higher-level of theory cal-
culations for these adsorbates to determine accurate ∆fH. The
CBH approach integrates available experimental data for the ref-
erence adsorbates, accurate gas-phase species from the ATcT, and
DFT energies into a global thermochemical network as shown in
Fig. 17. Additionally, systematic error cancellation provides a
more accurate ∆fH of adsorbates from DFT. Kreitz et al.128 ob-
tained a ∆fH for *OCH3 and C3H *8 that is within chemical ac-
curacy of the experimental value using BEEF-vdW DFT energies.
However, isodesmic reactions do not necessarily have the maxi-
mum degree of error cancellation199,201, e.g., the degree of error
cancellation for CO *2 is rather low. Conserving only the bond
types does not always conserve the correct hybridization and the
molecular orbitals. A good indicator for the effectiveness of the
error cancellation is the reaction enthalpy of Eq. (63)208. High
reaction enthalpies indicate a low degree of error cancellation,
and climbing to the next highest rung would be preferable. Un-
fortunately, this depends on the size of the target adsorbate. Ad-
ditionally, independent and accurate reference ∆fH are needed to
populate the fragments for the hypohomodesmotic level. Yet, the
approach provides a way to leverage a relatively small number
of strategically selected highly accurate reaction enthalpies from
experiment or wavefunction theories and use these to elevate the
accuracy of other reaction enthalpies by maximizing cancellation
of error.

While the molecular fragment reference basis sets still con-
serve the stoichiometry, they also conserve the bond types in
the molecule, which leads to differences between the refer-
ence fragments in the products and reactants. Consequently,
these approaches do not necessarily conserve the surface reac-
tion enthalpies of a mechanism at the DFT values. Instead,
they conserve surface reaction enthalpies of alternative reactions
that maximize error cancellation for a given electronic structure
method182,197–199.

Fig. 18 shows the enthalpy diagram with ∆fH from experi-
ments, ATcT, and the isodesmic reactions. Since the enthalpies
of the gas-phase species are directly from the ATcT, we match
the reaction enthalpy exactly, which is identical to the adsorp-
tion reaction approach in Section 4.3.2. The DFT energy of the

empty slab is also no longer needed. The reaction enthalpies
now vary considerably in comparison to the previous methods.
The dissociation of ethane to ethyl changed from endothermic
to exothermic and the subsequent dissociation step is even more
exothermic. Furthermore, the formation of *OH is also exother-
mic, while the endothermicity for the dissociation of CO *2 in-
creased significantly. Assuming the experimentally measured ad-
sorption enthalpies are more accurate than DFT, it follows that
the free energy pathway constructed from the CBH expansion ap-
proach should also be more accurate. However, it is only possible
to calculate ∆fH using the CBH approach in cases where the ex-
perimental (or other highly accurate) reaction enthalpies of the
requisite reference species are known.
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Fig. 18 Enthalpy diagram with enthalpies of formation derived with the
standard referencing approach and using the molecular fragment basis set
with isodesmic reactions. The enthalpy diagrams are aligned to C2H *6 +
CO *2 to demonstrate that using a molecular fragment basis set changes
the adsorption enthalpies and the surface reaction enthalpies.

5 Converting between reaction enthalpies and for-
mation enthalpies

The approaches in Sections 4.2.1 to 4.2.3 have shown that the re-
action enthalpies calculated from the total DFT energies are con-
served, regardless of the choice of atomic reference species. We
can use this fact and calculate ∆AH if only reaction enthalpies are
reported for a mechanism. This problem cannot be formulated for
a single species, and it directly becomes a linear algebra problem.
For a chemical kinetics network involving n chemical species, a
total of na +ns reference species must be defined, where na is the
number of unique atomic elements of which all species consist
and ns is the number of surface sites (typically one). Let E be the
zero-point corrected energies of chemical species, HA be the en-
thalpies of formation of the same species given defined references
A and Hr be the reaction energies according to the stoichiometry
matrix M. The relationship between Hr and E is a simple linear
combination, shown in Eq. (72).

Hr = M⊺ HA = M⊺ E (72)

Since the number of elementary reactions is typically greater
than or equal to the number of chemical species, i.e., m ≥ n,
there exists a direct mapping between E and Hr. Yet, no
obvious mapping exists in the opposite direction since this is
an under-constrained linear system of equations. The Moore-
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Penrose209–211 pseudo-inverse of the stoichiometry matrix M+

can be used to construct the inverse mapping. To solve this in-
verse mapping, it is first necessary to select anchor species for
each element from the mechanism, e.g., A =[C2H6, CO, H2O,
Pt(111)]. We can separate the stoichiometry matrix M into the
anchor species MA and non-anchor species M̂, leading to Eq. (73).

Hr = M⊺HA =

 M̂

MA


⊺ĤA

H̃A

= M̂⊺ ĤA +M⊺
A H̃A (73)

In Eq. (73), we separate HA into the anchor species H̃A and the
unknown ĤA. All enthalpies are referenced to the DFT energies
of the anchor species. Thus, the relative enthalpies of the anchor
species H̃A are 0. We can now rearrange the equation to compute
the unknown ĤA from the reaction enthalpies referenced to the
set of anchor species.

M̂⊺ĤA = Hr −M⊺
A H̃A (74)

ĤA =
(

M̂⊺
)+(

Hr −M⊺
A H̃A

)
(75)

ĤA =
(

M̂⊺
)+(

M⊺ E−M⊺
A H̃A

)
(76)

This general form allows intuitive change of references. It is
possible to use this method to create a thermochemical network
that is referenced to the ATcT by defining the enthalpies of for-
mation of the reference species to have the actual experimen-
tal values (instead of using the DFT values, which is equivalent
to assuming H̃A = 0). When using gas-phase reference species,
this results in the same enthalpies of formation as the method in
Section 4.3.2, and when using adsorbates, this is equivalent to
Section 4.3.3. Integrating the DFT data into the global thermo-
chemical network allows to replace gas-phase DFT energies with
accurate ∆fH from the ATcT. The interested reader is referred to
the SI for a more detailed discussion of the linear algebra of this
approach. This approach of calculating enthalpies of formation
directly from reaction enthalpies can serve as a convenient frame-
work for new methods of combining data from various sources or
identifying discrepancies in existing databases.

6 Summary & Conclusions
This review paper presents a cohesive collection of thermochemi-
cal concepts and linear algebra methods for calculating key ther-
mochemical quantities in computational catalysis. These methods
provide tools to combine data from various sources, to integrate
experimental and ab initio data, and to convert between differ-
ent formats. We have defined a notation for evaluating the ther-
mochemistry of adsorbates from DFT data that is consistent with
the existing gas-phase thermochemical conventions. All available
methods in the literature for converting a set of DFT data into
enthalpies of formation were described and explained following
the consistent notation. The summary of the methods in Table 4
highlights that they can all be reduced to a simple linear algebra
equation to anchor/reference the DFT data and to create a local or
global thermochemical network. The difference in the methods is

the choice of the anchor/reference species and the source of their
enthalpies of formation. This review focused only on the enthalpy
of formation at 0 K as it is the foundation of all thermochemistry
and has the biggest contribution to the Gibbs free energy. ∆fH at
0 K can be converted to ∆fH at other temperatures or to Gibbs free
energies of formation by applying finite-temperature corrections
through e.g., entropic contributions.

The approaches can be classified according to their use of an
atomic reference basis sets or molecular fragment reference ba-
sis sets. In an atomic reference basis set method, every element
must be assigned a single reference species (typically a closed-
shell gas-phase molecule), which can be abstracted into elemen-
tal chemical potentials. The atomic reference basis set methods
always conserve the reaction enthalpies as if they were calculated
from the plain DFT energies, so long as correction factors are not
applied and data from different sources are not mixed together.
Conserving all DFT reaction enthalpies does not reproduce the
thermodynamics of the overall gas-phase reaction from the accu-
rate gas-phase ∆fH of global thermochemical networks like the
ATcT. Therefore, correction factors are applied to DFT energies
to reduce discrepancies by adjusting adsorption enthalpies. How-
ever, the only method to ensure an exact agreement is to integrate
the DFT data into the global thermochemical networks by anchor-
ing it to the gas-phase or adsorbates ∆fH of the references.

Instead of atomic references, a fragment reference basis set us-
ing e.g. isodesmic reactions can be used to integrate data from
various sources (DFT, accurate gas-phase ∆fH from the ATcT, and
experimental adsorption enthalpies) into a global thermochemi-
cal network. The isodesmic reference reactions of this basis set
lead to an increased accuracy of ∆fH of adsorbates by maximiz-
ing error cancellation. Finally, we show how the linear algebra
framework can also be used to “invert” the problem of construct-
ing reaction enthalpies from ∆fH. This approach allows direct
calculation of ∆fH from tabulated reaction enthalpies, providing
an alternative perspective on how thermochemical data can be
converted and combined.

In conclusion, these tools can help researchers make better use
of existing DFT datasets and facilitate the storage of new DFT
data, preventing unnecessary waste of computational resources.
The usage of a standardized reference frame has led to the pro-
liferation of accurate thermochemical data in the gas-phase com-
munity, with wide-ranging implications on better reaction mecha-
nisms and accurate models. The goal for the catalysis community
should be to establish similar standards and methods. It is nec-
essary to align the adsorbate thermochemistry concepts with the
gas-phase community to integrate accurate thermophysical data
of gas-phase species and adsorbates into a single global thermo-
chemical network like the ATcT. Through the integration in this
global network, it will be possible to simply search for the en-
thalpy of formation of an adsorbate in a database that contains
the most accurate thermochemical information.
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Method Equation
Reference

set
References Data Network type Comments

Chemical
elemental
potentials

HA = E−N µ atomic
Gas-phase

species
DFT local Convenient framework for

dealing with non-standard
reaction conditions (T, p,
environment, applied poten-
tial)

Regression of
elemental
potentials

HLS = E−N µLS atomic
Entire

mechanism
DFT local Aligning DFT data from dif-

ferent sources

DFT anchors HA = E+MEA atomic
Gas-phase

species
DFT local Easy to use

DFT anchors
with

corrections
HA = E+MEA atomic

Gas-phase
species

DFT local Increased accuracy of overall
reaction enthalpy

Gas-phase
references

Hf = E+M
(
ER − HR

f

)
atomic

Gas-phase
species

DFT,
ATcT

global Accurate gas-phase ∆fH

Adsorbate
references

Hf = E+M
(
ER − HR

f

)
atomic Adsorbates

DFT,
ATcT,
Exp.

global Accurate gas-phase ∆fH and
3 experimental Hads

Isodesmic
reactions

Hf = E+M
(
ER − HR

f

) bond
type

Adsorbates
DFT,
ATcT,
Exp.

global Accurate gas-phase ∆fH,
many experimental Hads,
and error-cancellation for
surface reactions

Converting
∆rH to ∆AH

HA =
(

M̂⊺
)+ (

M⊺ E−M⊺
A H̃A

)
atomic

Gas-phase
species or
adsorbates

DFT,
(ATcT,
Exp.)

local (or global) Useful if only reaction en-
thalpies are reported

Table 4 Summary of all discussed methods using the consistent notation with additional information on the specifics of each method.
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