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In this manuscript, we explore the electrostatic environment of the interface between

a solid and a dilute electrolyte solution, with an emphasis on the electric field pro-

files that these systems produce. We review the theoretical formalism that connects

electrostatic potential profiles, electric field profiles, and charge density fields. This

formalism has served as the basis for our understanding of interfacial electric fields

and their influences on microscopic chemical and physical processes. Comparing

various traditional models of interfacial electrostatics to the results of molecular dy-

namics (MD) simulation yields mutually inconsistent descriptions of the interfacial

electric field profile. We present MD simulation results demonstrating that the av-

erage electric field profiles experienced by particles at the interface differ from the

properties of traditional models and from the fields derived from the mean charge

density of atomistic simulations. Furthermore, these experienced electric field pro-

files are species-dependent. Based on these results, we assert that a single unifying

electrostatic potential profile - the gradient of which defines a single unifying electric

field profile - cannot correctly predict the electrostatic forces that act on species at

the interface.
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I. INTRODUCTION

Solid-liquid interfaces provide a catalytic environment for many important chemical and

physical processes. The catalytic potency of these environments stems largely from their

tendency to produce strong, persistent electric fields.1–3 These fields push and pull on ions,

electrons, protons, and molecules to help them find transition states and overcome activation

barriers. Over a century of scientific effort has been aimed at understanding the properties

of these fields, how they can be controlled, and how they can be leveraged to enable advances

in the chemical sciences.1–12 However, despite this effort, surprisingly little is known about

the structure of the electric field profiles at these interfaces.

Here, we consider the equilibrium properties of the electric field profile at the inter-

face between a solid surface and a dilute electrolyte solution (e.g., ionic concentration of

∼ 100 − 10−2 M). Due to the physical consequences of ionic screening, these fields are only

appreciable within a narrow region of space extending less than 1nm into the liquid.4,13,14

This molecular scale region is extremely difficult to isolate via experiment, which is why

our current physical understanding lags significantly behind that for bulk systems. Electro-

chemical measurements report accurately on the electrostatic potential differences on either

side of a solid-liquid interface,15,16 Interfacial electric field profiles are then derived from the-

oretical models that prescribe the shape of the electrostatic potential profile that spanning

the interface, as illustrated in Fig. 1.

ψsolid
?

Solid Bulk liquidInterface

ψliquid
Δψ

Gouy-Chapman Gouy-Chapman-Stern Poisson-Boltzmann MD simulation

FIG. 1. Electrochemical measurements report on the potential difference, ∆Ψ, across a solid-liquid

interface. Theoretical models are required to describe the shape of the interfacial potential profile

(red lines). The electric field profile is then given by the negative gradient of the electrostatic

potential. Different models thus predict different interfacial electric field profiles.
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In the absence of reliable experimental probes, our best current tool for validating these

theoretical models is molecular dynamics (MD) simulation. In this manuscript, we high-

light the ability of MD simulation to provide molecular-scale insight into the properties of

interfacial electric field profiles. We also show how MD simulation can be utilized to test

the reliability of standard theoretical models. To accomplish this, rather than excerpting

from an array of different simulation studies in the literature, we present previously unpub-

lished results from an unremarkable yet illustrative model system. This model is similar to

those appearing throughout the literature.17–19 By utilizing this model we hope to provide

generalizable physical insight while maintaining consistency and clarity across the various

sections.

The manuscript is organized as follows. First, in the following section, we review the for-

malism connecting charge density profiles, electrostatic potentials, and electric fields. Then,

in Sec. III we provide a brief review of the experimental, theoretical, and computational

studies that have led to our current understanding of the interfacial electrostatic environ-

ment. In Sec. IV we present the details of the simulation model. We use this model to

explore the properties of the interfacial potential, presented in Sec. V, and interfacial elec-

tric fields, presented in Sec. VI. Finally, in Sec. VII, we conclude and comment briefly on

the scientific outlook of this field.

II. THE FOUNDATIONAL RELATIONSHIP BETWEEN POTENTIALS,

ELECTRIC FIELDS, AND CHARGE DENSITY PROFILES

The interfacial electric field profile is typically defined as the negative gradient of a spa-

tially varying electrostatic potential landscape. In solution-phase systems, this seemingly

straightforward relationship can lead to confusion because there are multiple related yet

non-equivalent ways that the electrostatic potential can be defined. Although these dif-

ferent definitions are thermodynamically consistent, they predict very different interfacial

field profiles. These profiles are consequential because they motivate our molecular-level

understanding of interfacial chemical processes.

Varying definitions of the electrostatic potential arise due to differences in the assumed

role of solvent in interfacial electrostatics (e.g., implicit or explicit), or in whether the po-

tential is meant to act on a hypothetical charged species introduced to the system or on an
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existing species within the system. In this section, we present three common definitions of

the electrostatic potential that highlight these differences. In doing so, we will establish a

notation that will allow these different potentials to be easily distinguished, compared, and

contrasted.

Coulomb Potential Poisson Potential Madelung Potential

ψ( ⃗r) = 1
4πϵ0 ∑

i

qi

| ⃗ri − ⃗r | ∇2φ = − ρ
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FIG. 2. Schematic representation of Coulomb, Poisson, and Madelung potentials, as formulated in

this manuscript.

A. The Coulomb Potential, ψ

Coulomb’s law establishes a general definition of the electrostatic potential, ψ. Specifi-

cally, the Coulomb potential at position r⃗ due to a point charge qi at position r⃗i is given by,

ψ(r⃗) ∝ qi/|r⃗ − r⃗i|, where the constant of proportionality is (4πϵ0)
−1 and ϵ0 is the vacuum

permittivity. Contributions to this potential are additive, and thus in a field of multiple

point charges, the Coulomb potential is a sum of single point-charge contributions,

ψ(r⃗) =
1

4πϵ0

∑
i

qi
|r⃗ − r⃗i|

. (1)

Alternately, this potential can be expressed as an integral over a continuous charge density

field, ρ(r⃗), as,

ψ(r⃗) =
1

4πϵ0

∫
dr⃗′

ρ(r⃗′)

|r⃗ − r⃗′| , (2)

where ρ(r⃗) is the net charge density at position r⃗. To relate Eqs. 1 and 2 we recognize that

for a point charge system, ρ(r⃗) =
∑

i qiδ(r⃗i − r⃗), where δ(x) is the Dirac delta function.
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The Coulomb potential quantifies electrostatic contributions to a system’s potential en-

ergy. More specifically, the electrostatic potential energy of a point charge systems is,

ECoul =
1

4πϵ0

∑
i<j

qiqj
|r⃗i − r⃗j|

, (3)

where the summation is taken over all unique pairs of particles, and thus the potential energy

change to create a charge of magnitude q at position r⃗ is given by,

∆ECoul = qψ(r⃗). (4)

A general definition of the electric field, E⃗(r⃗), follows from this relationship. Specifically,

the force experienced by a charge q at position r⃗ is,

F⃗q(r⃗) ≡ qE⃗(r⃗) = −q∇ψ(r⃗). (5)

In other words, the electric field at any given position is given by the negative local gradient

of the electrostatic potential landscape.

B. The Poisson Potential, φ

The Coulomb potential dictates a differential relationship between the electrostatic po-

tential and charge density field, ρ. This relationship is formalized by the Poisson equation,

∇2φ = −ρ
ϵ
, (6)

where we have taken φ to denote the Poisson potential and ϵ is the dielectric constant of the

medium in units of the vacuum permittivity (ϵ0). Notably, if ρ is taken to be the explicit

charge density field (as in Eq. 2), and ϵ = 1, then φ and ψ are formally identical. More

commonly, however, φ is formulated in terms of an implicit or reduced charge density field,

describing only contributions from ionic species (omitting neutral solvent molecules), and

ϵ is set to the dielectric constant of the solution. In this case, φ represents an effective

electrostatic potential for the ionic species in solution and is thus not generally equivalent

to ψ.

For the purpose of this review, we will reserve the notation φ for cases where solvent’s

partial charge distribution is omitted from ρ(r⃗) and captured instead in terms of ϵ (i.e., a
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dielectric continuum), and ψ to indicate the case where ϵ = 1 and the solvent partial charges

contribute directly to ρ(r⃗).

Although Eq. 6 applies to systems of arbitrary dimensionality, for interfacial systems the

potential is typically resolved along a particular axis, e.g., the axis extending perpendicular

to the plane of a solid-liquid interface. In this case, the Poisson equation is given by,

d2φ(z)

dz2
= −ρ(z)

ϵ
, (7)

where z denotes the axis of interest, ρ(z) is the projection of the three-dimensional charge

density field along this axis, and φ(z) is the one-dimensional Poisson potential profile.

If ρ(z) represents the mean charge density profile, then qφ(z) is the mean potential energy

associated with creating a fictive charge, q, at position z. As such, the gradient in φ can be

interpreted as the mean electric field acting on such a fictive charge. Herein, we will denote

this electric field as Eφ, e.g.,

Eφ(z) = −dφ(z)
dz

. (8)

This quantity provides a physically intuitive description of the effective Coulombic driving

forces that are present in a system. However, these forces do not necessarily represent the

mean forces actually experienced by a given charged species in the system. This is because

φ and its gradients are native to the influence of a species on its local environment. For

example, the local environment of an ion is enriched in counter charge and in addition

can include a strongly bound and highly polarized solvation shell. The influences of these

molecular effects are integrated out of the mean charge density profile and thus may not be

apparent in φ(z) or its gradients.

C. The Madelung potential, Ui

The Madelung potential quantifies the potential experienced by a specific particle within

the system. Specifically, the Madelung potential for particle i in a system of point charges

is given by,

Ui =
1

4πϵ0

∑
j ̸=i

qj
|r⃗i − r⃗j|

, (9)

where the summation is carried out over all other particles within the system, qj is the

charge on particle j. Unlike the Poisson and Coulomb potentials, the Madelung potential

accounts for the influence of a species on its local electrostatic environment.
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The full Coulomb energy of a system can be expressed in terms of Madelung potentials

as,

ECoul =
1

2

∑
i

qiUi. (10)

This equation can be used to derive a relationship between the Madelung potential and the

local electric field. The Coulomb force on particle i is defined as F⃗i = −dECoul/dr⃗i, which

leads to the expression,

F⃗i = −qi
(
dUi

dr⃗i

)
, (11)

where qi is the charge on particle i. Comparing this expression to Eq. 5 leads to,

E⃗i = −
(
dUi

dr⃗i

)
. (12)

This relationship serves to motivate an interpretation of Ui as the local (in both space and

time) electrostatic potential acting on a given particle i.

D. Thermal fluctuations of the Madelung potential and its associated electric

fields

The Madelung potential, as defined in Eq. 9, is a function of the nuclear configuration of

the system. Therefore, thermal motions of particles in the system will lead to fluctuations in

Ui. At equilibrium, these fluctuations can be quantified in terms of a probability distribution

function, P (Uα), where α is the species type for particle i. The width of P (Uα) can be

specified by the variance, σ2
α = ⟨(δUi)

2⟩, where δUi = (Ui − ⟨Uα⟩). For simulation studies,

this quantity can be evaluated by studying the statistics of Ui for an ensemble of particles of

type α sampled from equilibrium simulations. These fluctuations drive charge thermalization

and are directly related to the solvent reorganization energy of Marcus theory.20,21

The long-range nature of Coulomb interactions presents a challenge when studying the

fluctuations of Ui. Specifically, due to the r−1 scaling, Ui for individual configurations does

not converge over a finite length scale. While the strength of contributions to Ui decreases

as r−1, the volume element (and thus the number of contributing species) associated with

a given distance increases as r2. The consequences of this scaling competition can be ap-

preciated by considering a radially-resolved formulation of the Madelung potential for a
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spherically symmetric particle,

Ui =
1

ϵ0

∫ ∞

0

drrQ(r) ≡
∫ ∞

0

drũi(r), (13)

where Q(r) denotes the total net charge at a distance r from particle i. In essence, the quan-

tity, ũi(r) quantifies the contribution to Ui originating from particles at a specific distance

r from particle i.

The failure of Ui to converge in real space can be demonstrated with a lattice model of an

uncorrelated Gaussian density field. Specifically, consider the Madelung potential, U0, of a

central site within a three-dimensional cubic lattice. Each lattice site is assigned a random

charge qi drawn from a Gaussian distribution, P (qi) ∝ exp(−q2i ). The value of ũ0(r) for

several random charge configurations is plotted in Fig. 3A. As this model illustrates, ũ0(r)

contributes random noise with constant amplitude at all radial distances. Thus, the value

of Ui for a given charge configuration is determined primarily by long-ranged uncorrelated

noise, and not (as one might incorrectly intuit) the fluctuations of the local electrostatic

environment. Therefore, Madelung potential quantities such as P (Uα) and ⟨(δUα)
2⟩ are

not reliable reporters of the local electrostatic environment. Notably, ⟨Ui⟩ reports on the

structure of the local electrostatic environment because the uncorrelated random noise at

long range averages to zero.

In contrast, the electric field decays more rapidly with distance (as r−2) and therefore

converges over finite length scales. This can be quantified in terms of the radial-resolved

components of the Madelung electric field vector E⃗i =
∫
drε⃗i(r), where,

ε⃗i(r) = − d

dr⃗i

 1

4πϵ0

∑
j ̸=i

qj
|r⃗i − r⃗j|

δ(r − rij)

 = −dũi(r)/dr⃗i. (14)

Figure 3B contains a plot of Ẽi(r) = |ε⃗i(r)| for the same Gaussian field model, demonstrating

convergence over finite distance. In other words, the properties of E⃗i are primarily deter-

mined by the local environment, even for individual configurations. Thus the statistics of

the Madelung electric field are useful in reporting on the properties of the local electrostatic

environment.
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FIG. 3. A lattice model of a random Gaussian charge density field. Radial contributions to the (A)

Madelung potential and (B) electric field vector, as defined in Eqs. 13 and 14, respectively. Different

point colors correspond to different random configurations of the charge density field. Results are

presented in arbitrary units.

III. THE BASIS OF OUR UNDERSTANDING OF INTERFACIAL

ELECTROSTATIC PROPERTIES

Due to the importance of solid-liquid interfaces in the chemical sciences, they have been

the target of a broad range of scientific studies for more than a century.4,22,23 Despite all of

this attention, much still remains to be uncovered about the electrostatic properties of solid-

liquid interfaces at the molecular scale. In this section, we review the essential experimental,

theoretical, and computational techniques that have been utilized to study these systems

and highlight the physical insight they have provided.

A. Insight from experiment

Electrochemical and spectroscopic techniques are capable of probing various aspects of

solid-liquid interfaces but provide limited insight into the molecular scale characteristics of

interfacial electric fields. Typical electrochemical techniques infer interfacial properties based

primarily on current-voltage relationships.24,25 The benefit of electrochemical techniques is

that they are capable of directly isolating the interface; however, the measurements aver-

age over macroscopic surfaces and thus lack molecular detail. Molecular scale interfacial

properties (e.g., electric field profiles) must be inferred using theoretical models which of-

ten include unverified assumptions.4,26 Furthermore, the interpretation of electrochemical
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measurement tends to assume a homogeneous interfacial structure, yet it has often been

speculated that surface imperfections can play an outsized role in interfacial chemistry and

thus in facilitating the flow of current.27

On the other hand; modern spectroscopic techniques are capable of reporting on molecular

details, however, isolating the comparatively tiny interfacial signal from that of the bulk is

a general challenge affecting the spectroscopic community.28–32 In addition, spectroscopists

must account for the sometimes significant interactions of pump and probe pulses with the

solid.33 In some cases, these interactions can be harnessed to amplify interfacial signal.30,34

Despite these challenges, our ability to measure the molecular properties of solid-liquid

interfaces continues to improve.30,35,36

Some of the first insight into interfacial electrostatics were derived from measurements

of interfacial differential capacitance, quantifying the change in solid surface charge with

applied voltage, and electrocapillarity, measuring the surface tension of electrode-electrolyte

solution interfaces.22,37,38 These measurements led to the development of the concept of an

electric double-layer (EDL),23,39 which persists today as a cornerstone of our microscopic

understanding of solid-liquid interfaces.

Another class of electrochemical measurement is derived from the transport properties of

the solution at the solid-liquid interface, such as flow electrification40,41 and pressure-wave

propagation.42,43 Insights gained from these techniques are based on the concept that the

motion or flow of an electrolyte solution at a solid surface depends on the space charge

characteristics of the liquid-solid interface. Interfacial electrostatic profiles can be derived

from these experiments, but the shape of the profiles cannot be determined directly by the

experiment but must be assumed in modeling efforts.

Spectroscopic techniques such as Raman and IR vibrational spectroscopy can be applied

to monitor molecular species within the liquid interface or bound directly to the solid sur-

face. Spectral signatures that depend on the external electric field can be monitored and

analyzed to infer the electric field properties of the interface.44–47 X-ray-based techniques,

such as X-ray photoelectron spectroscopy can be applied similarly to study the interfacial

electrochemical environment.48–53 In this case, insight derives from the fact that the elec-

tronic energies are sensitive to the value of their local atomic environment or electrostatic po-

tential. These techniques provide specific information about adsorption sites and adsorbate

order, adsorbate configurational geometry, and surface band structures.54,55 Sum frequency
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and second-harmonic generation spectroscopy are capable of isolating interfacial signal and

have been used to identify changes in spectral properties of interfacial molecules.56–58

Devices utilizing a surface force apparatus can be used to provide information about

molecular interfacial structure.59,60 This type of experiment have provided clear evidence of

molecular layering at interfaces, for example as manifest in long-range charge oscillations

emerging from solid ionic-liquid interfaces.61,62 Simiarly, atomic force microscopy can be

used to report on the electrostatic profiles at pristine solid-liquid interfaces.63 This class

of techniques provides concrete evidence of the manifestation of molecular excluded volume

effects at interfaces, which are neglected in most standard theories of interfacial electrostatic

profiles.

B. Insight from theory

Much of our physical understanding of the electrostatic properties of solid-liquid inter-

faces derives from the pioneering developments of Gouy, Chapman, Stern, and Grahame,

over 100 years ago.23,39 These pioneers popularized the concept of the electric double-layer

(EDL), which describes the microscopic structure of the space-charge region, i.e., ρ(z), that

spontaneously forms at the liquid interface. This concept and the models that describe the

EDL have been essential in our ongoing efforts to interpret a wide array of electrochemical

measurements and in generating predictions for how chemical processes can be controlled

through changes in applied potential or electrolyte composition.4,5,14

The EDL structure prescribes the spatial variations in the interfacial charge density

and thus determines the shape of the interfacial potential profile and its associated electric

fields. EDL models predict experimentally measurable properties, such as the interfacial

differential capacitance,64–66 and thus can be validated or parameterized through experi-

mental feedback.65 However, many of the specific details about EDL structure cannot yet be

uniquely determined.25 Accordingly, uncertainty remains about which EDL model is “cor-

rect” or appropriate for interpreting a given experiment.

The foundational assumption for traditional EDL models is that the solution is well

described as a rapidly relaxing continuum with a well-defined dielectric constant, to represent

the screening properties of the neutral solvent molecules, and ionic strength to represent the

concentration of solvated ionic species. In standard Gouy-Chapman theory, the potential
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profile is determined by solving the Poisson-Boltzmann (PB) Equation,

dφ(z)

dz2
= −1

ϵ

∑
α

qαn
(α)
0 e−βqαφ(z), (15)

where the summation is taken over all unique types of species, qα is the charge on species

type α, and n(α)
0 is the bulk number density of species α. The exponential term asserts that

the position-dependent concentration of species α is Boltzmann distributed according to the

charge-potential interaction. For dilute solutions, and systems with V0 lower than about

0.5mV, the exponent in Eq. 15 can be expanded to first order in φ to yield an interfacial

potential profile that decays approximately exponentially with a specific form,67

φ(z) ≈ V0e
−(z−z0)/λD , (16)

where V0 is the potential at the liquid boundary, z0 indicates the position of the electrode

surface, and λD is the familiar Debye screening length.

Stern hypothesized the presence of a solvent (or ionic) monolayer separating the solid

surface from the electrolyte solution, i.e., the Stern layer.68 Within this layer of molecu-

lar width, the potential drops linearly before reverting to the exponential form of Eq. 15.

However, PB theory is only valid for dilute solutions. It is missing the short range cor-

relations due to steric interactions as well as long range electrostatic correlations. These

shortcomings in PB theory are the motivation behind subsequent development in more ad-

vanced approaches including statistical field theory,69–73 classical density functional theory

(cDFT),74,75 integral equations,76 and Landau-Ginzburg type functionals.77–80 Validation of

these theories by comparison to experiment or molecular simulation continues to provide

insight into the nature of the EDL.

C. Insight from simulation

Over the last 20 years, largely due to the increase in availability and power of scientific

computing platforms, simulation studies have been increasingly important in guiding our

understanding of solid-liquid interfacial systems.6,14,17,81–87 Despite this, challenges still re-

main due to the multi-scale nature of these systems. Systems on the order of 1-10nm are

required to represent the bulk and to account for heterogeneity (e.g., in surface structure).

At the same time, high physical resolution is required to describe molecular and atomic
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polarization, and chemical reactivity. And yet changes in molecular electronic structure

and reactivity are too expensive to describe more than a handful of individual molecules or

surface atoms. Classcial MD simulations can be extended to represent bulk systems, but

they rely on force fields that are parameterized for the bulk and thus may fail to accurately

represent the molecular structure of the interface.

The gap between first-principles and classical simulation is slowly closing due to the de-

velopment of hybrid approaches, such as QM/MM,86,88,89 and generalized Langevin equation

approaches.90 In addition, machine learning interatomic potentials (MLIPs) are improving

the accuracy and efficiency of molecular simulations.91–95 However, MLIPs for interfacial

systems are still in development and traditional ab initio and classical force field simulations

remain a valuable tool in investigating the EDL.

Some of the first ab initio simulations of the metal/water interface were conducted

over 20 years ago.96,97 Increases in computational power have expanded the time and

length scales available to these simulation techniques but they remain computationally

expensive.85,86,98 Consequently, the solvent is often treated implicitly with a polarizable

continuum model,99,100 or explicitly but at a coarser resolution in QM/MM models86,88,89,101.

Additional developments relate to how the interface is electrified, either with half-cell models

such as grand canonical DFT102–104, or full-cell models like in finite field MD105. Despite

the continued improvements in methodology the computational cost of these techniques

prohibit the accessible time scales and sampling of relevant electrolyte configurations. As

a result, classical force field simulations have emerged as a powerful compromise between

atomistic detail and computational cost.

Siepmann and Sprik developed a force field model that allows metal atom charges to

fluctuate at every time step maintaining electrode equipotential.106 This method was subse-

quently utilized to simulate electrochemical cells17,107–109 and has since been integrated into

software packages such as MetalWalls,110 and LAMMPS.18 The technique was recently used

to calculate the capacitance111,112, and water structure and reorientation dynamics113,114 at

electrified graphene interfaces. It also has been extended with the Thomas-Fermi model

to tune the metallicity of electrode atoms115. The method has demonstrated utility as a

compromise between atomistic detail and computational expense17.
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IV. AN ILLUSTRATIVE AND HIGHLY TUNABLE MODEL SYSTEM

The physical picture that we present below is derived from a model system of an aqueous

electrolyte solution confined between two parallel constant potential electrodes, as illus-

trated in Fig. 4. This system is not cutting edge in terms of accuracy or scale, yet it is

sufficient to converge the statistics of interfacial electrostatic properties and efficient enough

to explore systematic variations in parameters such as applied potential, temperature, and

electrolyte composition (such parameters are easily manipulated in experimental studies).

In this section, we describe this model system.

FIG. 4. Simulation snapshot of the aqueous electrolyte-electrode system utilized in this manuscript.

The grey particles represent electrode atoms, the left-hand and right-hand electrodes are held at

constant potentials of −Vext and +Vext, respectively. Water molecules, depicted in red and white,

solute Na+ and Cl− ions, depicted as yellow and green spheres, respectively, at a concentration of

approximately 0.5M.

The model system depicted in Fig. 4 has dimensions 27.72 Å × 28.81 Å × 90.52 Å.

The x- and y-dimensions of the system are periodically replicated, while the aperiodic z-

dimension of the system runs perpendicular to the planar electrode surfaces. The positions

of the electrode atoms remain fixed in an FCC lattice throughout the simulation, and the

charges of the electrode atoms are assigned using a fluctuating charge constant potential

method,106,107,116 which maintains the atoms in the left electrode at a constant potential of

Vext and the atoms in the right electrode at a constant potential of −Vext. By construction,

the reference potential for the electrodes, Vext = 0, corresponds to the potential of zero charge

(PZC). The constant potential method is implemented using the ELECTRODE package18

in LAMMPS.117 Water molecules are represented using the SPC/E water model,118 and Na+
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and Cl− ions are also modeled with a classical force field.119 The system was evolved in the

canonical ensemble at a temperature of 298 K for 15 ns, and the last 10 ns of the 15 ns

trajectory was used for the data analysis presented in this manuscript.

V. ELECTROSTATIC POTENTIALS AT THE AQUEOUS LIQUID-SOLID

INTERFACE

In this section, we demonstrate the ability of classical MD simulation to resolve the

properties of the electrostatic potential at an aqueous electrolyte-electrode interface at scales

that cannot be probed experimentally. Simulation allows us to evaluate the assumptions that

underlie traditional theoretical models and to identify the physical consequences when those

assumptions break down. Such insight can improve our ability to analyze experimental

results and enrich our interpretation of data.

In the subsection below, we compare the potential profiles predicted by Gouy-Chapman

theory to those calculated from simulation data. We find little consistency. We highlight

in particular the non-triviality of representing water’s interfacial dielectric response and

comment on the manifestation of this response in the Madelung potential profiles. Then, in

the subsequent subsection, we present the statistics of the Madelung potential fluctuations,

highlighting their species- and position-dependence, as well as their finite-size effects.

A. The average interfacial potential profile

We begin by considering a 0.5M aqueous solution of NaCl confined between opposing

electrodes held at constant potential with Vext = 0.5V, as described in Sec. IV.

Figure 5 contains a plot of a variety of interfacial potential profiles at the positive elec-

trode interface. This includes the prediction of Poisson-Boltzmann theory (Eq. 15), Gouy-

Chapman theory (Eq. 16), ΨGC(z), as well as the average Coulomb (ψ(z)), Poisson (φ(z)),

and Madelung (Uα(z)) potentials calculated from equilibrium simulation data. As a re-

minder, for these results, ψ(z) was calculated by solving Eq. 7 when ρ(z) is the full charge

density and ϵ = 1, and φ(z) was calculated by solving Eq. 7 when ρ(z) is the ionic charge

density and ϵ = ϵint > 1.

At the Vext = 0.5V electrode, the familiar Gouy-Chapman potential profile decays expo-
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FIG. 5. Mean electrostatic potential profiles predicted from theory and simulation for interfacial

systems with electrode potentials of (A) Vext = 0.5V and (B) Vext = 0. The Madelung potential

profiles ⟨Uα⟩ are shifted for clarity by their average values in the bulk, ⟨UCl−⟩bulk = 7.8V and

⟨UNa+⟩bulk = −8.8V .

nentially over a length of about 1 nm to a bulk value of ΨGC = 0. We observe that this

smooth decay is roughly captured by the Poisson potential φ, for which water is modeled

as a dielectric continuum. Therefore, the spatial distribution of counter-ionic charge in the

vicinity of the interface conforms to the physical picture implied by Gouy-Chapman theory.

That is, the z-dependent chemical potential for dilute ions is determined by the energetics of

the charge interacting with the screened electrode. Note that the difference between Poisson-

Boltzmann and Gouy-Chapman theory (dashed and solid black lines in Fig. 5) reveal that

the linear approximation utilized to get from Eq. 15 to Eq. 16 is not valid for the param-

eters of this system (e.g., applied potential and electrolyte concentration). The agreement

between ΨGC and φ thus reveals that the effective strength of ion-potential interactions are

small compared to kBT . Apparently, the polarization of interfacial water molecules, and

their excluded volume, lead to a much lower effective potential for the electrolyte species. It

is also worth mentioning that in order to generate this Poisson potential profile it is neces-

sary to input a value of ϵint ≈ 5. We comment further on the subtleties of capturing water’s

dielectric properties later in this subsection.

The Coulomb potential, ψ, in which water’s partial charges are accounted for explicitly

in the mean charge density field differs qualitatively from the predictions of Gouy-Chapman

theory. These differences arise due to the molecular nature of water and therefore signal

a breakdown in the dielectric continuum assumption.120 The primary differences are pro-

nounced oscillations, due to molecular layering at the solid surface, and an overall interfacial
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potential drop ∆V ̸= Vext, due to water’s preference to orient with its hydrogens pointing

toward the electrode under unbiased conditions.121 The qualitative details of this potential

profile depend on the characteristics of the force field. However, a significant difference from

Gouy-Chapman theory is very likely a general characteristic of all-atom systems.

The differences between ψ and φ are especially apparent when Vext = 0. In that case,

ΨGC predicts a featureless profile, which is similarly captured by φ. However, even under

unbiased conditions, ψ predicts a non-trivial interfacial potential profile. This unbiased

profile highlights the degree to which water’s molecular nature can affect the interfacial

electrostatic environment.

Figure 5 also includes plots of the Madelung potential, Uα(z), for α = Cl− and α =

Na+. These profiles (shifted vertically for clarity) exhibit values that are large in magnitude

∼ 7 − 9V due to the fact that the local solvation environment of an ion is enriched in

counter charge (a la Debye-Huckel theory). These profiles vary at the interface, indicating

the electrostatic potential profile experienced by these ions as they approach the electrode

surface. Remarkably, these Madelung potential profiles differ from each other, indicating

that either ion experiences the electrostatic environment in its own way, and both differ from

φ and ψ, indicating that neither the Poisson nor the Coulomb potential profiles accurately

represent effective potential experienced by these species. This mutually inconsistent set of

potential profiles lead to ambiguity in predicting the mean interfacial electric fields. We will

attempt to resolve this ambiguity in Sec. VI.

It is interesting to consider what role, if any, the solvent dielectric plays in determining

the shape of the interfacial potential profile and its associated electric fields. From the

comparison between ψ and φ we can conclude that several significant features are lost in

going from an atomistic description of the solvent to a dielectric continuum approximation.

Whether these features are relevant to the microscopic chemical and physical processes that

occur at the interface is not obvious and indeed not evident when further examining the

profiles Uα(z). For instance, UNa+(z) exhibits some evidence of interfacial oscillations, albeit

with reduced amplitude relative to ψ. In contrast, the potential UCl−(z) appears to exhibit

no interfacial oscillations.

A surprising aspect of water’s interfacial dielectric response is the necessity to assign

a value of ϵint = 5. This value is significantly lower than the bulk value, ϵwater ≈ 78,

indicating that water’s screening response is significantly reduced at the solid-liquid interface.
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This observation is not without precedent - multiple studies using different techniques have

identified similarly low values of ϵint for water.122,123

B. Thermal fluctuations in the Madelung potential

To gain a deeper understanding of the microscopic electrostatic properties of aqueous so-

lutions, we study the fluctuations in the Madelung potential. We quantify these fluctuations

in terms of probability distribution functions, P (Uα). The equilibrium probability distribu-

tion functions, P (Uα)bulk, for α =Na+ and Cl− for a periodically replicated bulk system with

the same force field and electrolyte concentration are plotted in Fig. 6A. These distributions

indicate that fluctuations in Ui are roughly Gaussian with means of ⟨UNa+⟩ ≈ −8.5V and

⟨UCl−⟩ ≈ 8.5V and variances of ⟨(δUi)
2⟩Na+ ≈ 0.22 and ⟨(δUi)

2⟩Cl− ≈ 0.19. The differences

in these means and variances arise due to differences in the solvation structure of the two

different ionic species. The values of ⟨Uα⟩ differ from those presented in Fig. 7, because the

long range nature of Coulomb interaction causes these values to depend on the details of

the simulation cell (periodic versus interfacial).

The quantitative features of these distributions are highly system dependent. Most no-

tably, the variance of the distributions are system-size dependent. Figure 6 contains a plot

of the variance of P (Uα) calculated in periodically replicated bulk systems of different sizes.

We observe that the variance increases systematically with system size, indicating that the

long-range nature of the Coulomb interactions (highlighted in Sec. IID) also affects the

equilibrium statistics of Uα.

In systems with constant potential boundaries (such as the electrodes we employ), the

variance in P (Uα) exhibits a pronounced position dependence. Specifically, it has been noted

multiple times in the literature that electrostatic potential fluctuations systematically narrow

for species approaching the surface of a constant potential surface (such as the electrodes

we employ in our simulations).21,124 This narrowing is illustrated in Fig. 6C, which shows

the variance of P (Uα) for several species in solution as a function of their position between

the two constant potential electrodes. At all positions in the nanoscale system, even well

beyond the Debye screening length, the fluctuations in Uα increase away from the electrodes.

This is, yet again, a manifestation of the long-range nature of Coulomb interactions that

can complicate the physical interpretation of these microscopic statistical properties.
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FIG. 6. The statistics of Madelung potential fluctuations in aqueous electrolyte solutions. (A)

The probability distribution, P (Uα), for Na+ and Cl− in a periodically replicated bulk aqueous

solution. (B) Variance of P (Uα) for species in a periodically replicated bulk system with simulation

cell side length L. (C) Variance of P (Uα) for members of a species α located at position z in

an aqueous electrolyte solution confined between constant potential electrodes. The positive and

negative electrode positions are located at z = 0 and z = 8.15nm, respectively.

VI. ELECTRIC FIELDS AT THE AQUEOUS LIQUID-SOLID INTERFACE

The previous section presents several variants of the electrostatic potential profile at

the interface between an electrode and a dilute aqueous electrolyte solution. In principle,

the interfacial electric field is given by the negative gradient of the electrostatic potential.

However, as we demonstrated, these various potential profiles differ qualitatively. In this

section, we utilize the same simulation data to calculate the electric fields experienced by

species in solution both in the bulk and at the electrode interface. By analyzing these

calculations we can identify which potential profile, if any, is most consistent with the electric

fields that act on electrolyte species.

This section is organized similarly to the previous section. First, we analyze the average

Madelung electric field profiles and compare them to the predictions of theory and simula-

tion. Then, in the following subsection, we consider the electric field fluctuations and how

they are affected by the presence of an interface.

A. The average interfacial electric field profile

Figure 7 contains a plot of the average profiles for the z-component of the electric field

vector, Ez, for the various potential definitions. For the Gouy-Chapman (ΨGC), Coulomb

(ψ), and Poisson (φ) potentials, we define the electric field as the negative gradient of

20

https://doi.org/10.26434/chemrxiv-2024-kcx5x ORCID: https://orcid.org/0000-0002-0934-4737 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-kcx5x
https://orcid.org/0000-0002-0934-4737
https://creativecommons.org/licenses/by/4.0/


the potential in the z-direction. As with the potential profiles, these electric field profiles

differ significantly from each other. When Vext = 0.5V, the Poisson and Gouy-Chapman

fields are roughly similar, predicting mean interfacial fields with magnitudes |Ez| less than

about 0.1V/Å. In contrast, the field derived from the Coulomb potential predicts alternating

positive and negative fields with much larger magnitudes of |Ez| less than about 0.5V/Å.

When Vext = 0V, both Gouy-Chapman and the Poisson fields are predicted to be negligible,

while the Coulomb field profile continue to exhibit high amplitude oscillations, similar to

those for the case with Vext = 0.5V.
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z[Å]

�0.75

�0.5

�0.25

0

0.25

0.5

0.75

1

0 2 4 6 8 10 12 14

�d GC/dz
�d /dz
�d'/dz

h(Ez)Na+i
h(Ez)Cl�i

E
le

ct
ri

c
F
ie

ld
[V

/Å
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FIG. 7. (A) The quantity Ez is the z-component of the Madelung electric field vector, E⃗i. Mean

electric field profiles predicted from theory and simulation for interfacial systems with electrode

potentials of (B) Vext = 0.5V and (C) Vext = 0.

The green and yellow lines in Fig. 7 represent the average z-component of the electric

field acting on Na+ and Cl− as calculated directly from MD simulation data. The physical

implications of these plots are that a cation species experiences increasingly positive fields

and a negative species experiences increasingly negative fields as it approaches the interface

from the bulk. These fields are large in magnitude relative to those predicted by Gouy-

Chapman theory. Surprisingly, they are both repulsive, implying that the electrostatic

environment of the electrode interface has the net effect of repelling both the anionic and

cationic species. The negative electrode is similarly repulsive to both species. The repulsion

manifests despite the presence of image charge interactions, which are attractive and fully

captured by our model. Clearly, the operational electrostatic forces at the interface are

species-specific. This phenomenology can not be represented by a single universal interfacial

electric field (or potential) profile.

The Madelung electric fields report direction on the electrostatic forces that atoms and

molecules experience in solution and at the interface. For this reason, the Madelung electric
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field is most relevant to our understanding of molecular and chemical dynamics at the molec-

ular scale. It follows that the electrostatic potential derived from a single average net charge

density field, including Gouy-Chapman and related theories, provides an incomplete and

potentially erroneous depiction of the fields that act on species at the interface. This is not

to say that this class of theories are not useful. Indeed, Poisson and Gouy-Chapman profiles

provide a wealth of physical intuition into the thermodynamic consequences of Coulombic in-

teractions. Nonetheless, the act of conditioning the electrostatic calculation on the presence

of a species has a significant qualitative impact on the apparent properties of the potential

and electric field profiles.

B. Thermal fluctuations in the Madelung electric field

In this subsection, we analyze the fluctuations in the Madelung electric fields for both Na+

and Cl− species in the bulk and at the solid-liquid interface. We highlight two main points.

First, the electric field experienced by species in solution exhibits broad fluctuations about

the mean. Second, unlike the fluctuations in the Uα, the width of electric field fluctuations

exhibits no significant dependence on system size or system position. These points support

the use of Madelung electric fields as a robust and transferable probe of the local electrostatic

environment.
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FIG. 8. The statistics of Madelung electric field fluctuations in aqueous electrolyte solutions. (A)

The probability distribution, P (Ez), for Na+ and Cl− in a periodically replicated bulk aqueous

solution. (B) Variance of P (Ez) for species in a periodically replicated bulk system with simulation

cell side length L. (C) Variance of P (Ez) for members of a species α located at position z in

an aqueous electrolyte solution confined between constant potential electrodes. The positive and

negative electrode positions are located at z = 0 and z = 8.15nm, respectively.

Figure 8A presents a plot of P (Ez) for Na+ and Cl− species in a bulk periodic replicated
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simulation of a 0.5M aqueous electrolyte solution. In the bulk, the average field is zero, and

so the average of any component of the electric field vector is also zero. We observe that the

statistics of field fluctuations for Na+ and Cl− are similar but not identical. These subtle

differences are due to differences in the solvation structure of these two different species. The

notable observation from this calculation is that the widths of these distributions indicate

a standard deviation of about 0.3V/Å. Evidently, at least in this model of an aqueous

electrolyte solution, the strength of fluctuating fields experienced by species in solution can

be quite large at any given instance, yet these strong fields persist only fleetingly.

Figures 8B and C contain plots analogous to the panels in Fig. 6. We observe that due

to the local nature of electric fields, the statistics of their fluctuations do not include the

artifacts associated with changes in system size or species position relative to the electrode.

Oxygen atoms exhibit an analogous trend, but have a significantly larger variance due to

the dipolar nature of the water molecule, so we omit that data here.

VII. SYNOPSIS AND OUTLOOK

Solid-liquid interfaces produce strong electric fields that serve to facilitate a broad array

of important chemical and physical processes. Our molecular-level understanding of these

processes, and how they are affected by the interface, depends on the spatial distribution

of these interfacial electric fields. These electric field profiles are typically derived from

theoretical models or simulation studies of the mean charge density field. The field profiles

predicted by this general approach do not represent the electric field profiles experienced by

species in the system and therefore should not be applied to develop physical insight into

interfacial chemical reaction rates or mechanisms.

Classical MD simulation is an excellent tool for refining our general physical understand-

ing of interfacial electrostatic properties. In particular, simulations enable direct evaluation

of the assumptions that underlie standard theoretical models. The ubiquitous assumption

that solvent is a simple dielectric continuum is not generally applicable at interfaces. At the

interface, solvent dielectric is both anisotropic (different in parallel and perpendicular direc-

tions) and spatially varying. Alternately, the solvent dielectric response can be represented

as an explicit finite width contribution to the charge density field, resulting in significant

deviations from Gouy-Chapman-like theories.
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MD simulations reveal that the interfacial electric field profiles that are experienced by

particles at the solid-liquid interface are species-dependent. These species-dependent electric

field profiles are consistent with the gradients of the species-dependent Madelung potential

profiles. Therefore, resolving Madelung potential profiles (and their associated electric fields)

is important for understanding the effects of the interfacial electrostatic environment on

chemical processes at the molecular scale.

The species-dependent nature of interfacial electric fields has some important and largely

unexplored implications. If different species are subject to different average electric field

profiles, then the influence of electrostatic forces on processes that involve the simultaneous

motion of multiple particles can be complicated and difficult to intuit. Basing one’s intuition

on the characteristics of a single potential profile may lead to erroneous predictions. Despite

these challenges, this complexity has an up-side. A species-dependent electric field landscape

admits a large design space for manipulating interfacial chemistry.

At the time and length scales that characterize individual chemical reactions (the molec-

ular scale), the electrostatic potential landscape is rugged and ever-fluctuating due to the

thermal motion of charged species both near and far. These fluctuations are essential for

enabling rare events involving charge dynamics. Due to the long-range nature of Coulomb

interactions, which lead to pronounced finite-size effects, these electrostatic fluctuations are

best quantified in terms of Madelung electric fields.

Many developments are needed to improve our understanding of interfacial electric fields

and their influence on chemical processes. Due to the physical importance of the Madelung

potential and its associated fields, experimental techniques capable of probing species-

dependent Madelung potentials are needed. Such experiments would provide a much needed

source of feedback for validating and improving simulation methods and force fields. The

exceedingly broad potential and electric field fluctuations observed in classical simulation

may reflect a limitation in the use of non-polarizable point-charge force fields. Extended

simulations with more accurate molecular charges would be valuable in contextualizing the

results of classical MD simulations. Finally, theoretical studies exploring the consequences

of species-specific electric fields on interfacial chemical dynamics could motivate further

experimental and simulation studies.
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