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ABSTRACT: Bioluminescence of bacteria is widely applied in biological imaging, environmental toxicants detection, and many 
other situations. Understanding the spectral tuning mechanism not only helps explain the diversity of colors observed in nature, but 

also provides principles for bioengineering new color variants for practical applications. In this study, time-dependent density func-
tional theory (TD-DFT) and quantum mechanics and molecular mechanics (QM/MM) calculations have been employed to understand 
the fluorescence spectral tuning mechanism of bacterial luciferase, with a focus on the electrostatic effect. The spectrum can be tuned  
by both the homogeneous dielectric environment and oriented external electric fields (OEEFs). Increasing solvent polarity leads to a 
redshift of the fluorescence emission maximum, λF, accompanied by an increase in density. In contrast, applying an OEEF along the 

long axis of the isoalloxazine ring leads to a significant red- or blue-shift in λF, depending on the direction of the OEEF, but with 
negligible changes in its intensity. The effect of polar solvents is directionless, and the red -shifts can be attributed to the larger dipole 
moment of the S1 state compared to the S0 state. However, the effect of OEEFs directly correlates with the difference dipole moment 
between the S1 and S0 states, which is directional and determined by the charge redistribution upon excitation. Moreover, the electro-
static effect of bacterial luciferase is in line with the presence of an internal electric field (IEF) pointing in the negative X direction 

with a magnitude of ca. 30 MV/cm. Finally, key residues that contribute to this IEF and strategies for modulating the spectrum through 
site-directed point mutations are discussed. 

Introduction 

Bioluminescence is a widespread light-emitting phenomenon 
of living organisms, ranging from bacterial, fungal, insect, and 
marine creatures.1-5 Due to its simple operation, short detection 
time, and high sensitivity, bioluminescence has been exten-

sively used in many fields, such as biological analysis,6 bioim-
aging,6-9 detection of environmental toxicants,10-13 and many 
others.2, 4, 14-18 However, its application is somewhat limited by 
the fact that the photon energy is weakened by the scattering 
and absorption of biological tissue. To further improve its spec-

troscopic properties and expand its applications, an in-depth un-
derstanding of its spectral tuning mechanism is highly desired.19 

Bioluminescent bacteria are the most widely distributed bio-
luminescent species in the world. The bioluminescence found 
in bacteria is a result of the activity of the luciferase enzyme, 

known as bacterial luciferase. Bacterial luciferase is a unique 
flavin-dependent monooxygenase, utilizing reduced flavin 
mononucleotide (FMNH2), O2, and a long-chain aliphatic alde-
hyde to produce visible light.20-22 Previous NMR studies have 

demonstrated that the luciferase-bound FMNH2 molecule 
adopts an anionic form (FMNH-, I-1).23 FMNH- can activate a 
dioxygen molecule to form 4a-hydroperoxy-5-hydro-FMN 
(HFOOH, I-2) with the assistance of a proton supplier.23-25 
HFOOH further reacts with the aliphatic aldehyde, yielding the 

4a-peroxyhemiacetal-5-hydro-FMN species (HFOOCH(OH)R, 
I-3).26-28 Decomposition of I-3 generates the 4a-hydroxy-5-

hydro-FMN intermediate in its first singlet excited state 
1HFOH* (I-4),20 which is responsible for light emission. I-4 re-
turns to its ground state (HFOH, I-5) after radiative decay.29 Fi-
nally, HFOH can rapidly convert to the oxidized flavin mono-
nucleotide (FMN) species via a dehydration reaction, which can 

be further transformed to FMNH- to initiate another lumines-
cence process.30 

HFOH exhibits a fluorescence peak around 490 nm when 
bound in the active site of the luciferase protein.30 However, it 
is unstable and readily converts to FMN with the loss of one 

water molecule in solution, as shown in Scheme 1. Conse-
quently, N(5)-alkylated 4a-hydroxy flavins are commonly used 
as experimental models to mimic HFOH. Interestingly, the N5-
alkylated analogs display weak fluorescence in solution, yet 
their fluorescence is greatly enhanced when bound to the enzy-

matic binding pocket.31 Additionally, the fluorescence quantum 
yield was found to be markedly enhanced in a frozen state of 
solvents than at room temperature.32-33 A joint computational 
and experimental study indicated that an orthogonal out-of-

plane distortion of the terminal pyrimidine ring leads to the ex-
cited state deactivation via a conical intersection (CI) mediated 
internal conversion.33 The geometry confinement imposed by 
the frozen solvent or the protein cavity restraints the ring distor-
tion and blocks the CI-mediated internal conversion, readily ex-

plaining the fluorescence enhancement.33-34 
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Scheme 1. The proposed bioluminescence process of bacterial luciferase. R′ denotes CH2(CH2OH)3PO4H2. 

 

 

In addition to the geometry confinement exerted mainly by 
steric effects, the electrostatic interactions with the protein en-
vironment may play a key role in the modulation of photophys-

ical and photochemical properties of chromophores.19 Indeed, 
an increasing number of recent studies have shown that proteins 
not only provide cavities for their substrates but also modulate 
reactivity and reaction selectivity through electrostatic interac-
tions with substrates.35-49 In green fluorescent protein (GFP) and 

its mutants, the electrostatic environments imposed by different 
proteins were found to play key roles in spectral modulation.50-

54 Similarly, among the species of fireflies and their analogous 
beetles, it has been well-established that the effect of the elec-
trostatic environments is the main factor in the emission color-

tuning mechanism. 36, 55-56 Mutant firefly luciferases can yield 
different colors by inducing different local electric fields around 
the luciferin.57-60 Therefore, it is important to gain an in-depth 
understanding of the electrostatic effect in bacterial luciferase 
system. The elucidation of this question will contribute to the 

rationalization of the color modulation mechanism in luciferase 
and fluorescent proteins caused by amino acid mutations or pH 
changes, and to their rational design to emit light at specific 
wavelengths. 

In this work, we seek to understand how the fluorescence 

spectrum is modulated by the protein environment of bacterial 
luciferase, especially focusing on the effect of the electrostatic 
interaction with the fluorophore, HFOH. The effects of the pro-
tein environment on the fluorescence spectroscopic properties 
can be obtained by comparing the spectrum calculated on the 

fluorophore embedded in the protein environment (System I) to 
the corresponding spectrum calculated on the bare fluorophore 
using the vacuum-optimized geometry (System II) and the in-
protein structure (System III). Specifically, comparison of the 

results of the bare fluorophore in Systems II and III gives the 
indirect effect of the protein surroundings through induced 
structural changes in the chromophore, while the direct electro-
static contributions can be obtained by the comparison of results 
between Systems I and III. Besides, we systematically investi-

gate the spectroscopic properties of LFOH (4a-hydroxy-5-hy-
dro-lumiflavin), a simplified model molecule of HFOH, in var-
ious solvents and in oriented external electric fields (OEEFs) to 
get an in-depth understanding of the spectral tuning mechanism 
in bacterial luciferase. In line with previous studies,33-34 the 

indirect effect, i.e. geometry confinement by the steric effect of 
the protein environment, is found to be fundamental to its fluo-
rescence efficiency. On the other hand, the electrostatic effect 

is found to play key roles in the fine-tuning of the spectrum, 
including emission maximum λF and intensity. Intriguingly, we 
find that the electrostatic effect of bacterial luciferase can be 
attributed to an internal electric field (IEF) pointing toward the 
negative FX direction (from the pyrimidine ring to the xylene 

moiety) with a magnitude of ca. 30 MV/cm. 

 

Computational Methods 

Setup of System I: The crystallographic structure of vibrio 
harveyi luciferase (PDB ID: 3FGC)61 was utilized for model 

construction. The structure comprises two heterodimers, 1 and 
2, each containing two homologous subunits, α and β, with fla-
vin mononucleotide (FMN) binding to the α-subunit of hetero-
dimer 1. For the sake of computational efficiency, only hetero-
dimer 1, including chains A and B, was retained in the model. 

The missing residues (residue IDs: 284-289) in chain A were 
added using the SWISS-MODEL62 online server (available at: 
swissmodel.expasy.org). Since the missing residues (residue 
IDs: 319-332) in chain B are located at the end of the chain and 
are far away from the fluorophore, they were reasonably ig-

nored. The FMN in the crystal structure was modeled as HFOH. 
The protonation states of titratable residues (histidine, glutamic 
acid and aspartic acid) were determined using the online 
PDB2PQR63-65 program (available at: server.poissonboltz-
mann.org) in combination with the careful visual inspection of 

local hydrogen-bonded networks. All glutamic acid and aspartic 
acid residues were deprotonated. Histidine 45 in chain A and 
histidine 45 in chain B were doubly protonated, while the histi-
dine residues 61, 82, 199, 215, 224, 234, and 249 in chain A and 

residues 29, 81, 82, 132, 145, 161, 209, and 224 in chain B were 
protonated at the ε position, histidine residues 44, 150, and 285 
in chain A and residues 76 and 215 in chain B were protonated 
at the δ position. The Amber ff19SB force field66 was employed 
for canonical protein residues, while the general amber force 

field (GAFF)67 was used to describe HFOH. Charge parameters 
of HFOH were obtained from the RESP method 68 at the HF/6-
31G* level with Gaussian 16.69 The parmchk2 utility from Am-
berTools was used to generate missing parameters. Sodium ions 
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were added to the protein surface to neutralize the overall 
charge of the systems. The resulted system was solvated in a 
rectangular box of TIP3P70 waters extending up to a minimum 

cutoff of 12 Å from the protein surface.  

Molecular dynamics (MD) simulations of System I. After 
proper setup, the system was then equilibrated in the following 
manner: (a) energy minimized using a combination of the steep-
est descent and conjugate-gradient methods; (b) heated up from 

0 K to 300 K in NVT ensemble for 300 ps with a weak con-
straint of 25 kcal•mol-1•Å-2 on the protein backbone atoms; (c) 
density equilibrated for 1 ns to achieve a uniform density at a 
target temperature of 300 K and a target pressure of 1.0 atm 
using an isothermal−isobaric Langevin thermostat71 and Ber-

endsen barostat72 with a collision frequency of 2 ps-1 and a pres-
sure relaxation time of 1 ps; (d) further equilibrated for 3 ns 
under the NPT ensemble with restraints removed to obtain a 
well-settled pressure and temperature. Finally, a 100 ns produc-

tion MD simulation was performed. Nonbonded interactions 
were treated with Particle Mesh Ewald73 method with a cutoff 
of 12 Å. Covalent bond containing hydrogen atoms were con-
strained using the SHAKE74 algorithm to enable an integration 
step of 2 fs. All MD simulations were performed with the GPU 

version of the Amber 22 package.75-77 

Quantum mechanics and molecular mechanics (QM/MM) 

calculations. The final equilibrated geometry from the produc-
tion MD trajectory was used as the initial input structure for the 
QM/MM calculations. QM/MM calculations were performed 

using ChemShell software,78 combining ORCA79-80 for the QM 
region and DL_POLY81-82 for the MM region with the AMBER 
force field. The QM/MM system contains the whole protein, 
counterions, and solvation water molecules within 8 Å of the 
protein. To include the polarizing effect of the MM region on 

the QM region, the electronic embedding scheme was em-
ployed in the QM/MM calculations.83 The time-dependent DFT 
(TD-DFT)84 method was employed for the QM region in ex-
cited state calculations. According to previous studies20, 29, the 
frontier molecular orbitals of HFOH mainly localize in the iso-

alloxazine ring and are not affected by the ribose phosphate 
side-chain. Therefore, only the lumiflavin group was included 
in the QM region to reduce computational cost without loss of 
accuracy, while other atoms were placed in the MM region. A 
hydrogen link atom with the charge-shift model was applied to 

treat the QM/MM boundary. Considering the charge transfer 
character of the first excited S1 state20 and the well reproduction 
of the experimental fluorescence emission maximum (refer to 
Table S1),30 the Coulomb-attenuated hybrid exchange-correla-

tion functional CAM-B3LYP85, which combines the features of 
the B3LYP functional with long-rang corrections using Har-
tree-Fock exchange, was used for the excited state calculations 
of the QM region. Geometry optimization of HFOH in its first 
excited S1 state were calculated using a small basis set of 6-

31+G** (labeled B1), with the residues within 6 Å of the chro-
mophore in the MM region allowed to relax during the optimi-
zation process. The fluorescence spectroscopic properties were 
calculated with a larger basis set of def2-TZVP (labeled B2). 
Besides the method of CAM-B3LYP/def2-TZVP, four other 

functionals (B3LYP,86-87 M06-2X,88 ωB97X-D3,89 and PBE090) 
and three other basis sets (6-31+G**, 6-311+G**, and 6-
311++G**) were tested, which were summarized in Table S1. 
The fluorescence wavelength greatly depends on the choice of 
the functional, yet it is not sensitive to the choice of basis set. 

QM calculations. To ensure computational accuracy and ef-
ficiency, a simplified model of HFOH (4a-hydroxy-5-hydro-lu-
miflavin, denoted as LFOH) was used in QM calculations, 

where the ribose phosphate group was replaced with a methyl 
group (Scheme 2). The geometry of bare LFOH in its first ex-
cited state, used in System II, was optimized under vacuum us-
ing the TD-DFT method84 with the range separated CAM-
B3LYP functional and the 6-31+G** basis set, at the same level 

for the QM region used in QM/MM calculations. The geometry 
used in System III was the QM/MM-optimized bare LFOH 
structure that accounted for the steric effects of the protein sur-
roundings. The spectroscopic properties of LFOH, including 
emission energy EF, oscillator strength f, permanent dipole mo-

ment (μ) of the S0 and S1 states, and transition dipole moment 
μ01, were determined at the TD-CAM-B3LYP/def2-TZVP level, 
which is same with that used for QM region in QM/MM calcu-
lations. Vertical excitation energies were considered, ignoring 

vibronic effects. The effect of solvent polarity was investigated 
with System III using the polarizable continuum model 
(PCM)91-92 with five solvents (toluene, chlorobenzene, ethanol, 
DMSO, and water) covering a range of dielectric constant (ε). 

 

Scheme 2. Illustration of the cartesian axes used in the pre-

sent study, along with atom labels. X-axis points from N10 to 

N1, while Z-axis points from N10 to N5. Y-axis is perpendicu-

lar to the X-Z plane and points outward. 

 

 

The effects of oriented external electric fields (OEEFs) were 
studied with System III using the planar QM/MM-optimized 
bare LFOH structure. The OEEFs were applied using the “Field 
= M ± N” keyword in Gaussian 16, which defines the axis of the 

electric fields, its direction along that axis (M) and its magnitude 
(N a.u., 1 a.u. = 5140 MV/cm). The short axis of isoalloxazine 
ring pointing from N10 to N5 was defined as the Z-axis and the 
long axis pointing from N10 to N1 was defined as the X-axis. 
(refer to Scheme 2). A range of moderate electric field strengths 

(F) between -0.0075 a.u. and 0.0075 a.u. were explored. A 
strong OEEF may change the energy order of the frontier orbit-
als of LFOH, which complicates the elucidation of the effect of 
OEEFs. It is noteworthy that the positive direction of the elec-

tric field vector is defined from the negative to the positive 
charge in Gaussian 16, which is opposite to the conventional 
definition in physics. To be consistent with the common sense 
of physics, the direction of the external electric field has been 
inverted in related discussions. The discussion of the effect of 

OEEFs are based on the results obtained using the TD-
DFT/def2-TZVP method with the CAM-B3LYP functional. 
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Most of QM calculations were performed with Gaussian 16 
software.69 To exclude the influence of different software and 
make a direct assessment of the electrostatic effect of protein 

environment, we performed an additional QM calculation with 
System III in the gas phase using ORCA.79-80 The emission en-
ergy difference obtained with different software is 0.09 eV (re-
fer to Table S2), which is much smaller compared to the large 
difference (0.58 eV) caused by the protein environment. Figures 

were prepared with Multifwn,93 VMD,94 and PyMol.95 

 

Results and Discussion 

1. Geometry confinement by the protein environment. As 
alluded to above, the luciferase protein affects the emission 

properties of the chromophore either by modifying its geometry 
or through electrostatic interactions. To understand how the ge-
ometry of the light-emitter (HFOH) is influenced by the protein, 
we optimized its first excited state (S1) geometry both in the 

protein environment (System I) and in the gas phase (System 
II), as shown in Figure 1A and 1B, respectively. The geometry 
embedded in the protein was calculated using the QM/MM 
method at the TD-CAM-B3LYP/6-31+G**//MM level, while 
the gas-phase geometry was optimized with the TD-DFT 

method at the TD-CAM-B3LYP/6-31+G** level. Notably, a 
simplified model of HFOH, denoted as LFOH, was used in the 
QM calculations, where the ribose phosphate group was re-
placed by a methyl group, to ensure computational accuracy and 
efficiency (refer to Scheme 2).20, 29 In the presence of the protein 

environment (System I), the isoalloxazine ring adopts a more 
planar conformation, with a C9-N10-C10a-N1 dihedral angle of 
147.6⁰ (Figure 1A). The vertical energy difference between the 
S1 and S0 states (EF) estimated at the TD-CAM-B3LYP/def2-
TZVP//MM level is 2.52 eV, corresponding to an emission 

maximum (λF) of 493 nm, which is close to the experimentally 
determined value of ca. 490 nm.30 In contrast, the optimized ge-
ometry in the gas phase (System II) shows an out-of-plane dis-
tortion of the pyrimidine ring, with a C9-N10-C10a-N1 dihedral 
angle of 72.9⁰ (Figure 1B). The EF in the gas phase (System II) 

estimated with this distorted geometry at the TD-CAM-
B3LYP/def2-TZVP level is rather small with a value of only 
0.81 eV. The distorted geometry is similar to the intersection 
structure obtained with N(5)-methylated LFOH using ab initio 
multiconfigurational quantum chemistry, in which the dihedral 

angle is ca. 85⁰.33 Furthermore, the oscillator strength (f) under 
vacuum was calculated to be 0.001, a rather small value indi-
cating negligible fluorescence. In contrast, the value in the pro-
tein was calculated to be 0.133, more than 100-fold enhance-

ment compared to the case under vacuum. Therefore, our results 
support the assertion that the protein environment restraints the 
isoalloxazine ring to its planar fluorescent state, which blocks 
the CI-mediated internal conversion pathway and thus increases 
the fluorescence quantum yield.33-34 Additionally, the results 

obtained with TD-DFT method are generally consistent with 
those obtained using the more computationally expensive state-
of-the-art multireference method,29, 33-34 demonstrating the in-
formative nature of the TD-DFT approach. 

 

 

Figure 1. Comparison of chromophore (HFOH) structures in the 
protein environment (System I) and in the gas phase (System II). 

(A) QM(TD-CAM-B3LYP/6-31+G**)/MM optimized geometry 

of first excited state 1HFOH* in the protein environment. (B) TD-
CAM-B3LYP/6-31+G** optimized geometry of first excited state 
1HFOH* under vacuum. A key dihedral angle of C9a-N10-C10a-N1 

that characterizes planarity of the isoalloxazine ring is shown in 
both cases, along with the energy difference between the S0 state 
and S1 state (EF). 

 

3.2 Fluorescence spectral properties of the planar 
1LFOH*. As noted by List et al.,52 the electrostatic effect im-
posed by the protein can be determined by comparing the results 
obtained with the bare fluorophore in System III and the results 
obtained with the fluorophore embedded in the protein (System 

I). After examining the importance of geometry confinement 
exerted by the protein environment, we now turn to investigat-
ing the electronic emission properties of HFOH employing the 
bare fluorophore with the planar structure observed in the pro-

tein (System III). Notably, the fluorophore in these two cases 
adopts the same geometry, as obtained using the QM/MM 
method (refer to Figure 1A), to eliminate the interference of 
conformational effect. Similarly, the electrostatic effect of polar 
solvents can be obtained by comparing the results for the planar 

geometry of the bare chromophore in the gas phase and in dif-
ferent solvents. 
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Figure 2. Fluorescence spectral properties of 1LFOH* obtained with TD-CAM-B3LYP/def2-TZVP method in the gas phase using the planar 
geometry. (A) Normalized fluorescence spectra under vacuum, along with the related frontier orbitals. (B) Hole (blue) and ele ctron (red) 
isosurfaces of S0 → S1 transition of 1LFOH*. The isosurface value is set to 0.002. (C) Permanent dipole moments of the ground S0 (μ0) and 
first excited S1 (μ1) states, and the difference dipole moment (∆μ). 

 

The fluorescence spectral properties of HFOH were 
calculated using the simplified model molecule LFOH, with 
TD-CAM-B3LYP/def2-TZVP method consistent with above 

QM/MM calculations. The first excited state (S1) is primarily 
(96.5%) represented by a one-electron promotion from the 
highest occupied molecular orbital (HOMO, π) to the lowest 
unoccupied molecular orbital (LUMO, π*). The calculated 
vertical emission energy from the S1 to S0 state is 3.01 eV, 

corresponding to a fluorescence wavelength of 412 nm (Figure 
2A). Notably, it is about 80 nm shorter than the emission 
maximum of ca. 490 nm observed in the protein environment.30 
With the planar conformation, the calculated oscillator strength 
(f) is 0.106, much stronger than the value of 0.001 estimated for 

the distorted conformation. Analysis of the frontier molecular 
orbitals shows the HOMO is delocalized over the isoalloxazine 
ring, while the LUMO is mainly concentrated on the pyrimidine 
ring (insets of Figure 2A). Accordingly, the right pyrimidine 
ring becomes more electron-rich, while the rest of the molecule 

becomes electron-deficient upon S0 to S1 promotion, which is 
verified by the hole and electron map (Figure 2B).96 The 
calculated dipole moment of the S0 state (μ0) is 6.20 D, pointing 

approximately in the negative X direction (Figure 2C). For the 
S1 state, the dipole moment (μ1) is much larger with a magnitude 
of 14.33 D, pointing nearly in the same direction (Figure 2C). 

The large difference dipole moment (∆μ = μ1 – μ0 = 8.30 D) 
indicates that the S1 state has a significant charge transfer (CT) 
character, which can be further confirmed from the hole and 
electron map shown in Figure 2B. 

3.3 Electrostatic effect of polar solvents. Next, we seek to 

understand how the fluorescence spectrum of HFOH may be 
affected by electrostatic effect. First, we investigated the effect 
of solvent polarity, which can be used to detect the polarity of 
the environment surrounding the fluorophore. TD-DFT 
calculations were performed using the polarizable continuum 

model (PCM)91-92 to account for the change in electronic 
properties due to solvent polarity. This approach has been 
commonly used to study the effect of the luciferase cavity on 
bioluminescence.36, 97-98 To exclude conformational effect, the 
electrostatic effect calculations were studied with System III 

based on a fixed geometry, namely the planar QM/MM-
optimized geometry shown in Figure 1A. 
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Figure 3. Electrostatic effect of solvent polarity on the fluorescence spectral properties of 1LFOH*. (A) Normalized fluorescence spectra in 
implicit solvents with different dielectric constant (ε). (B) Dependence of fluorescence intensity on the solvent polarity. The intensities are 
normalized by the intensity under vacuum. (C) Dependence of the ground state energy (E0), first excited energy (E1), and vertical emission 
energy (EF) on the solvent polarity. The energies of E0 and E1 are relative to the value of E0 under vacuum. (D) Dependence of the magnitude 

of the dipole moment of ground state (μ0) and first excited state (μ1) on the solvent polarity. 

 

Figure 3A shows the shift of the fluorescence spectrum under 
the influence of different polar solvents. Generally, the 
emission maximum λF is red-shifted to longer wavelengths as 

the solvent polarity increases. To be more specific, the dielectric 
effect can be divided into regimes of low (ε < 25) and high (ε > 
25) polarity. In the low-polarity regime, the spectral shifting due 
to polarity change is significant. Conversely, in the high-
polarity regime, the change in emission wavelength is much 

smaller or even negligible. Intriguingly, the variation trend is 
consistent with the one observed for the fluorophore in the 
firefly system,36 indicating the generality of this spectral 
regulation rule by solvent polarity. Figure 3B shows the 

variation of spectral intensity upon the change of solvent 
polarity. The intensity increases as the solvent polarity 
increases with a stronger dependence in the low-polarity regime 
compared to the high-polarity regime (Figure 3B). The 
computed energies of the S0 and S1 states (E0 and E1, 

respectively) under different solvents (Figure 3C) show that: (1) 
polar solvents stabilize both S0 and S1 states; (2) the 
stabilization effect is stronger for solvents with larger dielectric 
constants (ε); (3) the stabilization effect is slightly stronger for 
the S1 state than the S0 state. Therefore, it is the different 

stabilization of the S0 and S1 states that leads to the observed 
red-shift in the emission spectrum with increasing solvent 

polarity. It is well-known that the electrostatic interaction 
directly correlates with the magnitude of the dipole moment, a 
larger dipole moment corresponding to a stronger stabilization. 

To understand the variation trend of E0 and E1, the dipole 
moments of the S0 and S1 states (μ0 and μ1, respectively) under 
different solvents were calculated. As shown in Figure 3D, both 
μ1 and μ0 increase with increasing ε, and μ1 is always larger than 
μ0. The increase of μ1 and μ0 results in the decrease of E1 and 

E0, respectively. Moreover, the larger value of μ1 compared to 
μ0 readily explains the stronger stabilization of the S1 state 
compared to the S0 state. Thus, the variation trend of E1 and E0 
shown in Figure 3C can be well explained by the change of the 

dipole moments shown in Figure 3D, which accounts for the 
observed variation in the fluorescence spectrum with solvent 
polarity shown in Figure 3A.  

3.4 Effect of OEEFs. It should be noted that the electric field 
around the fluorophore in the protein cavity is not uniform and 

quite different from the local electric field in a polar solvent. An 
approach to take into account the nonuniformity of the 
electrostatic environment is applying an oriented external 
electric field.36 The insight obtained above with implicit solvent 
model shows how a homogeneous dielectric environment 

affects the fluorescence spectrum. However, investigating the 
effect of OEEFs is more useful for capturing the heterogeneous 
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electrostatic effects and predicting how the change at a 
particular position (such as the mutation of a specific amino 
acid of the protein) may influence the spectrum. 

 

 
Figure 4. The effect of FX on the fluorescence spectral properties of 1LFOH*. (A) Normalized fluorescence spectra under different FX. (B) 

Variation of fluorescence intensity as a function of FX. The intensities are normalized by the intensity at zero field (FX = 0.0000 a.u.). (C) 
Variation of the ground state energy (E0), first excited energy (E1), and vertical emission energy (EF) as a function of FX. The energies of E0 
and E1 are relative to the value of E0 at zero field. The black line represents the linear fit to the data of EF. (D) Variation of the X component 
of the dipole moment of the ground state (μ0X) and the first excited state (μ1X) as a function of FX. 

 

The OEEFs were applied along three mutually perpendicular 
directions, as illustrated in Scheme 2. The fluorescence 
wavelength (λF) was found to be most sensitive to the OEEFs 
along the X axis (FX), but much less sensitive to the fields along 

the Y and Z axes (refer to Figures S1-S4 and Figures S5-S8 for 
the effect of FY and FZ, respectively). Applying a positive FX 
field leads to a blueshift in fluorescence wavelength, while a 
negative FX gives rise to a redshift (Figure 4A). The spectral 
shifting directly correlates with the field strength, stronger 

fields resulting in larger offsets. Specifically, a FX field of -
0.0075 a.u. reduces the vertical emission energy (EF) by 0.63 
eV from 3.01 eV to 2.38 eV, shifting λF from 412 nm to 521 nm. 
Contrary to above case of polar solvents, the fluorescence 
intensity was found to be insensitive to FX (Figure 4B). For FY, 

positive fields result in blueshifts, while negative fields result in 
redshifts. The effect of FY is much smaller than that of FX. 
Applying a negative field of FY = -0.0075 a.u. reduces EF by 
only 0.20 eV from 3.01 eV to 2.81 eV, red-shifting λF by 29 nm 
from 412 nm to 441 nm. In contrast, positive FZ fields redshift 

the wavelength while negative FZ fields lead to blueshifts. The 

decrease of EF induced by FZ = 0.0075 a.u. is only 0.13 eV (from 
3.01 eV to 2.88 eV), corresponding to an offset of only 9 nm for 
λF. Since there is a small difference between the TD-DFT/MM-
optimized geometry in this study and the geometry previously 

obtained by some of us using the multi-reference method,29 we 
also tested the effect of OEEFs using this geometry. The results 
are collectively shown in Figures S9-S11. Overall, the effects 
of OEEFs are totally consistent with the results discussed above, 
further validating the robustness of our results (refer to Note 1 

in the SI). 

To get insight into how the OEEFs affect the properties of the 
spectrum, we first analyzed the variation of E0 and E1 under FX. 
As shown in Figure 4C, increasing the field strength raises the 
energy of both the S0 and S1 states, but the energy change differs 

between the two states. Conversely, decreasing the field 
strength leads to a decrease of both E0 and E1. Similar to the 
case of polar solvents, the S1 state is more sensitive to the field 
than the S0 state, and the change of E1 is much larger than the 
change of E0 for the same field strength. Intriguingly, the 

https://doi.org/10.26434/chemrxiv-2024-dfv2d ORCID: https://orcid.org/0000-0001-6722-2298 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-dfv2d
https://orcid.org/0000-0001-6722-2298
https://creativecommons.org/licenses/by/4.0/


8 

 

vertical emission energy (EF = E1 - E0) responds linearly to the 
field strength of FX, with a larger field leading to a larger EF. 
The relationship between EF and FX can be fitted with a simple 

equation: EF = 81.59 FX + 3.00. The linear and continuous 
dependence of EF on the electric field indicates the feasibility of 
intentional and accurate color tuning through control of the 
local electric field, as well as the ability to detect electric field 
strength through the spectrum. In order to understand why S1 

state is more sensitive to the field, the values of both μ0 and μ1 
under FX were calculated. To facilitate subsequent discussions, 
the X component of μ1 and μ0 is denoted as μ1X and μ0X, 
respectively. As shown in Figure 4D, both μ1X (red line) and μ0X 
(blue line) are negative within the applied field strength (0.0075 

a.u.). Additionally, the magnitude of μ1X is always larger than 
μ0X, and both μ0X and μ1X respond linearly to the field strength. 
Finally, the difference between μ1X and μ0X remains nearly 
unchanged. The negative value of the dipole moment indicates 

that a negative field stabilizes the dipole moment and lowers its 
energy, while a positive field has the opposite effect. The larger 
magnitude of μ1X compared to μ0X explains the greater field 
effect of FX on the S1 state than the S0 state. The linear response 
of EF to FX, along with the consistent difference between μ1X 

and μ0X, demonstrate the dominating role of the first-order Stark 
effect within the field strength used in this study: ∆𝐸𝐹 = 𝐸𝐹 −
𝐸𝐹=0 = −∆𝜇𝐹=0 × 𝐹. The value (81.59 eV/a.u. = 7.62 D) of the 

slope of the linear fit in Figure 4C is close to the negative value 
(7.80 D) of the X component of the field-free difference dipole 
moment, further supporting this interpretation. Above analysis 

also applies to the cases of FY (refer to Figures S3) and FZ (refer 
to Figures S7). Overall, the dipole moment analysis gives a well 
explanation of the effect of OEEFs (refer to Note 2 for a more 
quantitative discussion in SI), reminiscent of the case of the 
selectivity control of Diel-Alder reactions by OEEFs.99-100 

 

Scheme 3. Three possible interaction modes of OEEFs.  

 

 

In order to give a quick prediction of the OEEF effect, we 
summarize three possible interaction modes of OEEFs in 
Scheme 3. For simplicity, the one-dimensional situation is 
considered. In actual situations, the direction of the difference 
dipole moment can be chosen to simplify the problem and 

maximize the effect of OEEFs. Assuming that the ground state 
dipole moment (μ0) has a magnitude of 1.0 D, three different 
situations can be envisioned. In the first two cases, the excited 
state dipole moment (μ1) is positive. In case 1, μ1 is smaller than 

μ0, while in case 2, μ1 is larger than μ0. In the last case, the 
direction of μ1 is opposite to that of μ0. Without loss of 
generality, the value of μ1 can be assumed to be 0.5 D, 2.0 D 
and -1.0 D, in cases 1, 2 and 3, respectively. Consequently, the 
value of the difference dipole moment ∆μ = μ1 – μ0, can be 

obtained as -0.5 D, 1.0 D, and -2.0 D in cases 1, 2 and 3, 
respectively. When a positive field is applied, the field stabilizes 
the ground S0 state due to the alignment of its dipole moment. 

Similarly, the positive field will lower the energy of the S1 state 
in cases 1 and 2, but with different magnitudes due to their 
different dipole moments. In case 1, the stabilization effect on 
the S1 state is weaker than the S0 state. As a result, the emission 
energy EF is increased, and the emission maximum λF is blue-

shifted by the positive field. In case 2, the situation is reversed, 
and the stabilization effect on the S1 state is stronger than the S0 
state. Consequently, EF is decreased, and λF is red-shifted by the 
positive field. Notably, the situation of LFOH or HFOH 
discussed above is consistent with case 2. In case 3, a positive 

field destabilizes S1 state due to its negative dipole moment. 
Thus, the energy gap between the S0 state and S1 state (EF) is 
greatly enlarged due to the decrease of E0 and the simultaneous 
increase of E1. Accordingly, the wavelength will be largely 

blue-shifted by the positive field in case 3. A negative field 
leads to the exact opposite effect in all three cases. According 
to Scheme 3, the above analysis can be simplified by using 
difference dipole moment ∆μ, which can be obtained 
experimentally.50, 101-102 A field along the same direction as ∆μ 

decreases EF and redshifts the spectrum, whereas a field in the 
opposite direction increases EF and blueshifts the spectrum. 

3.5 Correlation between the vertical emission energy and 

the LUMO-HOMO gap. Many previous studies have 
evaluated the spectral shift under internal or external electric 

field by correlating the vertical emission energy (EF) values 
with the LUMO-HOMO gap.54, 57-58, 60, 103 As shown in Figure 
S13, increasing solvent polarity raises the HOMO energy but 
lowers the LUMO energy, thus decreasing the LUMO-HOMO 
gap. The variation of HOMO and LUMO energies and the 

LUMO-HOMO gap as a function of FX was shown in Figure 
S14. Under FX, increasing the field strength lowers HOMO 
energy yet raises LUMO energy, therefore broadening the gap 
between them. Inverse trends are observed when decreasing FX. 
Interestingly, a linear relationship is found between the LUMO-

HOMO gap and EF in both cases (Figure 5). A larger EF 
corresponds to a larger HOMO-LUMO gap, validating the use 
of the HOMO-LUMO gap variation to illustrate the change of 
EF. However, it is noteworthy that the parameters used to fit the 
data are different between the two cases shown in Figure 5A 

and 5B. The line in the case of FX (Figure 5B) has a steeper 
slope than that in polar solvents (Figure 5A), indicating 
different spectral tuning mechanisms. Besides, it is worth 
noting that the first excited S1 state still corresponds to the 

HOMO → LUMO transition under polar solvents (Table S3) 
and within the electric field strength explored (Table S4), yet 
the energy order of frontier orbitals may change in stronger 
fields due to their different response characteristics, in which 
case the linear relationship shown in Figure 5B may no longer 

be valid. A more direct and precise understanding of the change 
in EF can be obtained by examining the changes in S0 and S1 
energies, as shown in Figure 3C and 4C. Additionally, since the 
interaction with electrostatic environments, such as polar 
solvents or OEEFs, directly correlates with their dipole 

moments, the energy changes of the S0 and S1 states can be 
easily predicted qualitatively or even quantitatively based on 
their dipole moments. 
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Figure 5. Correlation of the vertical emission energy (EF) and the LUMO-HOMO energy gap in the case of polar solvents (A) and oriented 
external electric field FX (B). 

 

3.6 How the intensity is affected by electrostatic 

environments. The intensity of fluorescence is another 
important property that may be significantly affected by 
electrostatic environments. As shown in Figure 3B, the intensity 

changes greatly with different solvent polarities, especially in 
the low-polarity regime. In contrast, only negligible changes are 
observed when applying OEEFs (refer to Figure 4B, Figure S2, 
and Figure S6). Specifically, the emission maximum is 

redshifted from 412 nm in vacuum to 453 nm in water, 
accompanied with a substantial intensity enhancement of 99% 
(0.211 vs 0.106 in water and in vacuum, respectively). On the 
contrary, when FX = -0.0050 a.u. is applied, although the 
emission maximum has been redshifted to 479 nm the intensity 

only decreases by 4% (0.102 vs 0.106 under FX = -0.0050 a.u. 
and FX = 0.0000 a.u., respectively). Overall, these contrasting 
observations indicate that the intensity tuning mechanisms 
induced by polar solvents and OEEFs are fundamentally 
different. 

The fluorescence intensity can be characterized by the 
dimensionless parameter f (oscillator strength), which 
correlates with the emission energy EF and the transition dipole 
moment strength |μT|, as shown in Equation 1: 

𝑓 = A𝐸F × |𝝁T|
2,                         (1) 

where A is a constant.104 To simplify the expression of Eq. 1 
and facilitate analysis, three new variables are defined to 
describe the variation of the three variables in Eq. 1: 

𝑅F = 𝑓 𝑓0⁄ ,                                  (2) 

𝑅E = 𝐸F 𝐸F0⁄ ,                               (3) 

𝑅𝐷 = |𝝁T|
2 |𝝁T0|

2⁄ ,                         (4) 

where the subscripts with 0 represent the parameters of the 
reference state. For polar solvents, the reference state is chosen 

as the state under vacuum, whereas the field-free state (FX = 
0.0000 a.u.) is selected as the reference state for FX. 
Accordingly, Eq. 1 can be transformed to below equation: 

𝑅F = 𝑅E × 𝑅D.                               (5) 

Expectedly, a deep understanding of how the intensity is 
affected can be obtained through a dependency analysis among 
the three predefined variables, RF, RE and RD. For polar solvents 

(Figure 6A), the variation of RF is strongly and positively 

correlated with the variation of RD, while it is only weakly and 
negatively correlated with RE. Besides, it is notable that polar 
solvents induce a strong enhancement of RD (or transition dipole 
moment, refer to Figure S15) yet a slight decrease of RE (or 

vertical emission energy, EF). Therefore, the intensity change in 
polar solvents mainly comes from the change of the transition 
dipole moment. In the case of FX (Figure 6B), RF is positively 
correlated with RE and negatively correlated with RD, and the 

effects of RE and RD offset each other, resulting in a negligible 
change of RF. Indeed, scrutiny of the transition dipole moment 
shows that RD is increased by negative FX fields yet decreased 
by positive FX fields (refer to Figure S16), which cancels out 
the variation of RE. Notably, the variation of the transition 

dipole moment (or RD) is much smaller under FX compared to 
polar solvents. In summary, the intensity enhancement in polar 
solvents mainly comes from the increase of the transition dipole 
moment, while the slight variation of intensity under FX 
originates from the mutual cancellation of the change of the 

vertical emission energy and the change of the transition dipole 
moment. 

3.7 Electrostatic effect of the protein environment on the 

fluorescence spectrum. After elucidating the electrostatic 
effect of polar solvents and OEEFs, we now seek to gain insight 

into how the protein environment affects the fluorescence 
spectrum of 1HFOH*. A direct comparison between System I 
and System III shows that λF is redshifted from 412 nm to 493 
nm by the electrostatic effect of the protein environment. As 
shown above, either increasing solvent polarity or applying an 

OEEF in the negative FX direction can lead to a significant 
redshift of λF. In the implicit solvent model of chlorobenzene (ε 
= 5.70) that is commonly used to mimic the protein electrostatic 
environment,105-108 the calculated λF is redshifted to 442 nm 
(Figure 3A), yet it is still 48 nm shorter than the 490 nm 

observed experimentally in the protein. Interestingly, the 
redshift of the emission wavelength in the protein can be 
rationalized by the presence of an internal electric field (IEF) of 
FX = -0.0057 a.u. = -29.3 MV/cm (refer to Figure S17). Notably, 

the IEF within the protein cavity is not uniform, but rather 
varies across the isoalloxazine ring of the fluorophore. 
Therefore, the estimated electric field can be viewed as an 
effective field representing the spatially heterogeneous IEF. 
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Figure 6. (A) Dependency analysis of RF, RE and RD in the case of polar solvents. The parameters are normalized by the values in vacuum. 
(B) Dependency analysis of RF, RE and RD in the case of FX fields. The parameters are normalized by the field-free values. Definitions of RF, 
RE and RD can be found in the main text. 

 

The key charged residues that contribute to the IEF along the 

long axis of the fluorophore (X-axis), in both positive and 
negative directions, are shown in Figure 7. Negatively charged 
residues located on the left side, such as Glu175, Glu200, and 
Asp314, as well as positively charged residues on the right side, 
like His45, Arg107, Lys112, Lys286, and Arg85 of chain B, 

produce a negative FX field. Conversely, the positively charged 
residues on the left side, including Lys201 and Arg290, and the 
negatively charged residues on the right side, such as Glu43, 
Asp111, Asp113, and Glu88 of the chain B, generate a positive 

FX field. Therefore, mutations at these positions are predicted 
to lead to considerable changes in the emission wavelength 
(λF).109 Based on this understanding, a rational design of new 
variants of bacterial luciferase becomes possible. For example, 
to obtain fluorescence with a longer wavelength, one would 

need to introduce a more negative FX field, which could be 
achieved by engineering either positively charged residues on 
the right side or negatively charged residues on the left side of 
the fluorophore through site-directed mutagenesis. 

 

 

Figure 7. Key charged residues near the fluorophore. Positively 
charged residues are labelled in blue, while negatively charged 

residues are labelled in red. Residues in chain B are labelled with a 

prime. Notably, the internal electric field at the active site possesses 
a negative X component. 

 

Conclusions. 

In summary, the fluorescence spectral tuning mechanism of 
bacterial luciferase has been systematically investigated from a 
theoretical perspective. In line with previous studies, the 
geometry confinement by the indirect steric effect of the protein 
surroundings is key to its fluorescence efficiency, as it 

maintains the chromophore in a planar conformation and blocks 
excited state deactivation via a CI-mediated internal conversion. 
On the other hand, the fine-tuning of the fluorescence 
spectroscopic properties, including emission wavelength and 

intensity, can be achieved through electrostatic effect, such as 
embedding the chromophore in a homogeneous dielectric 
environment or applying OEEFs. Increasing solvent polarity 
leads to a red-shift of the fluorescence emission maximum λF 
and an increase in intensity. Furthermore, the effect of solvent 

polarity can be divided into two regimes, a low-polarity regime 
(ε < 25) and a high polarity regime (ε > 25). Both emission 
wavelength and intensity are more sensitive in the low-polarity 
regime than in the high-polarity regime. A red-shift in 
wavelength can also be achieved by applying a negative FX field 

along the long axis of the isoalloxazine ring. The emission 
maxima can be redshifted by more than 100 nm with a moderate 
filed strength of 0.0075 a.u. (38.6 MV/cm). Intriguingly, the 
redshift of the wavelength under FX is accompanied by a 
negligible change of intensity, in sharp contrast with the case of 

solvent polarity. OEEFs provide a more flexible method to 
control the fluorescence wavelength, a positive field blue-
shifting the emission wavelength. 

The spectral red-shifting observed in homogeneous polar 
solvents can be well explained by the larger dipole moment of 

the S1 state compared to the S0 state. A larger dipole moment of 
the S1 state leads to a stronger stabilization effect by the polar 
environment, which decreases the energy difference between 
the S1 and S0 states, thus causing a redshift of the emission 
wavelength. In the implicit solvent model, the environment is 

homogenous in any direction, and the interaction exerted on the 
chromophore correlates with its total dipole moment. In 
contrast, the effect of OEEFs is directional and correlates with 
the component of the difference dipole moment along the 

specific direction of the applied field. In the current case of 
LFOH or HFOH, the charge redistribution upon S0 to S1 
promotion mainly occurs along the long axis of the 
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isoalloxazine ring (X-axis). Accordingly, the spectrum is most 
sensitive to FX and much less sensitive to FY and FZ. 
Qualitatively, applying a field along the direction of the field-

free difference dipole moment decreases the emission energy EF 
and thus leads to the redshift of the emission maximum λF, 
while an opposite field increases EF and blueshifts λF. Within 
the field strength applied in this study (0.0075 a.u.), the effect 
of OEEFs obeys the first-order Stark effect. The emission 

energy EF responses linearly to the electric field, and its 
variation is proportional to the component of the field-free 
difference dipole moment along the field direction. Therefore, 
a field along the direction of the difference dipole moment is 
most efficient for spectral modulation. The linear and 

continuous dependence indicates the feasibility of intentional 
and accurate color tuning through control of the local electric 
field. As for intensity, the substantial enhancement in polar 
solvents comes from the increase of the transition dipole 

moment. Notably, in the case of FX, EF experiences a larger 
variation compared to the case of polar solvents, which in 
principle would lead to a considerable change in intensity. 
However, the variation of the transition dipole moment offsets 
the change induced by EF, resulting in only a slight variation of 

intensity under FX. 

Last but not least, the significant redshift of the emission 
wavelength in the protein environment indicates the presence of 
a non-negligible IEF in the negative X direction. This IEF 
mainly originates from the charged amino acid residues 

surrounding the fluorophore, and mutation at these positions 
may result in considerable changes in the fluorescence emission 
maximum. The spectral tuning mechanisms discovered in this 
study are helpful to elucidating the key amino acid residues and 
the role of point mutations, as well as to the rational design of 

improved fluorescent proteins. 
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ABBREVIATIONS 

TD-DFT, time-dependent density functional theory; QM/MM, 

quantum mechanics/molecular mechanics; MD, molecular dynam-
ics; OEEF, oriented external electric field; IEF, internal electric 
field; FMN, flavin mononucleotide; HFOOH, 4a-hydroperoxy-5-

hydro-FMN; HFOOCH(OH)R, 4a-peroxyhemiacetal-5-hydro-

FMN; HFOH, 4a-hydroxy-5-hydro-FMN; LFOH, 4a-hydroxy-5-
hydro-lumiflavin; GFP, green fluorescent protein; GAFF, general 

amber force field; PCM, polarizable continuum mode; CI, conical 
intersection; HOMO, highest occupied molecular orbital; LUMO, 

lowest unoccupied molecular orbital; CT, charge transfer; EF, ver-
tical emission energy; λF fluorescence wavelength. 
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