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Abstract

Multiresonance thermally-activated delayed fluorescence (MR-TADF) emitters have gained
popularity given their potential of attaining negligible singlet-triplet energy gaps, i.e., AEsr,
without hindering emission, thus increasing the reverse and direct intersystem crossing rates
without affecting fluorescence. This is achieved due to the singlet and triplet states' short-
range charge transfer character (SRCT). Thus, obtaining quantitative information about SRCT
would help developing new MR-TADF emitters. This work studies three different families of
MR-TADF emitters: DOBOA, DiKTa and OQAO. First, we compute their adiabatic AEs; with
four different methods (TDA-CAM-B3LYP, STEOM-DLPNO-CCSD, ADC(2) and SCS-CC2). Then,
we compute fluorescence (k,.), direct (k;sc), and reverse (k,;sc) intersystem crossing rate
constants. For k,, we assess the effect of different levels of approximations on the rate
calculations. We show that k, do not depend significantly on the different harmonic models
(adiabatic Hessian or vertical Hessian), coordinate systems, and broadening widths.
Moreover, Herzberg-Teller effects are negligible for k,. but they are the main contribution for
ki;sc and kgisc. The computed rate constants agree well with the experimental results.
Moreover, we propose the use of two wavefunction descriptors — Qf and LOC, — based on
the 1-particle transition density matrix, which assigns the amount of charge centered on the
atoms. We compute these descriptors for three transitions: So—S1, So—T1, and S1—Ti. For
the studied cases, these descriptors are independent of the choice of electronic structure
method and optimal geometry. We show that the adiabatic AEg decreases with the increase
of S1—T1 Qf, while AEg; increases with an increase of the So —T1 Qf. These trends showcase
how the Qf values can act as guiding descriptors to design new MR-TADF emitters with small
AEgr values.

1 Introduction

Thermally-activated delayed fluorescence (TADF) occurs through the thermal population of
the singlet excited state manifold from the triplet manifold via reverse intersystem crossing
(rISC). Fluorescence in TADF dyes occurs in two different regimes. First, after the system is
initially excited and the singlet manifold is populated, i.e., prompt fluorescence generally
occurs within 1 to 20 ns. Alternatively, after the system undergoes ISC and rISC, the singlet
manifold is repopulated, termed delayed fluorescence, typically occurring in the microsecond
timescale.! The potential applications of this process are many, particularly in the context of
organic light emitting diodes (OLEDs).

Singlet emitters are limited to 25% of internal quantum efficiency due to the formation of 75%
triplet excitons after electron-hole recombination, the latter ones typically decaying non-
radiatively? (for fluorophores) or radiatively (for phosphors) with much longer lifetimes. TADF
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emitters received considerable attention in recent years because, despite being simple
fluorophores they still enable 100% internal quantum efficiency via recycling the triplet
excitons. More in detail, in TADF emitters, the rISC process is fast enough to compete with
the nonradiative T,—So ISC process (Figure 1A).

S»] 2
kSI“TI IC
e < Multi-resonance
$1-8 RrS1
k 1 0 [SC t t
fluo structure
So

Figure 1 Schematic Jablonski diagram of the possible electronic states involved in thermally-activated
delayed fluorescence (A) and typical electron density difference plot of a multi-resonance structure,
where red/green indicates an increase/decrease of electronic density, typically observed at the atoms'
positions (B).

Often, the bottleneck step for efficient TADF is the rISC process. In order to favor the delayed
fluorescence, it is necessary to enhance the rISC rate constant, which, on a simplified picture,
depends on the spin-orbit couplings (SOCs) between the involved singlet and triplet excited
states and their energy difference, i.e., AEgr. AEgt is controlled by the sum of the Coulomb
electron correlation and the exchange-correlation terms.? Early attempts to enhance the rISC
relied on diminishing AEgt by increasing the charge transfer (CT) character of the involved
excited states.! An enhanced CT character leads to minimal overlap between the hole and
electron densities, which minimizes the exchange interaction energy and, thus, the AEgrt.
However, it also decreases the oscillator strength of the singlet excited state as a side effect,
leading to small radiative rate constants. In order to overcome this undesired effect, MR-TADF
dyes were designed.** In MR-TADF dyes, the CT in the relevant singlet and triplet excited
states occurs between neighboring atoms, and it is called short-range CT (SRCT, Figure 1B).
Introducing SRCT has the advantage of decreasing the AEgy by minimizing the overlap
between the involved excited states. Still some degree of overlap is attained, and this strategy
does not fully hinder the oscillator strength.> Several MR-TADF emitters fulfilling the above
criteria have been proposed. The most widespread design rule involves inserting carbonyl
groups, boron and nitrogen atoms in polycyclic aromatic moieties,**® among which
triangulene-based emitters showed great potential as, for example, DOBOA,*° DikKTa”!! and
OQOA (see Figure 2).12 While in DOBOA, the multiresonance effect comes from a polycyclic
skeleton containing boron and oxygen atoms, in DiKTa and OQAO, this effect comes from
carbonyl groups and nitrogen atoms.
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CH,

DOBOA DOBOA-NH-CH, DOBOA-2NH

Figure 2 Chemical structures of the molecules studied: DOBOA, DOBOA-NH-CH,, DOBOA-2NH, DiKTa
and OQAO.

Furthermore, the combination of short- and long-range CT effects can synergistically increase
the kg sc by introducing a silent CT triplet excited state without affecting the SRCT character
of the emissive singlet state.?31° This highlights the importance of an in-depth understanding
of the mechanisms behind the efficient MR-TADF occurring in these dyes so as to tailor the
molecular design strategies by fine-tuning the character and energetic ordering of their
excited states. To this end, computational investigations are, thus, key.»'¢18 As mentioned
above, the adiabatic energy gap, i.e., AEsy, is the critical factor for the rISC to take place, and
it is thus, one of the most commonly used descriptors to predict TADF. To compute the
adiabatic AEgy, one must obtain the minima of all relevant states, which involve optimizing
geometries and obtaining frequencies. When screening a large pool of candidates, this
process becomes computationally expensive. Experimentally, obtaining the AE is not trivial.
One common strategy consist of extracting the singlet and triplet energies directly from
fluorescence and phosphorescence spectra, respectively.*'° However, the lack of fine
vibrational structures in the fluorescence spectra of most MR-TADF dyes makes it difficult to
identify S1 energy.?° Moreover, phosphorescence spectra are usually obtained at lower
temperature, which may cause shifts in the spectra compared to room temperature
conditions.>?! Alternatively AEg; can also be obtained from the rate constants dependence
on the temperature, an approach which is also prone to errors.»?? Besides the AE¢; and the
SOC, the Huang-Rhys factors and thereto the reorganization energies do also strongly impact
the ISC rate constants,>* and determine together with the AEg; values the activation
energy of the S;—T, forward and reverse transitions.2®

Recent advances made the evaluation of excited-state decay rate constants of organic
molecular systems possible. The (r)ISC rate constants can be derived from Fermi’s golden rule
expression, where the Franck-Condon weighted density of states is estimated classically,
assuming the high-temperature limit?” through a semiclassical Marcus rate expression.?®
More elaborated formalisms can also include the effect of vibronic couplings within this
framework, i.e., the Marcus-Levich-Jortner formalism.?*3° However, the above approaches
often depart from a one-effective mode treatment only. Alternatively, the excited state decay
rate constants, including (r)ISC, can be obtained from vibronic calculations where all
vibrational degrees of freedom are explicitly included.®%°31-34 Vibronic calculations often rely
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on the use of the harmonic approximation to describe the potential energy surfaces, and
therefore, different models on how to construct these surfaces can be chosen, e.g., adiabatic
Hessian vs. vertical Hessian (see Section jError! No se encuentra el origen de la referencia.).
These calculations also strongly depend on other parameters including broadenings, type of
coordinates, etc.32333> |n the context of (r)ISC, an extensive assessment of the effect of these
parameters was recently done for polyaromatic hydrocarbons,®*37 but to our knowledge this
has not yet been done for MR-TADF emitters.

In the context of MR-TADF emitters, strategies to quantify the SRCT are lacking. In contrast,
many descriptors exist to quantify long-range charge transfer during an electronic
transition.3®42 The SRCT character is usually visible from the visual inspection of the density
difference between T; and S3,”** frontier molecular orbitals?* or estimated from So — S:
transitions.?® Visual inspection of orbitals is not ideal when it comes to identifying the most
promising candidates in a large pool of molecules since it makes it difficult to differentiate
between seemingly similar pictures. A more quantitative analysis was performed by Pershin
et al., where they computed the transferred charges, CT volume, CT distance and overlap
based on the density difference between ground and excited states.*® However, this approach
does not directly compute these properties based on the transitions between excited states,
which are the determining transitions in TADF, but rather computes the transition charges for
the Sp — S1 and So — T« transitions. Moreover, the CT distance, that is, the distance between
the negative and positive values of the density difference, has shown to the unrealistic
assignment of locally excited character in symmetric cases.** An alternative strategy is to
directly extract information from transition density matrices between the excited states. In
this regard, two wavefunction descriptors (Qf and LOC,, see details in Section 2.1) have been
recently proposed by Do Monte et al. to account for transition charges in the context of ionic
states.®

In this work, we investigate the short-range character and rate constants of three MR-TADF
emitters (Figure 2): DOBOA,1° DiKTa’*! and OQOA.? The SRCT character is quantified by the
well-defined wavefunction descriptors Qf and LOC,. While the AEg; is particularly sensitive
to the choice of electronic structure method, possibly requiring the use of methods that
include at least double excitations,**™*° the effect on the electronic density is less clear® in
particular for the recently proposed descriptors LOC, and QY descriptors. With that in mind,
we first assess the impact of four different electronic structure methods on the description of
the excited states of DOBOA, DiKTa and OQAOQ. The choice of electronic structure method is
limited given the molecules’ size. For that reason, we focus only on TDA-DFT, ADC(2), CC2 and
STEOM-DLPNO-CCSD. SCS-CC2 has become the go-to electronic structure method in such
cases as it has been shown to provide a good ratio between computational cost and accuracy
on the computed AEg; values.®** We show how with these descriptors we can easily
distinguish the SRCT states for MR-TADF among the triplet manifold. Besides the
wavefunction analysis, we compute the relevant fluorescence, ISC and rISC rate constants
through vibronic calculations.
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2 Theoretical background

2.1 Wavefunction analysis

The 1-electron transition density matrix (TDM) maps a transition between two electronic
states according to

Ij _ +

Dyq = (¥i|pTal¥r) 1
where ¥, and W, are the total wavefunctions of the initial and final states, and ptand q are
the creation and annihilation operators acting on the molecular orbitals. The transition

charges on atom M are computed from the Léwdin-orthogonalized TDM as
au = z D, 2

UEM

Do Monte et al. suggested two descriptors to capture the ionic character in electronic states.

In Qf, the absolute values of the transition charges are summed, while in LOC, the absolute
values of the diagonal elements of the TDM are added, according to*

Z=Z|qfw| 3
M

Loc, = Z|ﬁﬁﬂ| 4

u

These two descriptors were initially proposed in the context of ionic states in
multiconfigurational wave functions. However, these descriptors are essentially measures of
charges (in units of e) located in the atoms, thus, we propose to use them to also assess SRCT.
In MR-TADF emitters, we are interested in transitions between excited states (e.g., S1 and Ty,
T, ...) and, thus, this analysis should be performed on the TDM that connects the appropriate
states. However, it is often the case the electronic structure packages only provide the TDM
between So and the excited states (D' and D’°). This limitation can be overcome by a
transformation of D! and D’/° into an approximate Dy, as it is implemented in TheoDORE,
according to>!

DI] — % [(DIO)TD]O _ D]O(DIO)T] 5

In order to verify the effect of the approximate Dj; on Qf and LOC,, we obtained the exact
and approximate Dy, at TDA-CAM-B3LYP level. Differences on Q! and LOC, obtained with
both approximate and exact Dy; are below 0.1e (for a detailed discussion, see Supporting
Information, Table S1); thus, the approximate Dy; was used for all electronic structure
methods.

2.2 Excited State Decay Rate constants

The transition rate between two electronic states (k;f) is given by Fermi’s golden rule,
21 ~, 2
kif =7|<‘Pf|H W) p 6

where ¥; and ¥, are the total wavefunctions of the initial and final states, p is the density of
states and (‘Pf|ﬁ’|‘Pi> is the perturbation matrix. Applying the Born-Oppenheimer
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approximation, i.e., ¥ can be written as the product between electronic (®) and vibrational
(®) wavefunctions, and the Condon approximation, Eg. 6 can be rewritten as

2

2n 0, f>| 5 (Ewi —Ef, f) 7

—~ 2
if == . .,i .’i
kf A <(Df|H’|ch> E PLV(T)|<®lV

Vi Vf

where the summation runs over all vibrational states of the initial and final electronic states.?®
The computational cost of including all vibrational states can become unfeasible for larger
molecules. A way of avoiding this issue is via a Fourier transformation of this problem to the
time domain, called the time-dependent (TD) approach, while solving this summation is called
the time-independent (TI) approach. Although the TD approach is less costly, it loses
information about the specific contribution of each of the normal modes to the rate constant.

Another challenge in calculating excited state decay rate constants is how to fully describe
the potential energy surfaces (PES). The usual strategy is to assume that the PES can be
approximated by parabolas, that is, applying the harmonic approximation.>? This expansion
can be done by choosing different geometries as reference points. The two most common
choices lead to the adiabatic (AH) and vertical Hessian (VH), models used in this work. In the
VH model, the PES of both initial and final states are expanded around the equilibrium
geometry of the initial state, while in AH models, the PESs are expanded around the
equilibrium geometry of each state. In both models, the Hessian of each state is computed at
their corresponding optimized geometries. Other more approximate methods could use the
same Hessian for both states, leading to other models (e.g., vertical gradient and adiabatic
shift), which are not considered in this work.

The choice of coordinate system can also affect the rate constant calculations. Cartesian
coordinates have the advantage of being unambiguously defined. They can lead to unphysical
imaginary frequencies around geometries that are not minima in the PES.>?

Finally, the perturbation H' is chosen to describe the nature of the electronic transition, that
is, the perturbation is given by the transition dipole moment ([Zl-j) for radiative transition,

while it is given by the SOC (Hsoc) for an (r)ISC process. Besides the purely electronic
contribution to these operators (first term of Equations 8 and 9), one could expand them in
terms of the normal vibrational modes, as in

, O
i (@) = ﬁﬁZ(ag’) o 8
k k/o

for the transition dipole moment,> and

IPSL' |ﬁg0c |1PTf>
0Qk

for the SOC operator.>* The purely electronic contribution is referred to as the Franck-Condon
(FC) approximation, and the respective excited-state rate constant (k*¢) only takes into
account this term of the expansion. On the other hand, the dependency of both operators on
the vibrational degrees of freedom is referred to as Herzberg-Teller (HT) effects (second term
in Equations 3 and 4). Rate constants that include HT effects are referred to as k"¢"Tsince
they also automatically include two contributions, the electronic (FC) and vibrational (HT)
contributions.

Qk 9

Hsoc(a) = <‘Psl-|ﬁsooc|lPTf> + Z d <
3
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3 Computational details

The optimization of the ground and (excited state) geometries was performed with (time-
dependent) density functional theory level within the Tamm-Dancoff approximation (TDA)>®
using the CAM-B3LYP functional and 6-31++G** level of theory. Geometry optimization
included Grimme’s dispersion correction,>® and the minima were confirmed by frequency
calculations at the optimized geometries. Single point excited-state energies were also
obtained at the second-order algebraic diagrammatic construction method (ADC(2)),>”>%
couple cluster singles and doubles (CC2)>° and similarity transformed equation-of-motion
coupled cluster with the domain-based local pair natural orbital approximation (STEOM-
DLPNO-CCSD).® STEOM-DLPNO-CCSD calculations were done with an occupation of
configuration interaction singles natural orbitals cutoff in ionization potential and electronic
affinity calculation of 0.001, respectively. At CC2 level, the spin-component scaling (SCS) CC2
were also tested.®? TDA calculations were performed with Gaussian 16 A.03,%2 while ADC(2)
and CC2 calculations were done with TURBOMOLE 7.7.%3

The calculation of the wavefunction descriptors Q% and LOC,, as well as the natural transition
orbitals was performed with the development version of TheoDORE 3.1.1 software.’! The
descriptors were based on the TDM between the relevant excited states. The excited-state
TDMs (Dyy) were computed directly at TDA-CAM-B3LYP level with Gaussian 16 and through
the TDMs between the ground state and the respective excited states as implemented in the
development version of TheoDORE.

Radiative rate constants were computed with FCClasses3% software, and intersystem
crossing rate constants were obtained with ORCA 5.0.4.5°. Emission rate constants were
obtained with the FC and FCHT approximations. Both TD and Tl formalisms were employed,
along with AH and VH models. Additionally, broadenings ranging from 0.001 to 0.5 eV were
used to calculate the spectra. ISC rate constants were obtained only with the AH model and
a broadening width of 0.002 eV. The SOC matrix elements were obtained within the spin-orbit
mean-field approximation, including an effective potential, 1-electron terms, exact Coulomb
terms, analytic exchange terms, local DFT correlation®® and computed at the T; and S;
minimum for reverse and direct ISC, respectively A higher DFT integration grid (‘defgrid3’) was
used to compute the SOC derivatives. HT effects were included in the ISC rate constant
calculations (see section 2.2), and the average ISC rate constant for the three spin sub-states
M, = —1,0,1 was derived. Duschinsky rotation effects were included. Temperature was set
to 298K, and Cartesian coordinates with Lorentzian broadening (FWHM of 10 cm™) were used
for the latter calculations. All vibronic calculations require the Hessian matrix, which was
always computed at TDA-CAM-B3LYP level. Energies were computed with different electronic
structure methods, as indicated above. The continuum polarizable model was used to include
solvation effects,®” where dicloromethane was used for DOBOA and its derivatives, and
toluene was used for OQAO and DiKTa, because their available experimental data were
obtained in the above mentioned solvents.

4 Results and Discussion
4.1 Excitation energies

First, we present a benchmark study in the smallest system, DOBOA, to assess which level of
theory provides the best compromise between computational cost and accurate energy gaps
to use it for the larger compounds. In Table 1, the absorption and emission energies for Sq,
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along with AEg; values of DOBOA are shown. All methods predict S;1 as the bright state (f >
0.167). TDA-CAM-B3LYP predicts the experimental emission energy to be 3.85 eV,
overestimating the experimental values by 0.74 eV. ADC(2) and SCS-CC2 predict lower
emission energies (3.48 and 3.51 eV, respectively), being ca. 0.4 eV off from the experimental
value, while the STEOM-DLPNO-CCSD emission energy (3.29 eV) is only 0.18 eV higher.
Regarding the absorption energies, TDA-CAM-B3LYP still leads to the largest difference with
the experimental value (4.00 eV compared to the experimental 3.3 eV), while STEOM-DLPNO-
CCSD has the best agreement (3.44 eV). SCS-CC2 and ADC(2) predict similar absorption
energies (3.67 and 3.64 eV, respectively), approximately 0.3 eV above the experimental value.

In order to discern the states that are more relevant to the TADF process and, thus, build an
appropriate excited state kinetic model, we computed the energy of the first three triplet
excited states. Their energies computed at the S1 optimized geometry are generally higher at
ADC(2) and SCS-CC2 levels than with TDA-CAM-B3LYP or STEOM-DLPNO-CCSD. This trend is
also observed in the T: minimum. However, the computed adiabatic AEst values with ADC(2),
SCS-CC2 and STEOM-DLPNO-CCSD are very similar (0.19, 0.19 and 0.21 eV, respectively). We
recall that accurately calculating the adiabatic AEst values is crucial to obtaining accurate ISC
rate constants. Conversely, TDA-CAM-B3LYP predicts a larger AEgr compared to the
experimental value? (0.64 eV compared to 0.15 eV). The zero-point energy correction for the
adiabatic AEsr was computed at TDA-CAM-B3LYP but it is negligible (approximately 0.02 eV).
This result is in line with previous conclusions for similar classes of molecules that TD-DFT
methods are generally not appropriate to recover the AEsrvalues of MR-TADF emitters.*3
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Table 1 Transition energies (eV) and oscillator strengths (f) of DOBOA at So, S1 and T1 minima (So-min, S1-
min and T1.min, respectively) at TDA-CAM-B3LYP, SCS-CC2, CC2, ADC(2) and STEOM-DLPNO-CCSD levels.

2 Experimental values from Ref. 10

TDA-CAM- STEOM-DLPNO-
B3LYP SCS-CC2 ADC(2) CCSD Exp.?
EE f EE f EE f EE f EE
@So-
min
S1 400 0.32 |3.67 0.17 | 3.64 0.169 3.44 0.178 3.30
9 5
@S-
min
S1 385 0.30 |3.51 0.16 | 3.48 0.155 3.29 0.167 3.11
5 1
T1 3.17 3.32 3.30 3.09
T2 3.67 3.90 3.89 3.33
LE 3.75 3.94 341
@T-
min
T1 3.17 3.33 3.30 3.08 2.97
AEsit1 | 0.64 0.19 0.19 0.21 0.15°

Based on the results for DOBOA, we now turn the discussion to DiKTa and OQAO. Because of
the computational cost of the STEOM-DLPNO-CCSD calculations, we only did TDA-CAM-
B3LYP, ADC(2) and SCS-CC2 calculations in these systems. As shown in Table 2, TDA-CAM-
B3LYP also overestimates the emission energies of S; in DiKTa and OQAO (3.40 and 3.04 eV,
respectively) by ~0.7 eV compared to the experimental energies (2.69 and 2.38 eV,
respectively), while ADC(2) and SCS-CC2 energies are ca. 0.4 eV above the absolute
experimental values. Despite this difference, the computed adiabatic AE¢; values at ADC(2)
and SCS-CC2 are only up to 0.04 eV above the experimental ones. The zero-point energy
correction for AEg; at TDA-CAM-B3LYP is below 0.03 eV in all cases.

In all cases, the key difference between the methods is their estimation of the T, and T3
energies (Table 1). For DOBOA, TDA-CAM-B3LYP predicts that T1, T, and Tz are below S1, while
with STEOM-DLPNO-CCSD, only T1 and T, are lower in energy than Si:. However, T3 is 0.12 eV
above Si. Based on the STEOM-DLPNO-CCSD results, ISC to T, and T3 are potential alternative
deactivation channels (Figure 1, orange and green arrows), implying that ISC and IC involving
the high-lying triplet states (Figure 1, black arrows) may also need to be considered and thus,
leading to a complex kinetic model. On the other hand, ADC(2) and SCS-CC2 predict a much
higher T, state compared to S: (0.41 and 0.39 eV, respectively) and, consequently, an even
higher T3 state. Therefore, S1—T, and S1—Ts ISC are likely negligible because of their
thermodynamically uphill nature. Thus, we here use a simplified kinetic model where only ISC
and rISC between S; and T; are considered (Figure 1, purple arrow). In view of all the
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computed evidences the used simplified kinetic model is perdectly suited for DiKTa and OQAO
but may likely lead to slightly underestimated kgy;sc computed values in DOBOA.

Table 2 Transition energies (eV) and oscillator strengths (f) of DOBOA at So, S; and T1 minima (So-min, S1-
min aNd T1-min, respectively) at TDA-DFT/CAM-B3LYP, SCS-CC2, CC2, ADC(2) and STEOM-DLPNO-CCSD
levels. = Ref.%® PRef. 12,

DiKTa

CAM-B3LYP SCS-CC2 ADC(2) Exp.

EE f EE f EE f
SO—min
S1 357 0403 338 0.195 337 0.198 2.86°
Sl—min
S1 340 0376 3.20 0.184 3.19 0.18 2.69°
T: 2.71 2.97 2.97
T2 3.20 3.50 3.28
Ts 3.36 3.35
Tl-min
T1 2.67 2.95 2.93 2.49°
AEsi 0.71 0.24 0.24 0.20°

OQAO

SO—min
S1 3.24 0.423 3.08 0.223 3.05 0220 2.54°
Sl—min
S1 3.04 0391 287 0.207 2.84 0201 2.38°
T1 2.42 2.68 2.66
T2 3.03 3.35 3.31
Ts 3.21 3.42 3.40
Tl-min
T1 2.42 2.70 2.67 2.18%2
AEsi 0.63 0.19 0.17 0.16%2

4.2 Excited state decay rate constants calculations

TADF emitters rely on the subtle balance between radiative (k,), direct (k;gc) and reverse
intersystem crossing (kg;sc)- Thus, predicting those rate constants is essential to assess their
feasibility of displaying prompt and delayed fluorescence and to design new TADF emitters
with tailored properties. In this section, we present the results of the rate constant
calculations of DOBOA, DiKTa and OQAO. As discussed above, we depart from a simplified
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excited state kinetic model involving only S1 and T1. Given this excited state kinetic model, we
here focus on the k,, k;g¢c and kg;sc calculations.

As discussed in Section 0, one must assess a series of parameters to compute excited state
decay rate constants. This assessment is needed to guarantee that the required
approximations are still valid for the studied systems, while full disclosure of the set of
approximations is essential to ensure reproducibility.3®> For instance, the broadening width,
PES model and coordinate system are some of these relevant parameters to assess to ensure
the stability of the computed results. We briefly discuss the choices used in this work, and all
the full tests performed can be found in Section S2 of the Supporting Information.

First, we discuss the computed k,. values. Employing AH vs. VH results for the studied systems
does not significantly lead to different results, as well as when using different coordinate
systems. This agreement indicates that the harmonic approximation — required to hold true
for these simulations — is valid for the investigated excited state processes and molecular
systems.®® The largest discrepancy comes from the choice of electronic structure methods
used to estimate the energy gaps, with TDA-DFT consistently overestimating the k, values
(Figure 3), mostly due to the overestimation of the computed S; energies. As expected, HT
effects are negligible for all three molecules since the S; state of all molecules is moderately
dipole-allowed (Table 1-2). Below, we will discuss the k, values obtained with our best
theoretical set of parameters.

1le8
X
2.25 - §
2.00 -
7 ] %
W, 1.75 4 § :
+ ]
S
o
O 1.25 ¥
o %
+
©
o 1.00
0.75 -
0.50 1, , :
DOBOA DiKTa 0QAO

Figure 3 Computed k, values (s*) of DOBOA, DiKTa and OQAO with a broadening width of 0.02 eV,
adiabatic (circle) and vertical (cross) Hessians, TD/FC (gray), TD/HT (blue), TI/FC (red) and TI/HT
(green). TDA results are highlighted in gray.

Figure 4A shows the dependency of the k,. values of DOBOA on the broadening with different
approximations (e.g., PES model, coordinate systems and dipole moment model), where the
variation between the rate constants is within 0.2 x 108 s only. Especially up to around 0.3
eV broadening width, the differences between the rate constants within a given set of
approximations are mostly independent of the broadening width. The computed spectra
show a 0.4 eV blue shift compared to the experimental spectrum as a result of SCS-CC2
predicting a larger emission energy. Despite this shift, the computed spectra recover well the
shape of the emission band as seen in the fluorescence spectra in Figure 4B, although the
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broadening widths assessed are not able to fully recover the experimental broadening. The
source of this discrepancy can be attributed, for instance, to other sources of broadening not
included in our models, including the specific solvent interactions that are not being taken
into account with implicit solvation and dynamic interactions.”® A similar behavior is also seen

in DiKTa and OQAO (Figure S12 and S15 of the Supporting Information).

le8

- AH-Cartesian-TD/FC 1.0 1
- AH-Cartesian-TD/HT
—e- AH-Cartesian-TI/FC

AH-Cartesian-TI/HT
== VH-Cartesian-TD/FC
=X=- VH-Cartesian-TD/HT
-~ VH-Cartesian-TI/FC

VH-Cartesian-TI/HT
—— AH-Internal-TD/FC
—e— AH-Internal-TD/HT
—e— AH-Internal-TI/FC 0.4
—+— AH-Internal-TI/HT
=¥~ VH-Internal-TD/FC
—>— VH-Internal-TD/HT
=~ VH-Internal-TI/FC

VH-Internal-TI/HT
=== Exp.

o
o
w
>
1 1
.0

[ng
o
S

0.8 1

I
~
v
o
o
"

g
[
I=]

Rate Constant [s7!]
-
N
w
Intensity

g
(=}
S

o
S
o

0.0 1===="

050 Eg====== e T

0.0 0.1 0.2 0.3 0.4 0.5 200 300 400 500 600 700 800

Broadening width energy / nm

-- Experiment
0.001
~— 0.002
0.003
—— 0.02
0.05
— 0.1
— 0.2
—— 0.3
~— 0.4
— 05

Figure 4 Computed k, values of DOBOA with different approximations (A) and shifted fluorescence
spectra of DOBOA within the Franck-Condon approximation, vertical Hessian model, and time-
independent approach (B) at SCS-CC2 level at different broadening widths. Experimental data from

Ref. 10.

Now, we turn to the discussion of the ISC rates. All (r)ISC rate constants were computed with
the AH model, as this is the only PES model implemented for these type of calculations. HT
effects do have a big impact on the computed ISC rate constants. Organic molecules not
bearing heavy atoms have markedly small, purely electronic spin-orbit couplings between the
singlet and triplet manifolds. Therefore, the largest contribution to the (r)ISC rate comes from
the vibrational SOCs. For DOBOA and OQAO, this contribution is almost 100% of the
computed k;s- and kg ¢ (Table S5 in the Supporting Information). For DiKTa, the electronic
SOC is 100 times larger than for DOBOA and OQAO, so the contribution of the HT terms is

slightly lower (96% for the k;s; and 91% for kg;sc)-

In Table 3, we show the computed k;g. and kg;sc values for DOBOA, DiKTa and OQAO. For
DOBOA, the computed ISC (1.27 x 10° s) and rISC (1.71 x10° s?) rate constants are smaller
than the experimental ones (1.90 x 10° s* for ISC, and 1.55 x 10* for rISC), possibly due to
omission of alternative deactivation channels that were not considered in our simplified
kinetic model (we recall that for DOBOA, T is located below S; with STEOM-DLPNO-CCSD).
The computed rate constants for DiKTa’s rate are slightly larger as compared to the
experimental ones, but are accurately predicted within less than one order of magnitude. The
difference between the computed and experimental rates is larger than the fluctuations
observed due to the different models used. Furthermore, the experimental trend is
somewhat recovered with kgisc < Kkisc < Kfpyp, SO that successful predictions of TADF
behavior can be derived from our calculations. Allin all, there is a good agreement between

the computed and experimental rate constants.

Although OQAO does not have rates

reported experimentally, its potential as TADF emitter has been identified.'? Moreover, the
trend in the computed rate constants of OQAO is similar to that of DiKTa, suggesting also a

successful capability of our protocols to predict TADF behavior.
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Table 3 Fluorescence (k,), direct and reverse intersystem crossing rate constants (k;sc and kg;sc) in
s, Fluorescence rates with only the Franck-Condon (FC) contribution and including the Herzberg-
Teller (FCHT) are also shown. ISC rates include the HT effects at the SCS-CC2 level. Experimental
results, when available, are shown in parentheses.

DOBOA DiKTa 0QAO
1.77x10°  1.43 x 10°
FC 1.21 x 10°
fer (4.88x 107)  (4.90x107) X
JcFCHT 1.83x10° 1.45x10° 1.23x 10°
127x10°5  2.56x 10’
kFEHT 2.10 x 10°
IS¢ (1.90 x10°)  (7.50 x 10°) X
1.71x10°  6.16 x 10
kLT 2.17 x 10*

(1.55x10% (4.60 x 10%)

4.3 Wavefunction analysis

We now turn the discussion to the wavefunction descriptors. The SRCT character can be
traced back by visual inspection of the electron density difference plots between the involved
singlet and triplet excited states (Figure 5). Although visual inspection is sufficient to identify
a potential SRCT character, it does not allow for a quantitative comparison between different
molecules or the different excited states of a molecule. As mentioned above, we propose
using the transition density matrix to obtain a quantitative analysis of the transition process
(see Section 2). LOC, and Q¢ are two descriptors that provide the amount of transition density
located on the atoms, allowing the identification of SRCT states. Note that this analysis is
performed in the transition density matrix connecting S1 and each of the involved triplet
states, providing relevant information about each possible ISC process, which is not
commonly done.

Figure 5 Density difference plot of the S; — T1 (a) and S1— T, (b) of DOBOA. Red indicates positive
density, and blue indicates negative density.

In Table 2, we show the values of LOC, and Q%, for DOBOA at different levels of theory and for
the different ISC channels. We computed both descriptors with different electronic methods
from the transition density matrix between S; and the three triplet states (T1/T2/T3) to capture
the changes in the electron density during the ISC process. First, we notice that there is a clear
difference between the QY and LOC, values obtained for the S; — Ty and T1 -5 ISC processes
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(> 1), and those calculated for the S; — T2/T3 ISC processes (< 0.5). According to Ref. 45, these
values indicate anionic character to S;—T; transition, but covalent regarding T./Ts. Moreover,
we see that the largest difference in QY and LOC, across different levels of theory is only 0.031
and 0.039, respectively (see Table 4). The difference in the values comes from the transition
charges, where summation terms can cancel each other within a given atom.* Since QY sums
over the absolute value of the transition charges, and LOC, directly sums over the absolute
value of the diagonal elements of the TDM. Thus, these cancellations only affect Q. For
DOBOA, this difference in how the descriptors are calculated does not cause a large
discrepancy between them.

The consistency among different electronic structure methods suggests that a cheaper
method (e.g., TDA-CAM-B3LYP) could be used to screen candidates with potential SRCT
character for MR-TADF emitters. Also, we computed those descriptors at So and S1 minimum
geometries (Table 4 and Tables S1-2 of the Supporting Information) to address the effect of
choosing a different geometry, but it only showed a negligible effect on the descriptors. This
result is not unexpected since the molecules are rigid and do not change their electronic
properties substantially when relaxing to the excited-state minima, which are common
features of MR-TADF emitters. In this case, the descriptors could be obtained from the ground
state geometry, avoiding the computational cost of optimizing excited-state geometries.

Table 4 LOC, and QX values for the S; — Txtransition of DOBOA at SCS-CC2, CC2 and ADC(2) with
def2-TZVP basis set, and TDA-CAM-B3LYP/6-31++G**,

T1 > S1@T: S1=-> T1 @51 S1=-> T, @S: S1=> T; @S:

Q. loca @, loca Q. LoCa Q. LOCa
TDA-CAM-B3LYP  1.124 1.307 1.146 1.306 0.195 0.271 0.408 0.457

SCs-CC2 1.132 1.290 1.127 1.317 0.342 0.457 0.233 0.343
cc2 1.155 1.340 1.166 1.357 0.432 0.545 0.453 0.553
ADC(2) 1.151 1.340 1.167 1.354 0.438 0.554 0.430 0.528

The descriptors agree with the qualitative picture obtained by the density difference plot
between the respective states. For instance, Figure 5a shows for DOBOA that the density
difference between S; and Ti is centered in the atoms, with neighboring atoms showing
opposite signs, thus potentially displaying significant SRCT character. On the contrary, the
density difference between S; and T, (see Figure 5b) shows that the electron density localizes
also through the bonds. On the other hand, the transition charges related to S; — T1 are
shown in Figure 6c. Here, the transition charge of each atom is plotted as heat maps, where
red and blue indicate negative and positive charges, respectively. Note, however, that the
transition charges are calculated for a given atom, so representations such as Figure 6 do not
show the density delocalized through the bonds. Still, Figure 6 is instructive to identify how
the transition charges are localized in the molecule. The SRCT character only comes to light in
the S1—T; transition (Figure 6¢), where many neighboring atoms have opposite charges. In
the So—S1 and So—T: transitions (Figure 6a and 6b), the positive and negative charges are
localized in different regions of DOBOA.
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B)S— T,

Figure 6 Heat map of the transition charges during So—S1, So—T1 and S1—T; transitions of DOBOA at S;
geometry and SCS-CC2 level.

This analysis can be extended to other emitters, such as DiKTa and OQAO, showing that the
charges are predominantly located on the atoms in the T; state (Table 5), and the values of
the descriptors are similar to those obtained for DOBOA. In Section S1 of the Supporting
Information, we show the density difference plots and transition charges for all molecules.

Table 5 LOC, and Qf values for the S; — Tytransition of DOBOA at SCS-CC2 and ADC(2) level.

T198@T: $19Ti@S: S19T.@5 S15T:@S:

loca Q. Lloca Q. Lloca Qi LoCa Qf
SCS-CC2  1.431 1.129 1.460 1.137 0.293 0.047 0.509 0.339
ADC(2) 1.460 1.158 1.509 1.184 0.321 0.093 0.286 0.087
SCS-CC2  1.217 1.082 1.232 1.106 0.605 0.503 0.302 0.227
ADC(2) 1.244 1.111 1.260 1.135 0.616 0.527 0.351 0.263

DiKTa

OQAO

SRCT implies that the density is centered on the atoms and that the neighboring atoms have
opposite charges. Q% and LOC, only inform about the first characteristic, i.e. charges centered
on atoms. That is the reason why So —T1 Qf (0.87) show similar values to S1—T1 Qf (1.08),
but in the case of the S; —T1 transition (Figure 6c) there is SRCT but not in So —T1 (Figure 6b).
Hall et al. characterize S; state of DOBOA and DiKTa as SRCT based on descriptors obtained
from the difference density of S; and So electronic densities.3® They compute the overlap
between the regions of increased and decreased electronic density (0.92 and 0.91), the
distance between the barycentre of the decreased and increased densities (1.57 and 1.45)
and the total charge transferred during the transition (0.58 and 0.59), which they suggest is
due to SRCT. In the transition density picture used in this work, the SRCT behaviour is more
prominent in the S;—T; transition.

Note that the adiabatic AEg; of DOBOA, DiKTa, and OQAO are spread within a small energetic
range (0.19, 0.24 and 0.19 eV at SCS-CC2 level, respectively). Thus, to further explore the
possible correlations between the computed descriptors and the adiabatic AEg values, we
also calculated the descriptors for two new molecules based on DOBOA (see DOBOA-NH-CH;
and DOBOA-2NH in Figure 2). The adiabatic AEg; values of DOBOA-2NH and DOBOA-NH-CH;
with SCS-CC2 are 0.18 and 0.28 eV, respectively. In Figure 7, we can distinguish two different
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tendencies. First, let us look at Qf of the S; —T; transition (Figure 7, green). We see that there
is a somewhat slight tendency for AEg; to increase with a decrease in Qf, despite the more
pronounced drop of OQAO. This particular behaviour of is also observed in LOC, (Figure S8,
Supporting Information), suggesting this drop does not come from a fortuitous cancellation
of terms in the summation. In addition, we also see a correlation between Q% of the So =T
transition (Figure 7, green) and the adiabatic AEg;. The increase of Q! in this transition leads
to a increase of the adiabatic AEr, suggesting that an increased ionic character of Ti can
decrease the gap.

1.4
DOBOA-2NH
1.2 - DOBOA
DOBOA DiKTa -NH-CH,
1.0 - OQAO o
wn . o
S 0
S 0.8+
o
=
A
D06
a 0
0ale & =
O 2 i [ S0 - Sl Qta
. So—T1Q}
S1—-T1Q}
0.0

018 020 022 024 026 028
AEst(eV)

Figure 7 Q! values of different electronic transitions (So —S1/ So— T1 / S1 — T1) of DOBOA, DOBOA-
2NH, , DOBOA-NH,-CH,, DiKTa and OQAO at SCS-CC2 level.

5 Conclusion

This work studies three different MR-TADF emitters: DOBOA, DiKTa and OQAO. First, we
benchmark the emission, absorption and adiabatic AEs; values of DOBOA with four different
electronic structure methods: TDA-CAM-B3LYP, STEOM-DLPNO-CCSD, ADC(2) and SCS-CC2.
The main quantities to predict excited state rate constants are the SOC and the AE;. Besides
TDA-CAM-B3LYP, all methods predict AEg; in good agreement with the experimental values.
Given the high computational cost of STEOM-DLPNO-CCSD, we chose to focus only on SCS-
CC2 energies. We found that at the SCS-CC2 level, T; and Tz are around 0.4 eV above Si; thus,
ISC channels involving S1—T2 and S1—T3 transitions are likely negligible, and a simplified
kinetic model involving only S; and T; states can be used.
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Then, we computed k,., k;sc, and k,;sc of DOBOA, DiKTa and OQAO. We assessed the
influence in k, of different PES models (adiabatic vs. vertical Hessian), coordinate systems
(internal vs. Cartesian coordinates), broadening widths and transition dipole moment models
(Franck-Condon vs. Herzberg-Teller). k,. values do not depend significantly on the PES model
or coordinate system for all the investigated molecules. Moreover, Herzberg-Teller effects do
not significantly contribute to the fluorescence rate constant. On the other hand, k;5 and
k,1sc were computed with the adiabatic Hessian model, and Herzberg-Teller terms contribute
the most to the rate constant. Overall, DOBOA and DiKTa rate constants agree well with the
experimental values, given that they are predicted within one order of magnitude.

Lastly, this work uses two wavefunction descriptors, Qf and LOC,. Those descriptors have
been proposed in the context of ionic states* and have been used to obtain a measure of
charge centered on the molecule’s atoms. They are obtained from the transition density
matrix between two excited states. Commonly, this analysis is performed in So—S, or So—Tx
transitions. Here, however, we analyzed directly the transition density matrix connecting S1
—Ty, as well. We compared Qf and LOC, with TDA-CAM-B3LYP, SCS-CC2 and ADC(2), which
suggests that the descriptors are not significantly affected by the choice of electronic
structure method. Moreover, the T; state of all molecules has LOC, and Q! above 1,
suggesting the a large portion of the transition density is located on the atoms in Ti. In
contrast, T, and T3 have LOC, and Qf below 0.6. According to the classification proposed in
ref. 4>, T1 of all molecules are ionic states, while T2 and T3 are mostly covalent. This assessment
is independent of the electronic structure method chosen, while the adiabatic AEg; is highly
dependent on this choice. Thus, these descriptors could be obtained at a cheaper electronic
structure method such as TDA-DFT and still provide a qualitative measure of the putative SRCT
character.

The correlation between the computed wavefunction descriptors and the adiabatic AEg
values were investigated. As a proof of principle, we showed that AEs; decreases with the
increase of Qf related to the S;—T; transition. At the same time, AEg; increases with an
increase in the So—T1 Qf while no correlation is seen for So—S1 Qf. These tendencies
showcase how Qf regarding the So and S; transitions to T; can act as a guiding descriptor to
design new MR-TADF emitters with small AEs; values.
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