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Abstract 

Mul&resonance thermally-ac&vated delayed fluorescence (MR-TADF) emi>ers have gained 
popularity given their poten&al of a>aining negligible singlet-triplet energy gaps, i.e., Δ𝐸!", 
without hindering emission, thus increasing the reverse and direct intersystem crossing rates 
without affec&ng fluorescence. This is achieved due to the singlet and triplet states' short-
range charge transfer character (SRCT). Thus, obtaining quan&ta&ve informa&on about SRCT 
would help developing new MR-TADF emi>ers. This work studies three different families of 
MR-TADF emi>ers: DOBOA, DiKTa and OQAO. First, we compute their adiaba&c Δ𝐸!"  with 
four different methods (TDA-CAM-B3LYP, STEOM-DLPNO-CCSD, ADC(2) and SCS-CC2). Then, 
we compute fluorescence (𝑘#), direct (𝑘$!%), and reverse (𝑘#$!%) intersystem crossing rate 
constants. For 𝑘#, we assess the effect of different levels of approxima&ons on the rate 
calcula&ons.  We show that 𝑘#  do not depend significantly on the different harmonic models 
(adiaba&c Hessian or ver&cal Hessian), coordinate systems, and broadening widths. 
Moreover, Herzberg-Teller effects are negligible for 𝑘#  but they are the main contribu&on for 
𝑘$!%  and 𝑘&$!% . The computed rate constants agree well with the experimental results. 
Moreover, we propose the use of two wavefunc&on descriptors – 𝑄'(  and LOCa – based on 
the 1-par&cle transi&on density matrix, which assigns the amount of charge centered on the 
atoms. We compute these descriptors for three transi&ons: S0→S1, S0→T1, and S1→T1. For 
the studied cases, these descriptors are independent of the choice of electronic structure 
method and op&mal geometry. We show that the adiaba&c Δ𝐸!"   decreases with the increase 
of S1→T1  𝑄'( , while Δ𝐸!"  increases with an increase of the S0 →T1 𝑄'( . These trends showcase 
how the 𝑄'(  values can act as guiding descriptors to design new MR-TADF emi>ers with small 
Δ𝐸!"  values.  

 

1 Introduction 

Thermally-ac&vated delayed fluorescence (TADF) occurs through the thermal popula&on of 
the singlet excited state manifold from the triplet manifold via reverse intersystem crossing 
(rISC). Fluorescence in TADF dyes occurs in two different regimes. First, a_er the system is 
ini&ally excited and the singlet manifold is populated, i.e., prompt fluorescence generally 
occurs within 1 to 20 ns. Alterna&vely, a_er the system undergoes ISC and rISC, the singlet 
manifold is repopulated, termed delayed fluorescence, typically occurring in the microsecond 
&mescale.1 The poten&al applica&ons of this process are many, par&cularly in the context of 
organic light emiang diodes (OLEDs).  

Singlet emi>ers are limited to 25% of internal quantum efficiency due to the forma&on of 75% 
triplet excitons a_er electron-hole recombina&on, the la>er ones typically decaying non-
radia&vely2 (for fluorophores) or radia&vely (for phosphors) with much longer life&mes. TADF 
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emi>ers received considerable a>en&on in recent years because, despite being simple 
fluorophores they s&ll enable 100% internal quantum efficiency via recycling the triplet 
excitons. More in detail, in TADF emi>ers, the rISC process is fast enough to compete with 
the nonradia&ve Tn→S0 ISC process (Figure 1A).  

 
Figure 1 Schema(c Jablonski diagram of the possible electronic states involved in thermally-ac(vated 
delayed fluorescence (A) and typical electron density difference plot of a mul(-resonance structure, 
where red/green indicates an increase/decrease of electronic density, typically observed at the atoms' 
posi(ons (B). 

O_en, the bo>leneck step for efficient TADF is the rISC process. In order to favor the delayed 
fluorescence, it is necessary to enhance the rISC rate constant, which, on a simplified picture, 
depends on the spin-orbit couplings (SOCs) between the involved singlet and triplet excited 
states and their energy difference, i.e., ΔE)*. ΔE)* is controlled by the sum of the Coulomb 
electron correla&on and the exchange-correla&on terms.3 Early a>empts to enhance the rISC 
relied on diminishing ΔE)* by increasing the charge transfer (CT) character of the involved 
excited states.1 An enhanced CT character leads to minimal overlap between the hole and 
electron densi&es, which minimizes the exchange interac&on energy and, thus, the ΔE)*. 
However, it also decreases the oscillator strength of the singlet excited state as a side effect, 
leading to small radia&ve rate constants. In order to overcome this undesired effect, MR-TADF 
dyes were designed.4,5 In MR-TADF dyes, the CT in the relevant singlet and triplet excited 
states occurs between neighboring atoms, and it is called short-range CT (SRCT, Figure 1B). 
Introducing SRCT has the advantage of decreasing the ΔE)* by minimizing the overlap 
between the involved excited states. S&ll some degree of overlap is a>ained, and this strategy 
does not fully hinder the oscillator strength.5 Several MR-TADF emi>ers fulfilling the above 
criteria have been proposed. The most widespread design rule involves inser&ng carbonyl 
groups, boron and nitrogen atoms in polycyclic aroma&c moie&es,4,6–8 among which 
triangulene-based emi>ers showed great poten&al as, for example, DOBOA,9,10 DiKTa7,11 and 
OQOA (see Figure 2).12 While in DOBOA, the mul&resonance effect comes from a polycyclic 
skeleton containing boron and oxygen atoms, in DiKTa and OQAO, this effect comes from 
carbonyl groups and nitrogen atoms.  
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Figure 2 Chemical structures of the molecules studied: DOBOA, DOBOA-NH-CH2, DOBOA-2NH, DiKTa 

and OQAO.  

Furthermore, the combina&on of short- and long-range CT effects can synergis&cally increase 
the 𝑘&$!%  by introducing a silent CT triplet excited state without affec&ng the SRCT character 
of the emissive singlet state.13–15 This highlights the importance of an in-depth understanding 
of the mechanisms behind the efficient MR-TADF occurring in these dyes so as to tailor the 
molecular design strategies by fine-tuning the character and energe&c ordering of their 
excited states. To this end, computa&onal inves&ga&ons are, thus, key.1,16–18 As men&oned 
above, the adiaba&c energy gap, i.e., Δ𝐸!", is the cri&cal factor for the rISC to take place, and 
it is thus, one of the most commonly used descriptors to predict TADF. To compute the 
adiaba&c Δ𝐸!", one must obtain the minima of all relevant states, which involve op&mizing 
geometries and obtaining frequencies. When screening a large pool of candidates, this 
process becomes computa&onally expensive. Experimentally, obtaining the Δ𝐸!"  is not trivial. 
One common strategy consist of extrac&ng the singlet and triplet energies directly from 
fluorescence and phosphorescence spectra, respec&vely.4,19 However, the lack of fine 
vibra&onal structures in the fluorescence spectra of most MR-TADF dyes makes it difficult to 
iden&fy S1 energy.20 Moreover, phosphorescence spectra are usually obtained at lower 
temperature, which may cause shi_s in the spectra compared to room temperature 
condi&ons.1,21 Alterna&vely Δ𝐸!"  can also be obtained from the rate constants dependence 
on the temperature, an approach which is also prone to errors.1,22 Besides the Δ𝐸!"  and the 
SOC, the Huang-Rhys factors and thereto the reorganiza&on energies do also strongly impact 
the ISC rate constants,23–25  and determine together with  the Δ𝐸!"  values the ac&va&on 
energy of the S1→Tn forward and reverse transi&ons.26  

Recent advances made the evalua&on of excited-state decay rate constants of organic 
molecular systems possible. The (r)ISC rate constants can be derived from Fermi’s golden rule 
expression, where the Franck-Condon weighted density of states is es&mated classically, 
assuming the high-temperature limit27 through a semiclassical Marcus rate expression.28 
More elaborated formalisms can also include the effect of vibronic couplings within this 
framework, i.e., the Marcus-Levich-Jortner formalism.29,30 However, the above approaches 
o_en depart from a one-effec&ve mode treatment only. Alterna&vely, the excited state decay 
rate constants, including (r)ISC, can be obtained from vibronic calcula&ons where all 
vibra&onal degrees of freedom are explicitly included.6,8,9,31–34 Vibronic calcula&ons o_en rely 
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on the use of the harmonic approxima&on to describe the poten&al energy surfaces, and 
therefore, different models on how to construct these surfaces can be chosen, e.g., adiaba&c 
Hessian vs. ver&cal Hessian (see Sec&on ¡Error! No se encuentra el origen de la referencia.). 
These calcula&ons also strongly depend on other parameters including broadenings, type of 
coordinates, etc.32,33,35  In the context of (r)ISC, an extensive assessment of the effect of these 
parameters was recently done for polyaroma&c hydrocarbons,36,37 but to our knowledge this 
has not yet been done for MR-TADF emi>ers.  

In the context of MR-TADF emi>ers, strategies to quan&fy the SRCT are lacking. In contrast, 
many descriptors exist to quan&fy long-range charge transfer during an electronic 
transi&on.38–42 The SRCT character is usually visible from the visual inspec&on of the density 
difference between T1 and S1,7,14 fron&er molecular orbitals24 or es&mated from S0 → S1 
transi&ons.23 Visual inspec&on of orbitals is not ideal when it comes to iden&fying the most 
promising candidates in a large pool of molecules since it makes it difficult to differen&ate 
between seemingly similar pictures. A more quan&ta&ve analysis was performed by Pershin 
et al., where they computed the transferred charges, CT volume, CT distance and overlap 
based on the density difference between ground and excited states.43 However, this approach 
does not directly compute these proper&es based on the transi&ons between excited states, 
which are the determining transi&ons in TADF, but rather computes the transi&on charges for 
the S0 → S1 and S0 → Tx transi&ons. Moreover, the CT distance, that is, the distance between 
the nega&ve and posi&ve values of the density difference, has shown to the unrealis&c 
assignment of locally excited character in symmetric cases.44 An alterna&ve strategy is to 
directly extract informa&on from transi&on density matrices between the excited states. In 
this regard, two wavefunc&on descriptors (𝑄'(  and LOCa, see details in Sec&on 2.1) have been 
recently proposed by Do Monte et al. to account for transi&on charges in the context of ionic 
states.45 

In this work, we inves&gate the short-range character and rate constants of three MR-TADF 
emi>ers (Figure 2): DOBOA,9,10 DiKTa7,11 and OQOA.12 The SRCT character is quan&fied by the 
well-defined wavefunc&on descriptors 𝑄'(  and LOCa. While the Δ𝐸!"  is par&cularly sensi&ve 
to the choice of electronic structure method, possibly requiring the use of methods that 
include at least double excita&ons,46–49 the effect on the electronic density is less clear50 in 
par&cular for the recently proposed descriptors LOCa and Q+,  descriptors. With that in mind, 
we first assess the impact of four different electronic structure methods on the descrip&on of 
the excited states of DOBOA, DiKTa and OQAO. The choice of electronic structure method is 
limited given the molecules’ size. For that reason, we focus only on TDA-DFT, ADC(2), CC2 and 
STEOM-DLPNO-CCSD. SCS-CC2 has become the go-to electronic structure method in such 
cases as it has been shown to provide a good ra&o between computa&onal cost and accuracy 
on the computed Δ𝐸!"  values.8,43 We show how with these descriptors we can easily 
dis&nguish the SRCT states for MR-TADF among the triplet manifold. Besides the 
wavefunc&on analysis, we compute the relevant fluorescence, ISC and rISC rate constants 
through vibronic calcula&ons. 
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2 Theoretical background 

2.1 Wavefunc,on analysis 

The 1-electron transi&on density matrix (TDM) maps a transi&on between two electronic 
states according to  

𝐷-.
$/ =	 +Ψ0-𝑝1𝑞-Ψ20 1 

where Ψ$ and Ψ/ are the total wavefunc&ons of the ini&al and final states, and 𝑝1 and 𝑞 are 
the crea&on and annihila&on operators ac&ng on the molecular orbitals. The transi&on 
charges on atom M are computed from the Löwdin-orthogonalized TDM as 

𝑞3( = 2 𝐷344(
4∈3

2 

Do Monte et al. suggested two descriptors to capture the ionic character in electronic states. 
In 𝑄'( , the absolute values of the transi&on charges are summed, while in LOCa the absolute 
values of the diagonal elements of the TDM are added, according to45 

𝑄'( =2|𝑞3( |
3

3 

𝐿𝑂𝐶' =2-𝐷344( -	
4

4 

These two descriptors were ini&ally proposed in the context of ionic states in 
mul&configura&onal wave func&ons. However, these descriptors are essen&ally measures of 
charges (in units of e) located in the atoms, thus, we propose to use them to also assess SRCT. 
In MR-TADF emi>ers, we are interested in transi&ons between excited states (e.g., S1 and T1, 
T2, …)  and, thus, this analysis should be performed on the TDM that connects the appropriate 
states. However, it is o_en the case the electronic structure packages only provide the TDM 
between S0 and the excited states (𝑫𝑰𝟎 and 𝑫𝑱𝟎). This limita&on can be overcome by a 
transforma&on of 𝑫𝑰𝟎 and 𝑫𝑱𝟎 into an approximate 𝑫𝑰𝑱, as it is implemented in TheoDORE, 
according to51 

𝑫𝑰𝑱 =
1
√2

[(𝑫𝑰𝟎)"𝑫𝑱𝟎 −𝑫𝑱𝟎(𝑫𝑰𝟎)"] 5 

In order to verify the effect of the approximate 𝑫𝑰𝑱 on 𝑄'(  and 𝐿𝑂𝐶', we obtained the exact 
and approximate 𝑫𝑰𝑱 at TDA-CAM-B3LYP level. Differences on 𝑄'(  and 𝐿𝑂𝐶' obtained with 
both approximate and exact 𝑫𝑰𝑱 are below 0.1e (for a detailed discussion, see Suppor&ng 
Informa&on, Table S1); thus, the approximate 𝑫𝑰𝑱 was used for all electronic structure 
methods.  

2.2 Excited State Decay Rate constants  

The transi&on rate between two electronic states (𝑘02) is given by Fermi’s golden rule,  

𝑘02 =
2𝜋
ℏ
-+Ψ2-𝐻F9-Ψ00-

:
𝜌 6	 

where Ψ; and Ψ2 are the total wavefunc&ons of the ini&al and final states, 𝜌 is the density of 
states and +Ψ2-𝐻F9-Ψ00 is the perturba&on matrix. Applying the Born-Oppenheimer 
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approxima&on, i.e., Ψ can be wri>en as the product between electronic (Φ) and vibra&onal 
(Θ) wavefunc&ons, and the Condon approxima&on, Eq. 6 can be rewri>en as 

𝑘02 =
2𝜋
ℏ +Φ2-𝐻F9-Φ00

: 2 𝑃0,=!(𝑇) MNΘ0,=!MΘ2,="OM
:
𝛿 Q𝐸0,=! − 𝐸2,="R

=!,="

7 

where the summa&on runs over all vibra&onal states of the ini&al and final electronic states.35 
The computa&onal cost of including all vibra&onal states can become unfeasible for larger 
molecules. A way of avoiding this issue is via a Fourier transforma&on of this problem to the 
&me domain, called the &me-dependent (TD) approach, while solving this summa&on is called 
the &me-independent (TI) approach. Although the TD approach is less costly, it loses 
informa&on about the specific contribu&on of each of the normal modes to the rate constant.  

Another challenge in calcula&ng excited state decay rate constants is how to fully describe 
the poten&al energy surfaces (PES). The usual strategy is to assume that the PES can be 
approximated by parabolas, that is, applying the harmonic approxima&on.52 This expansion 
can be done by choosing different geometries as reference points. The two most common 
choices lead to the adiaba&c (AH) and ver&cal Hessian (VH), models used in this work. In the 
VH model, the PES of both ini&al and final states are expanded around the equilibrium 
geometry of the ini&al state, while in AH models, the PESs are expanded around the 
equilibrium geometry of each state. In both models, the Hessian of each state is computed at 
their corresponding op&mized geometries. Other more approximate methods could use the 
same Hessian for both states, leading to other models (e.g., ver&cal gradient and adiaba&c 
shi_), which are not considered in this work.  

The choice of coordinate system can also affect the rate constant calcula&ons. Cartesian 
coordinates have the advantage of being unambiguously defined. They can lead to unphysical 
imaginary frequencies around geometries that are not minima in the PES.52 

Finally, the perturba&on 𝐻F′ is chosen to describe the nature of the electronic transi&on, that 
is, the perturba&on is given by the transi&on dipole moment (�⃗�0>)	for radia&ve transi&on, 
while it is given by the SOC (𝐻F!?%) for an (r)ISC process. Besides the purely electronic 
contribu&on to these operators (first term of Equa&ons 8 and 9), one could expand them in 
terms of the normal vibra&onal modes, as in  

𝜇@>W𝑄X⃗ Y = 	�⃗�A +2[
𝜕�⃗�0>
𝜕𝑄B

]
A
𝑄B

B

8	 

for the transi&on dipole moment,53 and  

𝐻F!?%W𝑄X⃗ Y = 	 NΨ!!-𝐻F!?%
A -Ψ""O +2𝜕

NΨ!!-𝐻F!?%
A -Ψ""O

𝜕𝑄B
𝑄B

B

9 

for the SOC operator.54 The purely electronic contribu&on is referred to as the Franck-Condon 
(FC) approxima&on, and the respec&ve excited-state rate constant (𝑘C%) only takes into 
account this term of the expansion. On the other hand, the dependency of both operators on 
the vibra&onal degrees of freedom is referred to as Herzberg-Teller (HT) effects (second term 
in Equa&ons 3 and 4). Rate constants that include HT effects are referred to as 𝑘C%D"since 
they also automa&cally include two contribu&ons, the electronic (FC) and vibra&onal (HT) 
contribu&ons.  
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3 Computational details 

The op&miza&on of the ground and (excited state) geometries was performed with (&me-
dependent) density func&onal theory level within the Tamm-Dancoff approxima&on (TDA)55 
using the CAM-B3LYP func&onal and 6-31++G** level of theory. Geometry op&miza&on 
included Grimme’s dispersion correc&on,56 and the minima were confirmed by frequency 
calcula&ons at the op&mized geometries. Single point excited-state energies were also 
obtained at the second-order algebraic diagramma&c construc&on method (ADC(2)),57,58 
couple cluster singles and doubles (CC2)57,59 and similarity transformed equa&on-of-mo&on 
coupled cluster with the domain-based local pair natural orbital approxima&on (STEOM-
DLPNO-CCSD).60 STEOM-DLPNO-CCSD calcula&ons were done with an occupa&on of 
configura&on interac&on singles natural orbitals cutoff in ioniza&on poten&al and electronic 
affinity calcula&on of 0.001, respec&vely. At CC2 level, the spin-component scaling (SCS) CC2 
were also tested.61 TDA calcula&ons were performed with Gaussian 16 A.03,62 while ADC(2) 
and CC2 calcula&ons were done with TURBOMOLE 7.7.63 

The calcula&on of the wavefunc&on descriptors 𝑄'(  and LOCa, as well as the natural transi&on 
orbitals was performed with the development version of TheoDORE 3.1.1 so_ware.51 The 
descriptors were based on the TDM between the relevant excited states. The excited-state 
TDMs (𝐃𝐈𝐉) were computed directly at TDA-CAM-B3LYP level with Gaussian 16 and through 
the TDMs between the ground state and the respec&ve excited states as implemented in the 
development version of TheoDORE. 

Radia&ve rate constants were computed with FCClasses364 so_ware, and intersystem 
crossing rate constants were obtained with ORCA 5.0.4.65. Emission rate constants were 
obtained with the FC and FCHT approxima&ons. Both TD and TI formalisms were employed, 
along with AH and VH models. Addi&onally, broadenings ranging from 0.001 to 0.5 eV were 
used to calculate the spectra. ISC rate constants were obtained only with the AH model and 
a broadening width of 0.002 eV. The SOC matrix elements were obtained within the spin-orbit 
mean-field approxima&on, including an effec&ve poten&al, 1-electron terms, exact Coulomb 
terms, analy&c exchange terms, local DFT correla&on66 and computed at the T1 and S1 
minimum for reverse and direct ISC, respec&vely A higher DFT integra&on grid (‘defgrid3’) was 
used to compute the SOC deriva&ves. HT effects were included in the ISC rate constant 
calcula&ons (see sec&on 2.2), and the average ISC rate constant for the three spin sub-states 
𝑀G = −1,0,1 was derived. Duschinsky rota&on effects were included. Temperature was set 
to 298K, and Cartesian coordinates with Lorentzian broadening (FWHM of 10 cm-1) were used 
for the la>er calcula&ons. All vibronic calcula&ons require the Hessian matrix, which was 
always computed at TDA-CAM-B3LYP level. Energies were computed with different electronic 
structure methods, as indicated above. The con&nuum polarizable model was used to include 
solva&on effects,67 where dicloromethane was used for DOBOA and its deriva&ves, and 
toluene was used for OQAO and DiKTa, because their available experimental data were 
obtained in the above men&oned solvents. 

4 Results and Discussion 

4.1 Excita8on energies 

First, we present a benchmark study in the smallest system, DOBOA, to assess which level of 
theory provides the best compromise between computa&onal cost and accurate energy gaps 
to use it for the larger compounds. In Table 1, the absorp&on and emission energies for S1, 
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along with Δ𝐸!"  values of DOBOA are shown. All methods predict S1  as the bright state (f > 
0.167). TDA-CAM-B3LYP predicts the experimental emission energy to be 3.85 eV, 
overes&ma&ng the experimental values by 0.74 eV. ADC(2) and SCS-CC2 predict lower 
emission energies (3.48 and 3.51 eV, respec&vely), being ca. 0.4 eV off from the experimental 
value, while the STEOM-DLPNO-CCSD emission energy (3.29 eV) is only 0.18 eV higher. 
Regarding the absorp&on energies, TDA-CAM-B3LYP s&ll leads to the largest difference with 
the experimental value (4.00 eV compared to the experimental 3.3 eV), while STEOM-DLPNO-
CCSD has the best agreement (3.44 eV). SCS-CC2 and ADC(2) predict similar absorp&on 
energies (3.67 and 3.64 eV, respec&vely), approximately 0.3 eV above the experimental value.  

In order to discern the states that are more relevant to the TADF process and, thus, build an 
appropriate excited state kine&c model, we computed the energy of the first three triplet 
excited states. Their energies computed at the S1 op&mized geometry are generally higher at 
ADC(2) and SCS-CC2 levels than with TDA-CAM-B3LYP or STEOM-DLPNO-CCSD. This trend is 
also observed in the T1 minimum. However, the computed adiaba&c ΔEST values with ADC(2), 
SCS-CC2 and STEOM-DLPNO-CCSD are very similar (0.19, 0.19 and 0.21 eV, respec&vely). We 
recall that accurately calcula&ng the adiaba&c ΔEST values is crucial to obtaining accurate ISC 
rate constants. Conversely, TDA-CAM-B3LYP predicts a larger Δ𝐸!"  compared to the 
experimental value10 (0.64 eV compared to 0.15 eV). The zero-point energy correc&on for the 
adiaba&c Δ𝐸!"  was computed at TDA-CAM-B3LYP but it is negligible (approximately 0.02 eV). 
This result is in line with previous conclusions for similar classes of molecules that TD-DFT 
methods are generally not appropriate to recover the ΔEST values of MR-TADF emi>ers.43  
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Table 1 Transi(on energies (eV) and oscillator strengths (f) of DOBOA at S0, S1 and T1 minima (S0-min, S1-

min and T1-min, respec(vely) at TDA-CAM-B3LYP, SCS-CC2, CC2, ADC(2) and STEOM-DLPNO-CCSD levels. 
a Experimental values from Ref. 10 

 TDA-CAM-
B3LYP SCS-CC2 ADC(2) STEOM-DLPNO-

CCSD Exp.a 

 EE f EE f EE f EE f EE 
@S0-

min 
         

S1 4.00 0.32
9 

3.67 0.17
5 

3.64 0.169 3.44 0.178 3.30 

          
@S1-

min 
         

S1 3.85 0.30
5 

3.51 0.16
1 

3.48 0.155 3.29 0.167 3.11 

T1 3.17  3.32  3.30  3.09   
T2 3.67  3.90  3.89  3.33   
T3 3.75    3.94  3.41   
          

@T1-

min 
         

T1 3.17  3.33  3.30  3.08  2.97 

          
ΔES1-T1 0.64  0.19  0.19  0.21  0.15a 

 

Based on the results for DOBOA, we now turn the discussion to DiKTa and OQAO. Because of 
the computa&onal cost of the STEOM-DLPNO-CCSD calcula&ons, we only did TDA-CAM-
B3LYP, ADC(2) and SCS-CC2 calcula&ons in these systems. As shown in Table 2, TDA-CAM-
B3LYP also overes&mates the emission energies of S1 in DiKTa and OQAO (3.40 and 3.04 eV, 
respec&vely) by ~0.7 eV compared to the experimental energies (2.69 and 2.38 eV, 
respec&vely), while ADC(2) and SCS-CC2 energies are ca. 0.4 eV above the absolute 
experimental values. Despite this difference, the computed adiaba&c Δ𝐸!"  values at ADC(2) 
and SCS-CC2 are only up to 0.04 eV above the experimental ones. The zero-point energy 
correc&on for Δ𝐸!"   at TDA-CAM-B3LYP is below 0.03 eV in all cases.  

In all cases, the key difference between the methods is their es&ma&on of the T2 and T3 
energies (Table 1). For DOBOA, TDA-CAM-B3LYP predicts that T1, T2 and T3 are below S1, while 
with STEOM-DLPNO-CCSD, only T1 and T2 are lower in energy than S1. However, T3 is 0.12 eV 
above S1. Based on the STEOM-DLPNO-CCSD results, ISC to T2 and T3 are poten&al alterna&ve 
deac&va&on channels (Figure 1, orange and green arrows), implying that ISC and IC involving 
the high-lying triplet states (Figure 1, black arrows) may also need to be considered and thus, 
leading to a complex kine&c model. On the other hand, ADC(2) and SCS-CC2 predict a much 
higher T2 state compared to S1 (0.41 and 0.39 eV, respec&vely) and, consequently, an even 
higher T3 state. Therefore, S1→T2 and S1→T3 ISC are likely negligible because of their 
thermodynamically uphill nature. Thus, we here use a simplified kine&c model where only ISC 
and rISC between S1 and T1 are considered (Figure 1, purple arrow). In view of all the 
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computed evidences the used simplified kine&c model is perdectly suited for DiKTa and OQAO 
but may likely lead to slightly underes&mated 𝑘(&)$!%  computed values in DOBOA. 

 

Table 2 Transi(on energies (eV) and oscillator strengths (f) of DOBOA at S0, S1 and T1 minima (S0-min, S1-

min and T1-min, respec(vely) at TDA-DFT/CAM-B3LYP, SCS-CC2, CC2, ADC(2) and STEOM-DLPNO-CCSD 
levels. a Ref.68  b Ref. 12.    

DiKTa 
 CAM-B3LYP SCS-CC2 ADC(2) Exp. 
 EE f EE f EE f  

S0-min        
S1 3.57 0.403 3.38 0.195 3.37 0.198 2.86a 

        
S1-min        

S1 3.40 0.376 3.20 0.184 3.19 0.185 2.69a 

T1 2.71  2.97  2.97   
T2 3.20  3.50  3.28   
T3 3.36    3.35   
        

T1-min        
T1 2.67  2.95  2.93  2.49a 

        
ΔES1-T1 0.71  0.24  0.24  0.20a 

        

OQAO 
S0-min        

S1 3.24 0.423 3.08 0.223 3.05 0.220 2.54b 

        
S1-min        

S1 3.04 0.391 2.87 0.207 2.84 0.201 2.38b 

T1 2.42  2.68  2.66   
T2 3.03  3.35  3.31   
T3 3.21  3.42  3.40   
        

T1-min        
T1 2.42  2.70  2.67  2.1812 

        
ΔES1-T1 0.63  0.19  0.17  0.1612 

 

4.2 Excited state decay rate constants calcula8ons 

TADF emi>ers rely on the subtle balance between radia&ve (𝑘#), direct (𝑘$!%) and reverse 
intersystem crossing (𝑘&$!%). Thus, predic&ng those rate constants is essen&al to assess their 
feasibility of displaying prompt and delayed fluorescence and to design new TADF emi>ers 
with tailored proper&es. In this sec&on, we present the results of the rate constant 
calcula&ons of DOBOA, DiKTa and OQAO. As discussed above, we depart from a simplified 
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excited state kine&c model involving only S1 and T1. Given this excited state kine&c model, we 
here focus on the 𝑘#, 𝑘$!%  and 𝑘&$!%  calcula&ons. 

As discussed in Sec&on 0, one must assess a series of parameters to compute excited state 
decay rate constants. This assessment is needed to guarantee that the required 
approxima&ons are s&ll valid for the studied systems, while full disclosure of the set of 
approxima&ons is essen&al to ensure reproducibility.35 For instance, the broadening width, 
PES model and coordinate system are some of these relevant parameters to assess to ensure 
the stability of the computed results. We briefly discuss the choices used in this work, and all 
the full tests performed can be found in SecKon S2 of the Suppor&ng Informa&on.  

First, we discuss the computed 𝑘#  values. Employing AH vs. VH results for the studied systems 
does not significantly lead to different results, as well as when using different coordinate 
systems. This agreement indicates that the harmonic approxima&on – required to hold true 
for these simula&ons – is valid for the inves&gated excited state processes and molecular 
systems.69 The largest discrepancy comes from the choice of electronic structure methods 
used to es&mate the energy gaps, with TDA-DFT consistently overes&ma&ng the 𝑘#  values 
(Figure 3), mostly due to the overes&ma&on of the computed S1 energies.  As expected, HT 
effects are negligible for all three molecules since the S1 state of all molecules is moderately 
dipole-allowed (Table 1-2). Below, we will discuss the 𝑘#  values obtained with our best 
theore&cal set of parameters.  

 
Figure 3 Computed 𝑘!  values (s-1) of  DOBOA, DiKTa and OQAO with a broadening width of 0.02 eV, 

adiaba(c (circle) and ver(cal (cross) Hessians, TD/FC (gray), TD/HT (blue), TI/FC (red) and TI/HT 
(green). TDA results are highlighted in gray. 

Figure 4A shows the dependency of the 𝑘#  values of DOBOA on the broadening with different 
approxima&ons (e.g., PES model, coordinate systems and dipole moment model), where the 
varia&on between the rate constants is within 0.2 x 108 s-1 only. Especially up to around 0.3 
eV broadening width, the differences between the rate constants within a given set of 
approxima&ons are mostly independent of the broadening width. The computed spectra 
show a 0.4 eV blue shi_ compared to the experimental spectrum as a result of SCS-CC2 
predic&ng a larger emission energy. Despite this shi_, the computed spectra recover well the 
shape of the emission band as seen in the fluorescence spectra in Figure 4B, although the 
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broadening widths assessed are not able to fully recover the experimental broadening. The 
source of this discrepancy can be a>ributed, for instance, to other sources of broadening not 
included in our models, including the specific solvent interac&ons that are not being taken 
into account with implicit solva&on and dynamic interac&ons.70 A similar behavior is also seen 
in DiKTa and OQAO (Figure S12 and S15 of the Suppor&ng Informa&on).  

 
Figure 4 Computed 𝑘!  values of DOBOA with different approxima(ons (A) and shi_ed fluorescence 

spectra of DOBOA within the Franck-Condon approxima(on, ver(cal Hessian model, and (me-
independent approach (B) at SCS-CC2 level at different broadening widths. Experimental data from 

Ref. 10. 

Now, we turn to the discussion of the ISC rates. All (r)ISC rate constants were computed with 
the AH model, as this is the only PES model implemented for these type of calcula&ons. HT 
effects do have a big impact on the computed ISC rate constants. Organic molecules not 
bearing heavy atoms have markedly small, purely electronic spin-orbit couplings between the 
singlet and triplet manifolds. Therefore, the largest contribu&on to the (r)ISC rate comes from 
the vibra&onal SOCs. For DOBOA and OQAO, this contribu&on is almost 100% of the 
computed 𝑘$!%  and 𝑘&$!%  (Table S5 in the Suppor&ng Informa&on). For DiKTa, the electronic 
SOC is 100 &mes larger than for DOBOA and OQAO, so the contribu&on of the HT terms is 
slightly lower (96% for the 𝑘$!%  and 91% for 𝑘&$!%).  

In Table 3, we show the computed 𝑘$!%  and 𝑘&$!%  values for DOBOA, DiKTa and OQAO. For 
DOBOA, the computed ISC (1.27 x 105 s-1) and rISC (1.71 x103 s-1) rate constants are smaller 
than the experimental ones (1.90 x 106 s-1 for ISC, and 1.55 x 104 for rISC), possibly due to 
omission of alterna&ve deac&va&on channels that were not considered in our simplified 
kine&c model (we recall that for DOBOA, T2 is located below S1 with STEOM-DLPNO-CCSD). 
The computed rate constants for DiKTa’s rate are slightly larger as compared to the 
experimental ones, but are accurately predicted within less than one order of magnitude. The 
difference between the computed and experimental rates is larger than the fluctua&ons 
observed due to the different models used. Furthermore, the experimental trend is 
somewhat recovered with 𝑘&$!% < 𝑘$!% ≪ 𝑘2J@K, so that successful predic&ons of TADF 
behavior can be derived from our calcula&ons.  All in all, there is a good agreement between 
the computed and experimental rate constants.  Although OQAO does not have rates 
reported experimentally, its poten&al as TADF emi>er has been iden&fied.12 Moreover, the 
trend in the computed rate constants of OQAO is similar to that of DiKTa, sugges&ng also a 
successful capability of our protocols to predict TADF behavior.  
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Table 3 Fluorescence (𝑘!), direct and reverse intersystem crossing rate constants (𝑘"#$  and 𝑘%"#$) in 
s-1. Fluorescence rates with only the Franck-Condon (FC) contribu(on and including the Herzberg-
Teller (FCHT) are also shown. ISC rates include the HT effects at the SCS-CC2 level. Experimental 
results, when available, are shown in parentheses.  

 DOBOA DiKTa OQAO 

𝑘#C%  
1.77 x 108 

(4.88 x 107) 
1.43 x 108 
(4.90x107) 

1.21 x 108 

𝑘#C%D"  1.83 x 108 1.45 x 108 1.23 x 108 

𝑘$!%C%D"  
1.27 x 105 
(1.90 x106) 

2.56 x 107 
(7.50 x 106) 

2.10 x 106 

𝑘&$!%C%D"  
1.71 x 103 

(1.55 x 104) 
6.16 x 104 

(4.60 x 104) 
2.17 x 104 

 

 
4.3 Wavefunc8on analysis 

We now turn the discussion to the wavefunc&on descriptors. The SRCT character can be 
traced back by visual inspec&on of the electron density difference plots between the involved 
singlet and triplet excited states (Figure 5). Although visual inspec&on is sufficient to iden&fy 
a poten&al SRCT character, it does not allow for a quan&ta&ve comparison between different 
molecules or the different excited states of a molecule. As men&oned above, we propose 
using the transi&on density matrix to obtain a quan&ta&ve analysis of the transi&on process 
(see SecKon 2). LOCa and Q+,  are two descriptors that provide the amount of transi&on density 
located on the atoms, allowing the iden&fica&on of SRCT states. Note that this analysis is 
performed in the transi&on density matrix connec&ng S1 and each of the involved triplet 
states, providing relevant informa&on about each possible ISC process, which is not 
commonly done.  

 
Figure 5 Density difference plot of the S1 → T1 (a) and S1→ T2 (b) of DOBOA. Red indicates posi(ve 

density, and blue indicates nega(ve density. 

In Table 2, we show the values of LOCa and Q+,  for DOBOA at different levels of theory and for 
the different ISC channels. We computed both descriptors with different electronic methods 
from the transi&on density matrix between S1 and the three triplet states (T1/T2/T3) to capture 
the changes in the electron density during the ISC process. First, we no&ce that there is a clear 
difference between the Q+,  and LOCa values obtained for the S1 → T1 and T1 →S1 ISC processes 
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(> 1), and those calculated for the S1 → T2/T3 ISC processes (< 0.5).  According to Ref. 45, these 
values indicate an ionic character to S1→T1 transi&on, but covalent regarding T2/T3. Moreover, 
we see that the largest difference in Q+,  and LOCa across different levels of theory is only 0.031 
and 0.039, respec&vely (see Table 4). The difference in the values comes from the transi&on 
charges, where summa&on terms can cancel each other within a given atom.45 Since Q+,  sums 
over the absolute value of the transi&on charges, and LOCa directly sums over the absolute 
value of the diagonal elements of the TDM. Thus, these cancella&ons only affect Q+, . For 
DOBOA, this difference in how the descriptors are calculated does not cause a large 
discrepancy between them.  

The consistency among different electronic structure methods suggests that a cheaper 
method (e.g., TDA-CAM-B3LYP) could be used to screen candidates with poten&al SRCT 
character for MR-TADF emi>ers. Also, we computed those descriptors at S0 and S1 minimum 
geometries (Table 4 and Tables S1-2 of the Suppor&ng Informa&on) to address the effect of 
choosing a different geometry, but it only showed a negligible effect on the descriptors. This 
result is not unexpected since the molecules are rigid and do not change their electronic 
proper&es substan&ally when relaxing to the excited-state minima, which are common 
features of MR-TADF emi>ers. In this case, the descriptors could be obtained from the ground 
state geometry, avoiding the computa&onal cost of op&mizing excited-state geometries. 

Table 4 LOCa and 𝑄&'  values for the S1 → Tx transi(on of DOBOA at SCS-CC2, CC2 and ADC(2) with 
def2-TZVP basis set, and TDA-CAM-B3LYP/6-31++G**. 

 T1 → S1 @T1 S1 → T1 @S1 S1 → T2 @S1 S1 → T3 @S1 

 𝑸𝒂𝒕  LOCa 𝑸𝒂𝒕  LOCa 𝑸𝒂𝒕  LOCa 𝑸𝒂𝒕  LOCa 
TDA-CAM-B3LYP  1.124 1.307 1.146 1.306 0.195 0.271 0.408 0.457 

SCS-CC2 1.132 1.290 1.127 1.317 0.342 0.457 0.233 0.343 
CC2 1.155 1.340 1.166 1.357 0.432 0.545 0.453 0.553 

ADC(2) 1.151 1.340 1.167 1.354 0.438 0.554 0.430 0.528 

The descriptors agree with the qualita&ve picture obtained by the density difference plot 
between the respec&ve states. For instance, Figure 5a shows for DOBOA that the density 
difference between S1 and T1 is centered in the atoms, with neighboring atoms showing 
opposite signs, thus poten&ally displaying significant SRCT character. On the contrary, the 
density difference between S1 and T2 (see Figure 5b) shows that the electron density localizes 
also through the bonds. On the other hand, the transi&on charges related to S1 → T1 are 
shown in Figure 6c. Here, the transi&on charge of each atom is plo>ed as heat maps, where 
red and blue indicate nega&ve and posi&ve charges, respec&vely. Note, however, that the 
transi&on charges are calculated for a given atom, so representa&ons such as Figure 6 do not 
show the density delocalized through the bonds. S&ll, Figure 6 is instruc&ve to iden&fy how 
the transi&on charges are localized in the molecule. The SRCT character only comes to light in 
the S1→T1 transi&on (Figure 6c), where many neighboring atoms have opposite charges. In 
the S0→S1  and S0→T1  transi&ons (Figure 6a and 6b), the posi&ve and nega&ve charges are 
localized in different regions of DOBOA.  
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Figure 6 Heat map of the transi(on charges during S0→S1, S0→T1 and S1→T1 transi(ons of DOBOA at S1 
geometry and SCS-CC2 level.  

This analysis can be extended to other emi>ers, such as DiKTa and OQAO, showing that the 
charges are predominantly located on the atoms in the T1 state (Table 5), and the values of 
the descriptors are similar to those obtained for DOBOA.  In SecKon S1 of the Suppor&ng 
Informa&on, we show the density difference plots and transi&on charges for all molecules.  

Table 5 LOCa and 𝑄&'  values for the S1 → Tx transi(on of DOBOA at SCS-CC2 and ADC(2) level.  

  T1 → S1 @T1 S1 → T1 @S1 S1 → T2 @S1 S1 → T3 @S1 

  LOCa 𝑸𝒂𝒕  LOCa 𝑸𝒂𝒕  LOCa 𝑸𝒂𝒕  LOCa 𝑸𝒂𝒕  

DiKTa 
SCS-CC2 1.431 1.129 1.460 1.137 0.293 0.047 0.509 0.339 
ADC(2) 1.460 1.158 1.509 1.184 0.321 0.093 0.286 0.087 

OQAO 
SCS-CC2 1.217 1.082 1.232 1.106 0.605 0.503 0.302 0.227 
ADC(2) 1.244 1.111 1.260 1.135 0.616 0.527 0.351 0.263 

 

SRCT implies that the density is centered on the atoms and that the neighboring atoms have 
opposite charges. 𝑄'(  and LOCa only inform about the first characteris&c, i.e. charges centered 
on atoms. That is the reason why S0 →T1 𝑄'(  (0.87) show similar values to S1→T1 𝑄'(  (1.08), 
but in the case of the S1 →T1 transi&on (Figure 6c) there is SRCT but not in S0 →T1 (Figure 6b). 
Hall et al. characterize S1 state of DOBOA and DiKTa as SRCT based on descriptors obtained 
from the difference density of S1 and S0  electronic densi&es.36 They compute the overlap 
between the regions of increased and decreased electronic density (0.92 and 0.91), the 
distance between the barycentre of the decreased and increased densi&es (1.57 and 1.45) 
and the total charge transferred during the transi&on (0.58 and 0.59), which they suggest is 
due to SRCT. In the transi&on density picture used in this work, the SRCT behaviour is more 
prominent in the S1→T1 transi&on. 

Note that the adiaba&c Δ𝐸!"  of DOBOA, DiKTa, and OQAO are spread within a small energe&c 
range (0.19, 0.24 and 0.19 eV at SCS-CC2 level, respec&vely). Thus, to further explore the 
possible correla&ons between the computed descriptors and the adiaba&c Δ𝐸!"  values, we 
also calculated the descriptors for two new molecules based on DOBOA (see DOBOA-NH-CH2 
and DOBOA-2NH in Figure 2). The adiaba&c Δ𝐸!"  values of DOBOA-2NH and DOBOA-NH-CH2 

with SCS-CC2 are 0.18 and 0.28 eV, respec&vely. In Figure 7, we can dis&nguish two different 
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tendencies. First, let us look at 𝑄'(  of the S1 →T1  transi&on (Figure 7, green). We see that there 
is a somewhat slight tendency for Δ𝐸!"  to increase with a decrease in 𝑄'( , despite the more 
pronounced drop of OQAO. This par&cular behaviour of is also observed in LOCa (Figure S8, 
Suppor&ng Informa&on), sugges&ng this drop does not come from a fortuitous cancella&on 
of terms in the summa&on. In addi&on, we also see a correla&on between 𝑄'(  of the S0 →T1  
transi&on (Figure 7, green) and the adiaba&c Δ𝐸!". The increase of 𝑄'(  in this transi&on leads 
to a increase of the adiaba&c Δ𝐸!", sugges&ng that an increased ionic character of T1 can 
decrease the gap.  

 

 
Figure 7 Q()  values of different electronic transi(ons (S0 →S1 / S0→ T1  / S1  → T1 ) of DOBOA, DOBOA-

2NH2 , DOBOA-NH2-CH2, DiKTa and OQAO at SCS-CC2 level.  

5 Conclusion 

This work studies three different MR-TADF emi>ers: DOBOA, DiKTa and OQAO. First, we 
benchmark the emission, absorp&on and adiaba&c Δ𝐸!"  values of DOBOA with four different 
electronic structure methods: TDA-CAM-B3LYP, STEOM-DLPNO-CCSD, ADC(2) and SCS-CC2. 
The main quan&&es to predict excited state rate constants are the SOC and the Δ𝐸!". Besides 
TDA-CAM-B3LYP, all methods predict Δ𝐸!"  in good agreement with the experimental values. 
Given the high computa&onal cost of STEOM-DLPNO-CCSD, we chose to focus only on SCS-
CC2 energies. We found that at the SCS-CC2 level, T2 and T3 are around 0.4 eV above S1; thus, 
ISC channels involving S1→T2 and S1→T3 transi&ons are likely negligible, and a simplified 
kine&c model involving only S1 and T1 states can be used.  
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Then, we computed 𝑘#, 𝑘$!% , and 𝑘#$!%  of DOBOA, DiKTa and OQAO. We assessed the 
influence in 𝑘#  of different PES models (adiaba&c vs. ver&cal Hessian), coordinate systems 
(internal vs. Cartesian coordinates), broadening widths and transi&on dipole moment models 
(Franck-Condon vs. Herzberg-Teller). 𝑘#  values do not depend significantly on the PES model 
or coordinate system for all the inves&gated molecules. Moreover, Herzberg-Teller effects do 
not significantly contribute to the fluorescence rate constant. On the other hand, 𝑘$!%  and 
𝑘#$!%  were computed with the adiaba&c Hessian model, and Herzberg-Teller terms contribute 
the most to the rate constant. Overall, DOBOA and DiKTa rate constants agree well with the 
experimental values, given that they are predicted within one order of magnitude.  

Lastly, this work uses two wavefunc&on descriptors, 𝑄'(  and LOCa. Those descriptors have 
been proposed in the context of ionic states45 and have been used to obtain a measure of 
charge centered on the molecule’s atoms. They are obtained from the transi&on density 
matrix between two excited states. Commonly, this analysis is performed in S0→Sn or S0→Tn 
transi&ons. Here, however, we analyzed directly the transi&on density matrix connec&ng S1

→T1, as well. We compared 𝑄'(  and LOCa with TDA-CAM-B3LYP, SCS-CC2 and ADC(2), which 
suggests that the descriptors are not significantly affected by the choice of electronic 
structure method. Moreover, the T1 state of all molecules has LOCa and 𝑄'(  above 1, 
sugges&ng the a large por&on of the transi&on density is located on the atoms in T1. In 
contrast, T2 and T3 have LOCa and 𝑄'(  below 0.6. According to the classifica&on proposed in 
ref. 45, T1 of all molecules are ionic states, while T2 and T3 are mostly covalent. This assessment 
is independent of the electronic structure method chosen, while the adiaba&c Δ𝐸!"  is highly 
dependent on this choice. Thus, these descriptors could be obtained at a cheaper electronic 
structure method such as TDA-DFT and s&ll provide a qualita&ve measure of the puta&ve SRCT 
character. 

The correla&on between the computed wavefunc&on descriptors and the adiaba&c Δ𝐸!"  
values were inves&gated. As a proof of principle, we showed  that Δ𝐸!"  decreases with the 
increase of 𝑄'(  related to the S1→T1 transi&on. At the same &me, Δ𝐸!"  increases with an 
increase in the S0→T1 𝑄'(  while no correla&on is seen for S0→S1 𝑄'( . These tendencies 
showcase how 𝑄'(  regarding the S0  and S1 transi&ons to T1 can act as a guiding descriptor to 
design new MR-TADF emi>ers with small Δ𝐸!"  values.  
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