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Abstract

We introduce an interface between PySpawn, a simulation package to run ab initio

multiple spawning (AIMS) nonadiabatic dynamics, and OpenMolcas, a software package

to perform multiconfigurational perturbations theory (CASPT2) electronic structure

calculations. Our interface allows us to exploit all the functionalities of the two codes:

the modular and efficient Python implementation of the AIMS algorithm and the

extensive analysis tools offered by PySpawn, with the cutting-edge implementation

of CASPT2 equations in OpenMolcas, including the recently introduced analytical

gradients and different flavors. Both are fully open-source and free of charge, making
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the following implementation unique in the current plethora of software for nonadiabatic

dynamics. This represents an important step towards a wider application of AIMS-based

nonadiabatic dynamics combined with high-accuracy excited-state calculations. The

importance and the need for such an implementation are demonstrated by application

to the ultrafast relaxation of fulvene from S1 to S0, which is drastically affected by the

potential energy surface on which the nuclear wavepacket is propagated. Additionally,

the decay is influenced by the CASPT2 flavor adopted, posing interesting questions in

the choice of one over the other and opening the door to deeper studies on the effect of

CASPT2 formulations in nonadiabatic dynamics.

Introduction

The advancement of nonadiabatic dynamics simulations relies on the parallel development of

their two essential components: the way the nuclei are propagated and the electronic structure

method used.1,2 These developments must also face the well-known and unavoidable accuracy

vs. cost trade-off that leads to choosing one method over another.3,4 Regarding the nuclear

propagation among different potential energy surfaces, the space of methods is spanned by

trajectory-based mixed quantum-classical methods, such as trajectory surface hopping, on

the one side3, and fully quantum wavefunction propagation, such as multiconfigurational

time-dependent Hartree, on the other extreme of the spectrum. A family of methods that

can be placed in the middle are Gaussian-based approaches. They rely on the expansion

of the nuclear wavefunction in a basis of Gaussian functions leading to a trajectory-like

approach while retaining a nuclear wavefunction in the formalism. The propagation of the

trajectory basis functions (TBFs), whether they follow quantum, mixed quantum-classical,

or classical trajectories, differentiates the three most popular Gaussian-based methods,

variational multiconfigurational Gaussian,5,6 multiconfigurational Ehrenfest7,8 and full and

Ab initio multiple spawning,9,10 respectively. Despite their different formalisms, in the limit

of a sufficiently large Gaussian basis and an exact evaluation of the matrix elements, all
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these methods will converge to an exact solution. Ab initio multiple spawning (AIMS)11,12

has risen to a popular choice of nonadiabatic dynamics methods for the description of

the photochemistry of medium-sized molecules. It has successfully been used to model

the excited state dynamics of important biomolecules,13–15 and to directly simulate time-

resolved spectra.16–21 In particular, thanks to its extensions to the description of intersystem

crossing,22,23 external fields,24–26 tunnelling27 and complex environments,28,29 AIMS has

become a method of wide applicability that offers a good balance between accuracy and

cost. The original most widely used implementation of AIMS, FMS90, has been integrated

within the Molpro program package30 as well as TeraChem. Additionally, interfaces have

been created for Columbus, GAMESS, and Mopac. There has been much recent interest in

the development of broadly available software packages for nonadiabatic molecules dynamics

simulations,31–37 following the example of the electronic structure community. In this spirit,

the Levine group has developed PySpawn,34 an open-source software package for AIMS,

which is designed to be highly extensible for integration with various electronic structure

codes. Developed in Python, this program offers an intuitive interface for both software

developers and end-users. It includes an interactive analysis module designed to facilitate the

broader adoption of AIMS. Moreover, PySpawn employs a novel task-based implementation

of the AIMS algorithm and utilizes modern structured output formats, enabling efficient

deployment on shared high-performance computing resources.

From the electronic structure point of view, second-order multiconfigurational perturbation

theory applied to reference wavefunction (CASPT2),38,39 generated at the Complete Active

Space Space Self-Consistent Field (CASSCF),40 has been shown to push the limit of the

accuracy with a computational cost still affordable to obtain accurate dynamics in the

ultrafast time scale for relatively small chromophores.41–46 The computational bottleneck

is given by the choice of the active space (AS) and its size, which influences the accuracy

of the calculation; alas often the Sword of Damocles is on the computational feasibility of

nonadiabatic simulations using such a method to calculate electronic energies on-the-fly
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at each time step. However, the continuous developments of the community have been

partially overcoming some of the limitations to the applicability of CASPT2 in dynamics. In

particular, the recently introduced analytical gradients47–51 and extended multi-state variation

of CASPT2,52–54 specifically developed to deal with strongly correlated wavefunctions, have

now made simulations possible that were previously fantastical. One of the main software to

run and advance multiconfigurational perturbation theory is, without doubt, OpenMolcas,55,56

due to its extensive and continued implementation made by its community, its accuracy,

reliability and its being fully open-source. However, although AIMS and CASPT2 lie among

the highest standards in terms of accuracy/cost ratio, no software including the AIMS

algorithm is currently interfaced with OpenMolcas to exploit all its potential, and all the

CASPT2 flavors implemented, to propagate AIMS nonadiabatic dynamics. This work fills

this gap and introduces a new interface between PySpawn and OpenMolcas to run AIMS

nonadiabatic dynamics at the state-of-the-art CASSCF//CASPT2 level. One of the main

strengths of this interface is offering an open-source implementation of AIMS with a high level

of accuracy in the calculations of electronic energies. The interface allows the exploitation of

all the already existing implementations inside OpenMolcas, including the recently introduced

CASPT2 analytical gradients, which represents a notable speed-up in the excited states

dynamics simulation at such a level of theory. However, the interface was designed flexibly so

it will be easy to include all the future features that will be introduced in OpenMolcas by its

broad, and constantly active community. In the following sections, we will first revise the

PySpawn algorithm and structure, to offer a full overview of how the software propagates

the nuclear wavefunction. Then, we will introduce the main characteristic of the interface

and we will finally show an exemplary application. Thanks to our interface we could test

the effect of different and recent CASPT2 implementations in the nonadiabatic dynamics of

fulvene following the excitation to S1, comparing with the well-known CASSCF one. These

capabilities make the following implementation unique in the current plethora of software for

nonadiabatic dynamics. This represents an important step towards a wider application of

4

https://doi.org/10.26434/chemrxiv-2024-s8z45 ORCID: https://orcid.org/0000-0002-1434-3843 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-s8z45
https://orcid.org/0000-0002-1434-3843
https://creativecommons.org/licenses/by/4.0/


AIMS-based nonadiabatic dynamics combined with high-accuracy excited states calculations.

AIMS nonadiabatic dynamics with PySpawn

AIMS is derived from the formally exact full multiple spawning (FMS) framework. Starting

from the Born-Huang expansion of the molecular wavefunction

Ψ(r,R, t) =
∑
J

ϕJ(r;R)χJ(R, t) (1)

which writes the wavefunction as a linear combination of electronic eigenstates ϕJ(r;R)

and their time-dependence is grouped into the nuclear expansion coefficients χJ(R, t), FMS

proposes to express the nuclear wavefunction in a basis of Gaussian functions.

χJ(R, t) =
∑
k

C
(J)
k (t)χ̃J

k (R; R̄
J
k (t), P̄

J
k (t), ᾱ) (2)

where the trajectory basis functions (TBFs) χ̃J
k (R; R̄

J
k (t), P̄

J
k (t), ᾱ) are defined 3N dimen-

sional frozen Gaussians that evolve classically, i.e. their central position and momentum

are propagated following Newton’s equations of motion. Thus, a de-facto moving grid is

created on the support of which the time-dependent Schrödinger equation is solved. Inserting

this expansion into the TDSE allows to obtain evolution equations for the time-dependent

coefficients as

Ċ
J
= −iS−1

JJ

[
(HJJ − iṠJJ)C

J +
∑
I

HJIC
I

]
(3)

where SJJ is the overlap matrix between TBFs on state J and HJJ and HJI are intra- and

interstate Hamiltonian matrices that largely govern the population transfer between TBFs on

the same or different states, respectively.

Each TBF is associated with an electronic state in which it evolves adiabatically. Nona-

diabatic population transfer occurs via the coupling between TBFs on different electronic
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states mediated by the nonadiabatic couplings. The most characteristic feature of AIMS is

the time-dependence of the size of the Gaussian basis. If a TBF encounters a region of high

nonadiabaticity, it will spawn a new function onto the corresponding state. This function

initially has an amplitude of zero but is fully coupled to the other TBFs in the simulation

and ensures a smooth transfer of amplitude between the two coupled electronic states.

The application of FMS to study molecules in their full dimensionality is hindered by the

cost of the evaluation of the Hamiltonian matrix elements as they require multidimensional

integrals that contain the potential energy surfaces and nonadiabatic coupling terms over the

full molecular configuration space. Therefore, the framework of AIMS makes the simulation

of molecules accessible by introducing two main approximations. 1) The saddle-point

approximation (SPA) alleviates the nuclear-coordinate dependence of the potential energy

surfaces or nonadiabatic couplings in the integrand by expanding them in a truncated Taylor

series centered at the centroid position of the two TBFs. Usually, a SPA of order zero,

SPA0, is used where the truncation is applied after the first term. 2) The independent first

generation approximation treats the initial (parent) TBFs describing the nuclear wavefunction

(or wavepacket) at time t = 0 as uncoupled. Accurate propagation depends on careful

treatment of the nonadiabatic couplings, which become singular at conical intersections

(CoIns). The first derivative couplings are computed using the norm-preserving interpolation

approximation, which ensures accurate propagation even at trivially avoided crossings.57

Second derivative couplings are neglected completely. This appears on its face to be an

approximation but has actually been shown to accurately account for errors arising from

unphysical discontinuities in the adiabatic electronic wave functions.58

The implementations of AIMS in PySpawn uses a task-based approach (Figure 1), lever-

aging an asynchronous propagation of the classical and quantum variables. This approach

recognizes that AIMS simulations involve three hierarchical processes: creating a time-

dependent basis of TBFs through classical propagation and spawning, performing the required

electronic structure calculations at centroid geometries to build the Hamiltonian, and prop-
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Figure 1: Task-based AIMS algorithm in PySpawn. Each PySpawn iteration involves updating
centroids and marking them for electronic structure calculation if needed, generating a
prioritized task queue followed by checking if the maximum simulation time and wall time are
reached, executing the highest-priority task, marking TBFs for spawning based on derivative
coupling thresholds and creating new TBFs as needed, propagating quantum amplitudes, and
generating output for restart and data analysis.
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agating quantum amplitudes. These processes are organized into the so-called simulation

data structure which enables trajectories to propagate independently. The simulation object

encapsulates all simulation state information, including trajectory objects for each TBF,

centroid objects for inter-TBF calculations, quantum propagation data, and a prioritized task

queue. Each trajectory object contains classical positions, momenta, and electronic structure

results. This structure allows TBFs to propagate independently and asynchronously, enabling

different trajectories to exist at different simulation times and efficient calculation of centroids

and quantum amplitudes. Centroid objects are structured similarly to trajectory objects,

and their computations provide the off-diagonal Hamiltonian elements. These computations

only require corresponding trajectory data, while quantum amplitude propagation depends

on all trajectory and centroid data up to the current time. The task queue is a central object

in PySpawn, enabling the management of tasks based on their prerequisites and the potential

to advance the quantum amplitudes. This queue can contain tasks corresponding to various

simulation times, provided the prerequisite information is available. PySpawn defines three

primary tasks: propagating a TBF by one time step, backpropagating a TBF by one time

step, and computing a centroid at a particular time step. Each of these tasks entails a single

electronic structure calculation. The propagate and backpropagate tasks involve updating

the classical parameters of TBFs either forward or backward in time, respectively, using

the velocity Verlet algorithm for integration. These tasks require only the current state of

the individual TBF, independent of other TBFs or the quantum amplitudes. The centroid

computation task requires the positions and momenta of two TBFs at the same time point.

The simulation proceeds by computing the highest-priority task, and spawning new TBFs if

derivative coupling thresholds are exceeded. This ensures that the simulation adapts to new

quantum pathways dynamically. Finally, output for restart and data analysis is generated,

ensuring robust data management. PySpawn’s structure allows for fine-grained restarts and

straightforward parallelization. While the current implementation is not yet parallelized

across tasks, the structure is designed to facilitate this in future releases. Each task, typically
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an electronic structure calculation, can be distributed across processors or nodes, which can

be re-assigned a new task upon completion, even if others are still computing their tasks,

enhancing computational efficiency and enabling large-scale simulations. By decoupling the

propagation of classical and quantum variables, tasks may be prioritized based on dependency

and the potential to extend quantum propagation. For the full details on the implementations

and the code, we refer to the original publication of PySpawn.34

PySpawn/OpenMolcas interface

Our work benefited from the modular structure of PySpawn, which was designed with the

idea of interfacing more software for electronic structure calculations. The interface with

OpenMolcas is structurally identical to the original interface with TeraChem. Analogously,

the required parameters for the electronic structure calculations must be parsed by the user

when submitting the job, namely method and basis set, AS, number of roots, multiplicity,

and scratch directory. Before submitting the simulation, an initial guess for the orbitals (an

INPORB file) must be provided by the user, to ensure that a good guess with the proper

active space is selected. At each time step, PySpawn parses the current geometry and the

wavefunction at the previous time, associated with the specific trajectory object. The previous

CASSCF wavefunction is used as the initial guess for the orbitals and either the previous

CASSCF or CASPT2 wavefunction will be used to compute the overlap at two consecutive

steps, required for the future calculation of the TDCs. Then PySpawn writes the input

file, sets up the environment for OpenMolcas, and launches the software. OpenMolcas is

called each time the electronic structure calculation needs to be performed, i.e. propagation

and backpropagation of the TBFs and the centroids. The communications between the two

codes are handled by a new internal module in PySpawn, which creates a simulation object

containing the tasks to be performed and calls OpenMolcas. All the internal programs of

OpenMolcas required are called in a single execution: GATEWAY, SEWARD, RASSCF,
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CASPT2, ALASKA, and RASSI. Analytical gradients are available at CASSCF and CASPT2

levels thanks to the recent implementation included in OpenMolcas. The interface returns

energies, gradients, and wavefunction, and computes the overlap matrices at two consecutive

steps. This is calculated with RASSI, and the wavefunction is stored by PySpawn and used

again later at the following time step of the trajectory object. Similarly, PySpawn also stores

the CASSCF wavefunction to be used again in the following step as the initial guess for the

orbitals in the following calculations, either propagation or backpropagation.

Figure 2: Schematic illustration of the interface between PySpawn and OpenMolcas. The
electronic structure software is called when it is needed to propagate and backpropagate the
trajectory basis functions and the centroid. OpenMolcas computes energies, gradients, and
time-derivative couplings at the centroid between two trajectories. Each electronic structure
call runs consequently in a single job all OpenMolcas programs needed to compute energies,
analytical gradients, and wavefunction overlap at two different geometries.

Both CASSCF and CASPT2 levels are available and can be requested, as well as the

different PT2 flavors, by the user at the time of the submission. Only state-average (SA-)

CASSCF is possible by default and the available CASPT2 flavors are multistate (MS-

CASPT259), extended multi-state (XMS-CASPT252), rotated multi-state (RMS-CASPT254)

and extended dynamically weighted (XDW-CASPT253,60). Since its development, MS-

10

https://doi.org/10.26434/chemrxiv-2024-s8z45 ORCID: https://orcid.org/0000-0002-1434-3843 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-s8z45
https://orcid.org/0000-0002-1434-3843
https://creativecommons.org/licenses/by/4.0/


CASPT2 represents one of the highest standards of accuracy for a manifold of excited states

calculated at the Franck-Condon region of the simulation of static absorption spectra.61

However, its application in nonadiabatic dynamics has been limited by the non-smoothness

of the potential energy surfaces when two states are close in energy and strongly mixed,48,62

like in the proximity of CoIns and avoided crossing between two surfaces. This has been

fixed by the introduction of XMS-CASPT2 which solves this problem, arising due to the

overestimation of off-diagonal elements of the Hamiltonian that leads the mixing coefficients

of the wavefunctions of the different states to be non-smooth, by defining a Hamiltonian

that considers the entire Fock operator.62 Very recently, XDW-CASPT2 has been introduced,

aiming to combine the accuracy of the MS-CASPT2 energies and the smoothness of XMS-

CASPT2 potentials. XDW-CASPT2 interpolates between the two methods according to

how separated or close the states are, introducing a dynamic weight in the construction of

the Fock operators, following either a state-specific or state-average approach. However, the

original implementation XDW-CASPT2 would not be suitable for nonadiabatic dynamics

when the electronic energies are calculated on-the-fly, since imposing a symmetry is required

to avoid the mixing of states of different symmetry. However, in dynamics, no symmetry is

imposed. In a more recent formulation,60 new ways to define such exponents for the weights

are been defined, which also include the symmetry of the states and we thought it would

be worth it to test this in nonadiabatic dynamics. In our interface, we left the way and the

factors necessary to compute the weights as default and recommended in OpenMolcas to

avoid symmetry-related problems, but the user can easily modify the setup. Further slight

modifications led to the development of RMS-CASPT2, which improves the description of

XDW-CASPT2 as it does not mix states that belong to different irreducible representations,

and offers a parameter-free derivation, removing the need to define an empirical parameter

to control how to weight between state-average and specific. For all the flavors, in our

implementation imaginary and IPEA shifts can be defined in the submission of the dynamics,

although values of 0.2 and 0.0 respectively are assigned by default.63 As our interface is
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designed to exploit all the functionality of OpenMolcas, restricted active space, RASSCF,

and RASPT2 calculations are also theoretically possible, to include a bigger active space.64

However, due to the large number of single-point calculations needed to propagate long enough

dynamics and compute all the quantities required by PySpawn, an accurate cost/benefit

analysis is recommended before running such simulations, so this is the reason why by default

CASSCF/CASPT2 calculations is setup. The interface is included in PySpwawn, which is

available on Git at https://github.com/blevine37/pySpawn17.

Fulvene S1/S0 relaxation with different CASPT2 flavors

The photophysics of fulvene has been extensively studied due to the interesting shape of the

potential energy surfaces (PESs) of the ground and the first excited singlet state.65–68 The

two surfaces cross twice, with one sloped CoIn associated with the stretch of the C=CH2

bond and one peaked CoIn following the motion of the dihedral angle, still involving the

same moiety. The interesting features are connected to the different relaxation profiles to the

ground state, highly characterized at the CASSCF level, with different nonadiabatic methods.

When the wavepacket meets the sloped CoIn and decays to the ground state, it can hit the

CoIn again, and part of the population gets reflected to S1. For this feature, fulvene was

recently proposed as a molecular Tully model for nonadiabatic dynamics.69 Alternatively,

encountering the peaked CoIn, the wavepacket relaxes to the ground state without reflection.

In the last years, several methods and parameters have been tested on fulvene,70–73 which

represents the perfect playground also to test the PESs at different CASPT2 flavors. Indeed,

no dynamics have been run along different CASPT2 surfaces and extensively compared. We

first ran AIMS/SA-2-CASSCF(6,6)/6-31G* dynamics on a group of 18 initial conditions (IC)

offered to the community to test their method on.69 All the electronic structure calculations

used an active space of 6 electrons and 6 orbitals, corresponding to the π system of the

molecule and the corresponding π* orbitals, and include two singlet electronic states. The
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full list of parameters for the dynamics is reported in the Supporting Information. These ICs

differ for the initial geometry and they all have a zero momentum associated. The dynamics

are shown in Figure3, and it is compared with the same level of theory, but with the difference

of the electronic structure software (OpenMolcas vs. MOLPRO) and the implementation of

the AIMS algorithm (PySpawn vs FMS90). The CASSCF relaxation profile of S1 is analogous

in the two simulations, although a slightly different amount of the reflected population ( 11

vs 16%), which can be attributed to the different implementations of the AIMS algorithm, in

particular, the way the time-derivative coupling (TDC) is computed,57 the spawning threshold

is defined, the use of an adaptive time step and the momentum rescaled after a spawn. The

difference in population between the two nonadiabatic dynamics codes and electronic structure

codes is not surprising as very small differences in gradients or couplings can have a large

impact on the nonadiabatic dynamics. We also note that the number of initial conditions,

18, is somewhat limited despite the faster convergence of AIMS simulations in comparison

with conventional independent trajectory approaches.70,74 As each initial condition creates

a branch of multiple interacting TBFs, over longer times the simulations are expected to

converge well as at the end of the propagation the number has grown to a total of 125 TBFs.

However, we expect smaller quantitative differences between the two CASSCF dynamics,

in particular at early times, when the number of TBFs is still smaller. We are certain that

increasing the number of initial conditions would lead to a full convergence between the

results, but given the good qualitative agreement, we are not concerned with the ICs set.

Additionally, we compared the presently computed population profile with a profile computed

via the original PySpawn/TeraChem interface (Figure S2 of the Supporting Information),

showing an equivalent decay obtained with the two electronic structure software. When

propagating on the support of energies, gradients, and couplings calculated on-the-fly with any

flavor of CASPT2, the ultrafast decays within the first 40fs, using the same ICs, are clearly

distinct with respect to the CASSCF one. Three main differences can be noticed: i) the

initial decay occurs slightly later in time, after 10 fs with respect to the 8 of CASSCF, ii) the
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Figure 3: Population of the first excited state of fulvene in the first 40fs of dynamics.
SA-2-CASSCF(6,6)/6-31g* profile with our interface and the one reported in ref69 with
FMS90/MOLPRO implementation are in purple are compared with the profile obtained at
different CASPT2 flavors.

initial relaxation transfers only a small portion of the population to the ground state and with

different extents according to the formulation used (maximum 35% of XDW-CASPT2), iii)

only RMS-CASPT2 shows some degree of reflection of population, while the other dynamics

show a constant population of S1 after the initial decay. For completeness, the population

profile along the first 100fs at the CASPT2 levels is shown in the Supporting Information

(Figure S3). We limited to reporting XMS-CASPT2 and RMS-CASPT2 profiles, as they

are the only two dynamics that ensure excellent energy conservation for all the TBFs along

the 100fs, while, in some of the TBFs propagated along MS-CASPT2 and XDW-CASPT2

surfaces, jumps in total energy can be observed after passing the CoIns. It can be observed

that the main deactivation of the population with all CASPT2 flavors occurs step-wise over

longer times. The stronger population transfer to the ground state happens after around

75 fs. At this point, both XMS-CASPT2 and RMS-CASPT2 show a reflection of around

10% of the population comparable to the population trace of CASSCF. After 100 fs, both

CASPT2 flavors predict more than 70% of S1 population having decayed to the ground state.

14

https://doi.org/10.26434/chemrxiv-2024-s8z45 ORCID: https://orcid.org/0000-0002-1434-3843 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-s8z45
https://orcid.org/0000-0002-1434-3843
https://creativecommons.org/licenses/by/4.0/


We wanted to investigate more in-depth the differences between the CASPT2 and CASSCF

PESs and their coupling, leading to such different time evolution. For this reason, we first

computed the static scans along the two coordinates leading to the two degeneracy points

(Figure 4). We linearly interpolated between the ground state optimized geometry and the

CoIns optimized at CASSCF level.68 The two coordinates sampled in the two scans are the

ones that represent the coordinate promoting the reflection (CoInsloped, Figure 4a) and the full

decay (CoInpeaked, Figure 4b) to the ground state. The sloped CoIn is mainly characterized

by an elongation of the C=CH2 bond, while the peaked CoIn occurs at a 90◦ torsion of the

CH2 group. However, it should be stressed that both these CoIns are minimum energy CoIns

and might not be representative of their full seams of CoIns. CASSCF overestimates S1

energies at the FC point and along both coordinates and the wavepacket, initialized with the

same momentum, would approach much slower the two intersections. Already by looking

at the scans, we could anticipate different dynamics along the CASPT2 surfaces. Along the

reaction coordinate leading to the sloped CI, we can observe all the CASPT2 minima of

S1 far from the intersection between the two surfaces, with respect to the minimum at the

CASSCF level. This could lead to a slower deactivation, as well as the very sloped profile

after the CoIns, could indicate a strong reflection after the wavepacket crosses it. In the other

reaction coordinate, we cannot observe a crossing point located around the CASSCF CoIn,

at any of the CASPT2 levels, which could lead to closing this deactivation channel at this

level of theory.

To understand in more detail the dynamics around the two CoIns, we picked from the

ensemble of initial conditions used to run AIMS/SA-2-CASSCF dynamics one that hits

the sloped CoIns and gives the highest reflection from S0 to S1 (IC15) and one the decays

completely to the ground state after evolving around the peaked CoIn (IC8). In both cases,

the dynamics are initiated with zero momentum. CASSCF dynamics show quite different

ultrafast dynamics around the two CoIns with respect to the CASPT2 ones. When starting

from IC8 (Figure 5C), the wavepacket evolving on the CASSCF surface spawns after 8 fs the
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Figure 4: Scan along the coordinates connecting the Franck-Condon region and the two
conical intersections leading to the relaxation to the ground state.
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first time, and a few fs after a second time, transferring completely population to the ground

state. When the wavepacket propagates on any of the CASPT2 profiles, it does not encounter

the peaked CoIn, never entering a spawning region in the first 40 fs. By looking at the relative

energies between S0 and S1 (Figure 6a), we can confirm how the two surfaces cross twice along

the CASSCF profile, while they never intersect in any of the CASPT2 flavors. Consequently,

the magnitude of the TDC is proximal to zero in these dynamics, while quite high in the

CASSCF, promoting the generation of the child trajectories (Figure 6b). Propagating IC15

Figure 5: S1 population profile for two representative dynamics initialized at two initial
conditions that evolve around two distinct conical intersections. Around the peaked CoIn
(C), the CASSCF dynamic decays completely to the ground state, while all the CASPT2
dynamics stay on the surface of the first singlet state. After the wavepackets hit the sloped
CoIn (D), the population is reflected to S1, with the extent that differs according to the
level of theory employed to calculate electronic energies. All the dynamics are run with (6,6)
active space and 6-31g* basis set. The top panel represents the total energy of the parent
trajectory basis function along the dynamics around the peaked (A) and sloped (B) conical
intersections.

(Figure 5D), different CASPT2 flavors led to different dynamics, although an overall trend
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and common difference from the CASSCF one can be seen. In the latter, the wavepacket

evolving on S1 spawns twice in a few fs, analogously to IC8, but the first child spawns at

14 fs inducing a transfer of population back to S1 of almost 40% of the total population.

However, in this IC, the various flavors of CASPT2 actually play a role. The main features of

the overall dynamics are in common: slower first spawn with respect to CASSCF, a certain

amount of population transferred to the ground state, part of it later reflected to the first

singlet state, and finally no further decay to S0 in the first 40fs. However, slightly different

profiles can be noticed. First, although less drastic, the spawn of the first child is slightly

scattered from 10.9 to 12.0 fs. More interestingly, both the amount of population decayed

to the ground state and the reflected one, vary in the four CASPT2 dynamics, due to the

distinct surfaces and couplings between TBFs. XMS-CASPT2 and XDW-CASPT2 show a

very limited amount of population decayed to the ground state (around 30%) followed by a

small degree of reflection. Much more population is initially transferred at MS-CASPT2 level

(ca. 70%), while a full relaxation is observed in the RMS-CASPT2 dynamics. These last

two show a comparable S1 relaxation after reflection. Another important difference worth

it to be underlined is the different way the population is transferred back to S1. While for

CASSCF the child spawns back when it encounters again the CoIn after a few fs, this happens

even faster in the even more sloped CoIn in CASPT2 the overlap between the two TBFs is

high enough to prevent a second child from being spawned, but not to the population to be

transferred back to S1 due to the strong coupling between the two Gaussians. The overall

behavior can be better understood by looking again at relative energies and TDC between

the two singlet states (Figure6c,d). At CASPT2 levels the two surfaces cross only once, when

the CASSCF ones had already crossed twice. It is important to stress that RMS-CASPT2

and XMS-CASPT2 are the only two flavors that show a perfectly conserved total energy of

the parent TBF in IC15 (Figure5B), while MS-CASPT2 and XDW-CASPT2, with a not

drastic but still interesting jump, show some degree of discontinuity once are they passing

through the CoIn. On the contrary, along IC8 the total energy is perfectly smooth at any
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Figure 6: Potential energy profiles for the dynamics evolving around the sloped conical
intersection (A) and the peaked one (C), and time derivative coupling calculated along the
dynamics (row b: sloped; row d: peaked). Full lines represent S0, S1 energies, and TDC of
the parents, while dashed lines are the respective quantities of the spawned child.
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CASPT2 level, as the deactivation channel through the peaked CoIn is closed and indeed

the parent TBF does not encounter it and does not manifest any discontinuity in the total

energy (Figure5A).

Additionally, we want to assess the influence of the different electronic structure methods

on the geometrical evolution of the molecule. In particular, it is interesting to see in which

regions of configuration space initially the coupling between electronic states becomes large,

driving the deactivation of the molecule. Therefore, Figure 7 shows the C=CH2 bond length

elongation and HCCC torsion angle at which the first spawn occurs in each IC. We note that

we plot all first spawns, in the CASPT2 dynamics including those that occur after 43 fs. It

has to be noted that the coordinates indicated for the optimized CoIns are obtained at the

CASSCF level and as shown in Fig. 4 these do not correspond to CoIns at any CASPT2

level. As discussed in Ref,69 the dynamics are initialized with zero momentum for each initial

condition, which is expected to initially lead to rather a stretching of the C=CH2 bond than

the torsion of the CH2 group. This is reflected in the spawning geometries that overall do not

show very large dihedral angles. A general trend can be observed that more spawns occur

with all CASPT2 flavors at higher C=CH2 stretches and also at larger torsion angles. In

particular, all CASSCF spawns happen and bond lengths between 1.5 and 1.6Å, while in

all CASPT2 dynamics spawns occur outside this range, at smaller as well as longer bond

lengths. Curiously, despite only a small fraction of trajectories showing a reflective behavior

a majority seems to spawn in the vicinity of the sloped CoIn. This leads to the assumption

that while the minimum point of the seam of CoIn dominated by the C=CH2 bond elongation

shows a strongly sloped topology, the same cannot be said for other CoIns along this seam.

We also look closer at the time evolution of these two coordinates along the two initial

conditions chosen as representative for the two deactivation pathways above. In figure 8, we

show the evolution of the C=CH2 bond length and torsion angle over time for the entire

branch of TBFs created from the two initial conditions with CASSCF and all flavors of

CASPT2. Each newly spawned TBF is added at the point when it starts being forward

20

https://doi.org/10.26434/chemrxiv-2024-s8z45 ORCID: https://orcid.org/0000-0002-1434-3843 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-s8z45
https://orcid.org/0000-0002-1434-3843
https://creativecommons.org/licenses/by/4.0/


Figure 7: C=CH2 bond length and HCCC torsion angle of the geometries at which the first
spawn occurs in all the dynamics. The respective coordinates of the sloped and peaked
minimum energy CoIn are indicated by the triangles. We note that the dihedral angles are
calculated between 0 and 360◦

propagated. The size of the circles is proportional to the population of the respective TBF.

TBFs evolving on the ground state are represented by lighter colors and black outlines, while

TBFs on the excited state are shown in darker colors. Looking first at the initial condition

accessing the peaked CoIn, in the CASSCF dynamics, an initial elongation of the C=CH2

bond past 1.5Å leads to an initial spawning event closely followed by a second spawn. A

majority of the population is almost instantaneously transferred to the first child TBF,

at later times a back-and-forth transfer between the two TBFs evolving on the S0 can be

observed. All TBFs show an oscillation of the C=CH2 bond between almost 1.2 and 1.6Å.

Surprisingly, the initial dynamics do not show a strong torsional motion, the HCCC dihedral

angle stays mostly constant up until the second spawn, and significant population transfer

has occurred.

All the dynamics with different CASPT2 formulations show a similar, if weaker initial

elongation of the C=CH2 bond, oscillating between 1.4 and 1.6Å, showing a similar path

in configuration space as explored by the original TBF in CASSCF. As no spawns occur,
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only the evolution of the initial TBF can be assessed for this TBF. Curiously, while the

evolution of the bond length seems qualitatively the same between all CASPT2 dynamics, the

XDW-CASPT2 initial condition remains the slight torsion angle throughout the dynamics,

while all other flavors exhibit the fully planar configuration after 43 fs.

The CASSCF dynamics around the sloped CoIn shows a fast rise of the C=CH2 bond

beyond 1.6Å leading to the first spawning event that transfers a significant portion of the

population (Figure 8C). Subsequently, after a reduction of the bond length, both the original

parent and first child TBF undergo another spawning event. The first child then transfers

population to both, the TBF it spawned back to the S1 as well as the second TBF on the

ground state. The two TBFs on the excited state as well as the TBFs on the ground state

exchange population between each other until after around 25 fs the original parent TBF

spawns again to the ground state leading to the final deactivation of the population. The

CASPT2 dynamics are all governed by a significantly smaller number of spawning events.

They all show an initial elongation of the C=CH2 bond beyond 1.5Å that also leads to the

first spawning event; in contrast to CASSCF the spawn occurs however after the maximum

elongation is reached. The population transfer to the spawned child differs greatly between

the different CASPT2 flavors being more significant in MS and RMS-CASPT2, as also seen in

figure 5. However, while in RMS-CASPT2, the child immediately transfers back population

to the parent before independently evolving on the S0, in MS-CASPT2 the initial parent

spawns another child TBF after a few femtoseconds and the two TBFs on the ground state

evolve in each others vicinity in configuration space and exchange population with each

other. Overall, the evolution in configuration space appears very similar between all CASPT2

flavors despite their large differences in population decay. While the CASSCF bundle evolves

similarly along the C=CH2 bond, the ground state TBFs undergo a much stronger torsion

than the CASPT2 ground state. It is interesting to notice that despite the CoIn with higher

torsion angles being predicted as having peaked topology, the evolution of the torsion angles

between the branches of the two initial conditions show only minor differences in the torsion
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but seem to mainly differ in the C=CH2 bond elongation.

Figure 8: Time evolution of the C=CH2 bond length (A and C) and CH2 torsion angle (B
and D) for the same two initial conditions discussed in Figure 6. The evolution of TBFs on
the excited state is shown by darker circles, and on the ground state by lighter color with
black outlines. The size of the circles is proportional to the population of each TBF of the
branch at that point in time.

We here showed how CASSCF and CASPT2 dynamics can differ quite drastically in

the ultrafast time scale. Small variations in how the electronic energies are computed can

also induce relevant differences that might affect the computation of spectroscopic signals,

quantum yields, or kinetic profiles. Our details analysis, easily reproducible thanks to the

user-friendly module available in PySpawn, explains at the same time the reason why these

types of studies are required and why an interface like PySpawn/OpenMolcas is needed and
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essential to have an accurate and balanced description of nuclear dynamics and electronic

structure to disclose the ultrafast dynamics of molecules unambiguously. We hope that this

investigation together with the free availability of our interface will push even more research

efforts in this direction.

Conclusions

In this work, we introduced a brand-new interface between PySpawn, software for running

nonadiabatic molecular dynamics with AIMS algorithm, and OpenMolcas, a package for

running multireference electronic structure calculations. This interface allows the user to

run AIMS/CASSCF and AIMS/CASPT2 dynamics at different flavors: MS-CASPT2, XMS-

CASPT2, XDW-CASPT, and RMS-CASPT2. It exploits the best of the two packages: a

Python, modular implementation of the AIMS algorithm and extensive analysis capability in

PySpawn, and advanced implementation of electronic structure calculations in OpenMolcas,

including the availability of analytical gradients at the CASPT2 level, crucial for an affordable

dynamics at such an accurate, but costly, level of theory. We applied our interface to fulvene,

a challenging and interesting system. After being excited to the first singlet electronic state,

fulvene can decay to the ground state through two different channels, promoted by two

distinct crossings between the S0 and S1 surfaces. The perturbational correction to the energy,

changes importantly the potential energy surfaces, closing one of the deactivation channels

and inducing a slower relaxation with less degree of the characteristic reflection from S0 to

S1. Additionally, the four CASPT2 flavors do not induce the same dynamics, but slight

differences can be observed according to the different implementations. XMS-CASPT2 and

RMS-CASPT2 are the two flavors that perform the best in nonadiabatic dynamics with

the energies calculated on-the-fly, ensuring smooth potentials and energy conservation. The

applications and comparison of CASPT2 flavors’ performances in nonadiabatic dynamics is an

area yet to be fully explored, and in this work, we gave an idea of its importance by pointing
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out the dependence of the simulated behaviors on the level of electronic structure employed.

Our interface represents an important tool offered to the community to further explore such

effects and to generally combine accurate nuclear dynamics with the latest developments

in OpenMolcas. Last but not least, the implementation is fully open-source, and it can be

downloaded with PySpawn on its Git page at https://github.com/blevine37/pySpawn17.
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