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Abstract 

Quantum chemical methods developed since 1927 are instrumental in chemical 

simulations but human expertise has been still essential in choosing a suitable method. Here 

we introduce a paradigm shift to universal and updatable artificial intelligence-enhanced 

quantum mechanical (UAIQM) foundational models with an online platform auto-selecting the 

models with the best accuracy for the given system, available time, and moderate 

computational resources (see https://xacs.xmu.edu.cn/docs/mlatom/tutorial_uaiqm.html for 

instructions). The platform hosts a growing library of state-of-the-art UAIQM models with 

calibrated uncertainties and provides a mechanism for improving the foundational models 

continuously with more usage. We demonstrate how the UAIQM platform can be used for 

massive accurate simulations within hours on a commodity hardware which would take days 

or weeks on high-performance computing centers with less accurate workhorse quantum 

chemical methods. We also show that UAIQM sets a new standard for infrared spectra, reaction 

barriers, and energetics whose accurate predictions can have far-reaching consequences in 

molecular simulations. 
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Nearly a century ago, in 1927, the first quantum chemical calculations on the hydrogen 

atom were performed.1 Since then, quantum chemical simulations have firmly entranced in 

fundamental and applied science and engineering, where they help deepen our understanding 

of physicochemical phenomena and design new materials and drugs. The usefulness of these 

simulations depends on the accuracy which is severely limited by the computational cost of the 

quantum mechanical (QM) treatment. Hence, many QM methods have been developed to 

balance the opposing requirements for accuracy and cost and human expertise has been needed 

to choose a suitable method (Figure 1a). 

 

Figure 1. Paradigm shift in computational chemistry introduced in this work with the UAIQM 
platform. a) In the old paradigm, the specific QM methods have been chosen manually based on 
considerations of optimal cost/accuracy tradeoff. b) In the new paradigm, the online platform chooses 
an optimal UAIQM method for a given time budget for each specific system based on the calibrated 
uncertainty quantification. c) The platform can self-improve when encountering problematic systems 
with high uncertainty. UAIQM platform currently contains a dozen methods of varying speed (from 
fast universal neural network potentials to AI-enhanced semi-empirical QM and DFT methods) 
targeting gold-standard CCSD(T)/CBS accuracy. 

In a quest to improve the accuracy and speed of QM methods, artificial intelligence (AI) 

models have emerged to the point that they can be used instead of QM methods in simulations, 

e.g., in molecular dynamics (MD) where AI models are used as surrogate models.2-14 Another 

big class of methods uses AI to improve the accuracy of the baseline QM methods resulting in 

more transferable and robust hybrid approaches.14-18 While many approaches are proof-of-

concept, AI-based methods for out-of-the-box use in general-purpose atomistic simulations are 

rapidly proliferating. Universal neural network (NN) potentials such as those of ANI,19 

AIMnet,20 MACE,21 and DPA22 families offer faster alternatives to the QM methods for a broad 

class of compounds and conformers while maintaining good accuracy approaching the QM 

level they were trained on. Methods such as DM21,23 CF22D,24 and DeePKS25 use NNs to 

improve density functional theory (DFT) approaches and AIQM1,26 OrbNet Denali,27 and 

QDπ28 improve upon low-cost semi-empirical QM treatment, usually to a DFT level. Our 

original AIQM1 method has excellent accuracy approaching gold-standard coupled cluster 
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singles, doubles, and perturbative triples method with complete basis set extrapolation 

(CCSD(T)/CBS), while maintaining the high speed of semi-empirical QM methods for many 

properties and is applicable for rather big systems. 

Despite all the apparent success, the realization is growing that any method has and, in the 

foreseeable future, will have unsatisfactory performance for some simulations. To give several 

examples, DeepMind’s DM21 was later found to have problems with water simulations29 and 

transition metal complexes30. Our AIQM1 was found to have lower accuracy for the properties 

its NNs were not trained on, e.g., for reaction barriers.31 NN models such as ANI-1ccx32 can 

have sub-par accuracy for large conjugated systems.26 

With the realization that no single model can fit all needs, here, we put forward a paradigm 

shift in atomistic simulations from focusing on a single AI or QM method to using a platform 

offering the best solution for a given problem and given resources (time budget and computing 

hardware) (Figure 1b). For this, we introduce a unified platform for computational chemistry, 

implemented based on MLatom33 and available online,34 that provides universal and updatable 

AI-enhanced QM (UAIQM) foundational models (see instructions at 

https://xacs.xmu.edu.cn/docs/mlatom/tutorial_uaiqm.html). This platform is continuously 

improved with more data and a growing number of models with increasing accuracy and 

transferability (Figure 1c). At the moment of writing, we have a dozen models ranging from 

universal NN potentials to NN-improved QM baselines of different levels (from semi-empirical 

QM to hybrid Kohn–Sham DFT with double- and triple-𝜁 basis sets) (see SI note 1, 

Supplementary Information, SI). AIQM1 and ANI-1ccx are part of this library. With the 

understanding that the platform is under continuous improvement, here we describe the 

platform’s capabilities at the moment of writing (June 2024). 
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Figure 2. Performance of auto-selected UAIQM and 84 functionals, benchmarked in previously,35 
on the Diels–Alder reactions (DARC)35,36. a) Error of reaction energy and calculation time for each 
reaction. b) Comparison of time and reaction energies on representative reactions with W1-F12 & 
CCSD(T)/CBS (black, time for CCSD(T)/CBS), DSD-BLYP-D3(BJ)/def2-QZVP (grey), UAIQM at 
time budget 3s (blue) and at unlimited time budget (orange). Energies are in kcal/mol, the calculation 
time – CPU-hour. 

 

One of the key UAIQM platform’s features is our robust auto-selection procedure that 

finds the most suitable method for the given system and time budget Figure 1b). The auto-

selection is based on the cost of the QM baseline and the calibrated uncertainty quantification 

(UQ) (see SI note 2). We extend our previously developed37 scheme for calibrating UQ of the 

foundational AIQM1 and ANI-1ccx models. This UQ provides important additional 

information that standard QM methods do not give. For systems with low UQ metrics, the 

UAIQM typically provides simulations with chemical accuracy (errors below 1 kcal/mol 

compared to the reference high-level reaction energies). Examples are shown in Figure 2 for 

the Diels–Alder reactions. Even with the time budget of 3 s per simulation, we can easily reach 

chemical accuracy with confidence (low UQ metrics), while some of the best DFT functionals 

such as slow double-hybrid density functional DSD-BLYP-D3(BJ) taking hours to calculate 

fail to be as accurate (Figure 2b). In general, DFT methods have a very broad spread in errors 

(Figure 2a), and, without extra expert intervention and additional higher-level slow QM 
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computations, it has been impossible to guarantee chemically accurate reaction energies before 

the UAIQM introduction. 

Many simulations such as molecular dynamics may have even stricter time-budget 

limitations. One example is the recourse-intensive downhill molecular dynamics (MD) 

simulations of a pericyclic reaction starting from the region around the ambimodal transition 

states (TS, Figure 3a). Here, we can reduce the time budget to as little as 0.1 s per time step to 

enable extensive explorations on commodity hardware within half a day with 1000 quasi-

classical MD trajectories, each 500 fs long with 1 fs time step (in total half a million single-

point evaluations, see SI note 3 for computational details). This dynamics on a smaller scale 

(only 117 reactive trajectories) was performed earlier with a much costlier DFT method 

B3LYP-D3/6-31G* chosen by human experts,38 which would take 16 CPU-years for a 

thousand trajectories on the same hardware. Our auto-selection scheme has chosen a UAIQM 

method with higher quality compared to a much slower B3LYP-D3/6-31G* as evidenced by a 

much smaller error of the UAIQM for the minima (errors smaller than 1 kcal/mol) and, most 

importantly, the TS geometry. For TS, the UAIQM’s error is 1.66 kcal/mol compared to the 

whopping error of 7.56 kcal/mol of the expert-selected B3LYP-D3/6-31G*. Such big errors 

certainly influence the quality of the downhill dynamics that are known39 to be very sensitive 

to the accuracy of the QM method. Indeed, our results revise the previous state of the art38 as 

they are obtained with higher accuracy and precision (due to the larger number of trajectories): 

UAIQM dynamics shows that a much smaller fraction (3% rather than 9%) of reactive 

trajectories leads to a minor product P1 (Figure 3a).  

Another example is accurate infrared (IR) spectra including anharmonic and quantum 

nuclear effects.40 Such spectrum simulations require extensive computations with, e.g., path-

integral MD and can be readily performed with the fastest UAIQM methods, e.g., AIQM1. The 

resulting IR spectra are obtained within 1.5 CPU-h while having the coupled-cluster accuracy 

and closely resembling the experimental spectra as shown in an example of ethanol in the gas 

phase (Figure 3b, SI note 4). 
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Figure 3. Low time-budget extensive simulations with UAIQM methods. a) Quasiclassical 
trajectories analysis on the bifurcating pericyclic reaction between tropone and dimethylfulvene. Red 
indicates the auto-selected UAIQM method and blue B3LYP-D3/6-31G* used in the previous work38. 
Reaction energies in black are derived from CCSD(T)/CBS single-point calculations on the B3LYP-
D3/6-31G*-optimized geometry. The unit for bond length is Ångstrom and energy – kcal/mol. b) 
Infrared spectrum of ethanol from path integral molecular dynamics with AIQM1 belonging to the 
UAIQM library compared to the experimental spectrum41. 

Inevitably, in some cases, the uncertainty and errors are much higher than our current target 

of CCSD(T)/CBS. Hence, we developed a procedure to improve the models by generating 

additional data for such systems and refining models. Let’s take the pericyclic reactions for 

which the fast UAIQM methods had unsatisfactory accuracy with high uncertainty (the slower 

methods were within chemical accuracy). Our improving procedure produced a new generation 

of UAIQM models which now reach chemical accuracy for such reactions (Figure 4). 
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Figure 4. Performance of the original and improved UAIQM methods and 84 functionals, 
benchmarked previously35, on the BHPERI data set35,42-44. The results in orange correspond to the 
UAIQM method at time-budget 3 s that was allowed to improve on the BHPERI dataset. Time is 
estimated on 16 CPUs. 

 

The above results were limited to the neutral, closed-shell compounds with the CHNO 

elements due to the availability of the accurate coupled-cluster level data (see SI note 5). 

However, many of our models are available for molecular and supermolecular systems with 

elements across the periodic table (see SI note 1). Generally, the UAIQM platform ensures the 

unrivaled, state-of-the-art quality of the simulations for moderate time and hardware resources 

as is evidenced by the benchmark on the neutral, closed-shell CHNO subset of the standard 

GMTKN55 set35 (Figure 5 and SI note 6). The platform also provides good but not excellent 

quality for other compounds (accuracy similar or better compared to hybrid DFT with a double- 

and triple-𝜁 basis sets or semi-empirical QM methods, see SI note 8). At the moment of writing, 

the models trained on data for seven (CHNOFClS) elements are being generated and will soon 
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be included in the platform (see the SI note 7 for the preliminary results showing that the semi-

empirical baseline model performs similarly to the DFT with triple-𝜁	basis	set). 

 

Figure 5. Performance assessment of the UAIQM platform compared to a selection of the QM 
and AI-enhanced QM methods on the GMTKN55 data set35. Results are shown for the neutral 
closed-shell CHNO-containing compounds based on the auto-selection of UAIQM methods (results for 
different UAIQM methods are given in SI note 6 and for full GMTKN55 in SI note 8). Time is 
estimated on 16 CPUs. Numbers are mean absolute errors in kcal/mol. WTMAD-2 – weighted mean 
absolute deviation-2 in kcal/mol as defined in Ref. 35. MAE of two subsets are missing in 
CCSD(T)*/CBS results due to unaffordable time cost. 

The overall error for the fast UAIQM models (with certain and uncertain predictions) is 

much smaller than of a typical Kohn–Sham hybrid DFT functional with a double-𝜁 quality 

(0.03 vs ~10 CPU-hours for the benchmark on the neutral, closed-shell, CHNO-containing 

compounds, Figure 5). This is true for both 0th iteration of UAIQM which knew nothing about 

GMTKN55 and for later iterations of UAIQM which we allowed to improve on a limited 

number (six) of GMTKN55 subsets it was performing badly (see SI note 5). The best UAIQM 

solutions are slower (~200 CPU-hours) but also have errors smaller than much more 
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computationally expensive double-hybrid DFT functional or ML-improved DM21 with the 

quadruple-𝜁 basis set (~1000-CPU hours). Considering that GMTKN55 only needs single-

point calculations on relatively small molecules, such slow QM and ML-improved QM 

methods would be infeasible for, e.g., geometry optimizations, dynamics, and thermochemical 

property calculations of bigger systems. 

UAIQM provides a totally practical solution and can easily perform various types of 

simulations with high accuracy. While above we showed its prowess for energy calculations, 

dynamics, and IR spectra simulations, the methods should be applicable in other simulations, 

e.g., for emission spectra45 and excited-state dynamics46 as was shown for the platform’s 

predecessor AIQM1 which is part of the library of UAIQM models. The final remark is that 

the online availability of the UAIQM platform is enabling calculations around the world for 

research groups with varying access to computational resources. This contributes to the 

important goal of democratization of high-quality QM simulations which previously have only 

been available to the groups with access to more hardware resources. 

How to access the UAIQM platform? 

The reviewers can access and evaluate the UAIQM platform anonymously by logging in 

to the XACS cloud (https://xacs.xmu.edu.cn/newcloud/) with the email 

reviewer_uaiqm@xacscloud.com and password QDD1AHpU7L. The required materials with 

instructions are placed in the folder uaiqm accessible on the XACS cloud after logging in. 
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