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We investigate the density isobars of water and the melting temperature of ice using six different
density functionals. Machine-learning potentials are employed to ensure computational affordabil-
ity. Our findings reveal significant discrepancies between various base functionals. Notably, even
the choice of damping can result in substantial differences. Overall, the outcomes obtained through
density functional theory are not entirely satisfactory across most utilized functionals. All func-
tionals exhibit significant deviations either in the melting temperature or equilibrium volume, with
most of them even predicting an incorrect volume difference between ice and water. Our heuristic
analysis indicates that a hybrid functional with 25% exact exchange and van der Waals damping
averaged between zero and Becke-Johnson dampings yields the closest agreement with experimental
data. This study underscores the necessity for further enhancements in the treatment of van der
Waals interactions and, more broadly, density functional theory, to enable accurate quantitative

predictions for molecular liquids.
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Water is ubiquitous on our planet, and life on Earth
is unthinkable without water. It is not surprising, there-
fore, that water has received a great deal of attention
from the scientific community. It was also one of the
first liquids to be intensively studied by computer sim-
ulations [1, 2]. Today, carefully constructed force fields
play a key role in the study of water [3-29]. The best
force fields are constructed to give an excellent descrip-
tion of all relevant properties of water (density, volume,
isobars, phase transitions, etc.) while also giving out-
standing agreement with high-level quantum chemistry
calculations for small clusters. More recently, there has
been a gradual shift toward supplementing or even sub-
stituting force fields with first-principles electronic struc-
ture calculations. These calculations predominantly rely
on density functional theory (DFT), with the initial stud-
ies emerging in the early 1990s [30-33]. As computer
power improved, the calculations moved towards rele-
vant timescales and system sizes [34-47]. The advent
of machine learning potentials has led to a further leap
in the number of properties that can be predicted and
the timescales that can be simulated [48-61]. Especially
notable is the capability to simulate density isobars and
melting temperatures within a matter of days or even
hours, rendering the comparison of these properties with
experimental data straightforward.

Surprisingly, or perhaps not so surprisingly, when us-
ing DFT, the agreement with experimental data is at best
reasonable. Indeed, there is little doubt that the density
isobars predicted by density functional theory are not yet
on par with those obtained from carefully constructed
semi-empirical models. So why bother with the costly
density functional theory calculations? The explanation
is straightforward: as our microscopic understanding of

water has progressed over time, the scientific commu-
nity has redirected its focus toward more intricate ques-
tions. These encompass the interactions between water
and surfaces, the nucleation of water at nanoparticles,
and processes like the electrolysis-induced hydrogen pro-
duction or the hydrogen-to-water conversion in fuel cells.
Understanding the interface between water and surfaces,
frequently metallic ones, is imperative across these cases.
Particularly, the simulations of electrolysis and fuel cells,
where bonds are continuously broken and reformed, ne-
cessitate the application of first-principles calculations.
However, conducting high-level quantum chemical calcu-
lations, for which some force fields have been calibrated,
remains challenging for surfaces, or practically impossi-
ble for metallic ones. Consequently, density functional
theory is the go-to approach. Nonetheless, employing
density functional theory potentially adversely impacts
the properties of water, as already discussed above. So
ideally, one seeks a density functional that accurately de-
scribes the liquid state of water, encompassing at least
the density and melting temperature. Thus, identify-
ing a density functional that reasonably describes the
properties of water is a pressing scientific issue that will
strongly impact future water studies. Finding a suitable
functional is the core goal of the present work.

Our methodology closely follows our previous work
[62], where we have constructed machine-learning poten-
tials (MLPs) for water for one semi-local density func-
tional. The adopted strategy uses first on-the-fly train-
ing following the isobars using NPT simulations. Simu-
lations cover ice, melting of ice and water in a tempera-
ture range between the supercooled state to slightly be-
low the evaporation point. Further structures are added
from parallel-tempering simulations along the isobar of
water. The final dataset consists of about 1500 structures
with typically 64 molecules. To obtain a highly accurate
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database, we have opted to use the hardest and most
accurate potentials available for VASP[63, 64] (O-h and
H_h). For the present work, we exclusively use the MLP
implementation available in VASP. The on-the-fly train-
ing relies on Gaussian process regression using Bayesian
regression [65-67]. However, for the production runs we
rely on kernel-ridge regression[68, 69].

In a first attempt, we re-calculated the entire database
using the desired functional. We expect this strategy to
work well for functionals that yield a volume within 5%
of the base functional (RPBE-D3), as the volume fluctu-
ations during training are typically 5%. For SCAN (very
different melting temperature and density) and optPBE
(significantly larger density), we performed a complete
on-the-fly training. For the hybrid functional revPBEQ,
we first upgraded a smaller on-the-fly RPBE-D3 database
containing 662 structures to revPBE(0-D3/zd using A-
learning (database 2 in Ref. [62]), then continued train-
ing starting from this force field and refining it using
on-the-fly training. This on-the-fly training was done us-
ing the hybrid functional, an energy cutoff of 1100 eV,
and cooling liquid water twice from 350 K and 320 K,
respectively, to 250 K, as well as melting cubic ice. The
final dataset comprises 1010 structures.

To obtain the final MLPs for hybrid functionals, base-
line RPBE-D3 calculations were conducted at 2000 eV.
Subsequently, A-learning was employed to "upgrade”
this dataset to different hybrid functionals. This was
achieved by adding to the baseline database the en-
ergy, force and stress differences between the desired hy-
brid functional and the RPBE-D3 functional at 1100 eV.
To reduce errors, all structures generated with the hy-
brid functional were used in the database for A-learning.
However, in independent tests, we found that using 5 and
64 structures resulted in test set errors of 6 meV/A and
2.5 meV/A for the difference between two functionals.
This does not add a significant error to the baseline er-
ror of about 26 meV/A (error propagation follows the
Gaussian law). So the A-learning approach taken here
is on the safe side and does not introduce a noteworthy
error. Indeed, comparison with a test set calculated at
2000 eV using the hybrid functional gives a force error of
28 meV/A, which is only slightly larger than the errors
we found for semi-local density functionals (26 meV/A).
The final database used for hybrid functionals covers a
much larger set of volumes than the original database
and we term it ”hybrid”.

Nevertheless, it is important to be cautious when em-
ploying A-learning. The primary sources of error stem
not from capturing the difference between the two func-
tionals, but rather from potential gaps in the training
dataset, which may fail to cover the necessary range of
configurations. Consequently, predictions for the baseline
semi-local functional can become relatively inaccurate,
in the present case, if there is a significant difference be-
tween the volumes predicted by the hybrid and semi-local
functional. The hybrid dataset should remedy this issue,
since it spans a volume range covering =10% around the

DFT vdW strategy
RPBE [70] D3/zd [71] base
RPBE D3/BJ [72] base
revPBE [73] D3/zd base
revPBE D3/BJ base
optPBE [74] base & on-the-fly
SCAN [75] on-the-fly
revPBEO [76] D3/zd hybrid
revPBEO D3/BJ base & hybrid
PBEO D3/BJ hybrid
PBEO D3/zd hybrid

TABLE I. Training strategy for the various functionals used in
the present work. ”Base” corresponds to the original RPBE-
D3 database. For ”Base” the original database was recalcu-
lated using the desired functional and then used to train an
MLP. References to functionals and D3 method with the re-
spective damping functions are shown.

experimental density.

Figure 1 shows the density-temperature isobars ob-
tained using a Langevin thermostat (friction coefficient
2 ps~!) and parallel tempering for 128 molecules (for
details we refer to Ref. [62]). In most of the parallel-
tempering simulations, we see that images at low tem-
peratures tend to stop exchanging with images at higher
temperatures and freeze at the same time. Although the
structure of ordered ice is not recovered, we find that the
density around 210 K is always very close to the den-
sity of hexagonal ice reported in Tab. II. This can also
be seen in Fig. 2 where we show the difference in den-
sity between ice and water along the isobar. Therefore,
we believe that these structures are best categorized as
precursors of low-density amorphous ice [81-83].

The first important observation is that none of the
functionals gives a satisfactory density for liquid water,
which should be around 1 g/cm®. Also, the experimen-
tal density difference between liquid water and ice is not
well reproduced; experimentally, ice is about 90 % less
dense than water. We start the discussion with the semi-
local revised Perdew-Burke-Ernzerhof (RPBE [70] and
revPBE [73]) functionals, all of which consistently give
too low densities. The results also depend very much on
the choice of damping, i.e. how the attractive van der
Waals (vdW) terms are ”damped” to zero as the con-
stituents approach each other. The damping is necessary
because the approximate semi-local DFT functionals al-
ready account for some of the interactions associated with
correlation effects. Observing such a strong dependence
on the choice of damping is very disturbing. In partic-
ular, only the zero damping (zd), i.e. the original func-
tional form proposed by Grimme et al.,[71] yields a higher
density for water than for ice, while the Becke-Johnson
damping (BJ)[72] incorrectly predicts ice to be denser
than water so that the slope of the melting line is likely
to be inverted.
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FIG. 1. Density as a function of temperature at a pressure of
~ 1 bar (isobars). Results have been obtained using parallel-
tempering simulations for 128 molecules, as detailed in Ref.
[62]. Results for optPBE and revPBEO0-D3/BJ shown using
open symbols are obtained using the base dataset. The black
solid line corresponds to experimental measurements (exp.)
[77-80].

The baseline DFT functionals also have some influ-
ence on the results. The RPBE and revPBE functionals
are closely related. The revPBE functional is a revised
version of the original PBE functional. It includes mod-
ifications to the exchange part of the functional aimed
at improving its accuracy in describing properties such
as reaction energies of molecules. RPBE was primarily
aimed at improving adsorption energies at surfaces and
as opposed to revPBE locally observes the Lieb-Oxford
criterion.[70] Overall, revPBED3-zd gives the best agree-
ment with the experiment, although it underestimates
the density of ice and, even more so, water. This un-
derestimation is also true for the difference in densities
between water and ice, as illustrated in Fig. 2. The ice
melting points are presented in Table II. They were de-
termined by performing anisotropic NpT calculations on
864 molecules at standard pressure and at various tem-
peratures varying by 2 K. The temperatures reported are
usually the average of the lowest temperature at which
melting occurred and the highest temperature at which
freezing occurred (or, in a few cases, the temperature at
which neither freezing nor melting occurred). We expect
the errors to be smaller than +2 K, and note that agree-

ment with our previously reported melting temperature
for larger ensembles for RPBED3-zd is excellent. Table
IT shows that most semi-local functionals overestimate
the experimental value of 273.15 K. Among these, the
-zd ones align reasonably well, whereas the -BJ versions
notably deviate, even exceeding the temperature of max-
imum density.

Now we discuss the results for hybrid functionals, as
well as SCAN and optPBE. For optPBE and revPBEO-
D3/BJ we illustrate results for the original database
(open circles), as well as on-the-fly results for optPBE
and results using the hybrid database covering a larger
density variation for revPBEO0-D3/BJ (filled circles). The
predicted densities are somewhat too small using the
databases constructed for RPBE-D3 structures, and the
error increases as the density difference to RPBE-D3 in-
creases. The error becomes even larger for revPBEO-
D3/zd (not shown). This is a sign of the somewhat lim-
ited extrapolation capabilities of the MLPs applied in the
present work, but we note that despite a density differ-
ence of 10-20% density errors remain below 1%.

Let us begin our more detailed discussion with
optPBE, a functional that introduces vdW interactions
through terms dependent on the density at two distinct
points in space. This departs from conventional semi-
local density functionals, which typically only consider
semi-local information at a single point in space. As al-
ready noted above, the isobars for the two training sets
are very similar. Both simulations lack a clear density
maximum. Instead, the density increases almost linearly
with decreasing temperature, with an abrupt jump to a
low-density amorphous ice phase around 210 K. This re-
sult is reproducible, as confirmed by the two independent
MLPs and thus independent of database details. A very
similar unsatisfactory result is observed for revPBEO-
D3/zd. Again, there is no discernible density maximum
and an abrupt transition to a sort of low-density amor-
phous ice structure occurs around 210 K. Both function-
als, optPBE and revPBE(0-D3/zd, overestimate the den-
sity difference between water and ice, which appears to be
the primary cause of the lack of a discernible density max-
imum. Also, their melting points occur at a very low tem-
perature. On the other hand, the revPBE(0-D3/BJ func-
tional predicts densities that are too low, somewhat sim-
ilar but slightly better than for the semi-local function-
als with vdW corrections. Similar to revPBE(0-D3/zd,
PBEO0-D3/zd yields a density that is too large but now a
density maximum is discernible, albeit at a temperature
that is too high, and the difference in density between
water and ice is quite close to the experimental value.
For PBE0-D3/BJ, the density isobar is very similar in
shape to revPBE(Q-D3/BJ, but shifted to higher densi-
ties and temperatures. In fact, the melting points for all
functionals are, in general, significantly too high, except
for optPBE and revPBE(0-D3/zd, which are too low.

It is worth noting that there are certain similarities
between semi-local and hybrid functionals regarding the
choice of the damping term. Specifically, the use of
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Becke-Johnson (BJ) damping tends to increase the den-
sity of ice compared to water. While this adversely af-
fects the performance of semi-local functionals, it has a
somewhat positive effect on hybrid functionals, restor-
ing the density maximum. But now the density differ-
ence between ice and water is again too small, so the
agreement with the experiment is still far from good.
Empirically mixing the machine-learning potentials for
revPBEO-D3 with zero damping and revPBEO0-D3 with
Becke-Johnson damping yields the most favorable out-
come (revPBE0O-D3/mix). To do so, the energies, forces,
and stress tensors in the two datasets are mixed using
a weighting factor 1/2. This is equivalent to recalculat-
ing the entire database with a damping function between
the two choices. This approach demonstrates excellent
agreement in predicting the density difference between
ice and water and results in a well-defined density max-
imum, albeit at temperatures that are somewhat lower
than experimentally observed, and with the maximum in
density occurring below the melting point. We estimate
that a similar mixture for PBE0-D3 would also improve
upon the standard dampings yielding a 1.5% too large
density and an isobar maximum around 315 K.

Lastly, we comment on the results using the SCAN
functional that are reasonable overall. We observe a dif-
ference in the water and ice density that closely matches
the experimental difference but shifted to higher tem-
peratures. Overall the density of water is about 5% too
large, but that seems acceptable considering the larger er-
rors of other functionals. The density maximum is, how-
ever, at a temperature (323 K) that is significantly too
high, and the system freezes at far too low temperatures
with respect to the temperature of maximum density, al-
though still quite higher compared to experiments. So
if one desires to simulate liquid water using SCAN, the
temperature should be set well above 330 K.

In summary, we have assessed the density isobar of wa-
ter and the melting temperature of ice for semi-local and
hybrid functionals with vdW corrections across a range
of commonly used density functionals. The outcomes,
unfortunately, are not particularly pleasing, as none of
the investigated functionals show good agreement with
experimental density isobars. It is challenging to deter-
mine whether the inadequacy lies in the nature of the
vdW correction or the specifics of the density function-
als, but both factors likely contribute. Also, it is impor-
tant to recognize that correlation effects are inherently
non-separable, as they operate at all distances and wave-
lengths and electronic excitations at one length-scale mix
with those at other length scales. This makes it challeng-
ing to isolate vdW interactions from other contributions.
Employing a damping function to truncate vdW interac-
tions at a certain range is necessarily heuristic, and even
parameter fitting to an extensive dataset does not en-
sure accurate predictions beyond the test set or for very
specific problems.

However, a few consistent observations emerge from
our study: accurately reproducing the density difference

DFT vdW Pice Pwater T Tmax
SCAN 0.966 1.025 299 321
optPBE 0.909 1.053 239 220
PBEO D3-zd 0.960 1.045 303 300
PBEO D3-BJ 0.951 0.987 330 327
revPBEO D3-zd 0.905 1.073 246 220
revPBEO D3-mix  0.910 0.997 270 263
revPBEO D3-BJ 0.915 0.958 289 280
revPBE D3-zd 0.875 0.921 283 284
revPBE D3-BJ 0.895 0.890 314 287
RPBE D3-zd 0.861 0.892 278 283
RPBE fly D3-zd 0.861 0.892 278 283
RPBE D3-BJ 0.892 0.887 310 289

Experimental 0.9999 1.0000 ~273 ~277

TABLE II. Density of hexagonal ice pice and water pwater at
the melting temperature T;, for the functionals considered in
the present work in g/cm. Values for the melting temperature
T and the temperature of at the maximum density Tax are
also shown in K.
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FIG. 2. Density difference between liquid water and ice as a
function of temperature at a pressure of ~ 1 bar (isobars).
The solid black line shows the difference between the experi-
mental value for liquid in Ref. [77] and for ice in Ref. [84].

between ice and water appears crucial for a reasonable
isobar shape. Functionals that overestimate the density
difference completely fail to generate a density maximum,
instead leading to an abrupt transition to a low-density

https://doi.org/10.26434/chemrxiv-2024-42pfg ORCID: https://orcid.org/0000-0001-8873-8445 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0


https://doi.org/10.26434/chemrxiv-2024-42pfg
https://orcid.org/0000-0001-8873-8445
https://creativecommons.org/licenses/by/4.0/

amorphous ice phase (e.g. optPBE). Conversely, func-
tionals with a small density difference or one in the cor-
rect range typically yield more reasonable isobar results,
albeit potentially shifted in temperature and density. No-
tably, the SCAN functional falls into this latter category,
with a density that is too high (5%) and a temperature
deviation of almost 20%.

Among the semi-local functionals, we recommend ei-
ther revPBE-D3/zd, as it provides the best overall den-
sity and accurate temperatures for the density maximum
and melting, or RPBE-D3/zd, which is only slightly in-
ferior for density, with a 4% larger error, although bet-
ter in the melting point, both giving similar difference
in density between water and ice. However, a common
issue with all semi-local functionals based on revised ver-
sions of PBE is an underestimation of the density of ice
and water. This might be partly caused by too long in-
tramolecular O-H bonds (1 % too large for the revised
PBE functions), but clearly this can be only part of the
issue.

In the case of hybrid functionals, there are only

marginal improvements. Results using zero damping
are generally unsatisfactory, as the density difference be-
tween ice and water is too large, precluding the obser-
vation of an isobar density maximum resembling exper-
imental results. Although BJ damping yields more rea-
sonable results, they are not markedly superior to those
using the semi-local functional RPBE-D3/zd. Empiri-
cally, we only achieve excellent agreement with the ex-
periment when we combine an MLP with zero damping
and BJ damping. We conclude that the state of density
functionals for water is not satisfactory, and much more
development effort will be required to resolve this issue.
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