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Abstract
The electron-nucleus hyperfine coupling constant is a challenging
property for density functional methods. For accurate results, hy-
brid functionals with a large amount of exact exchange are often
needed and there is no clear “one-for-all” functional, which de-
scribes the hyperfine coupling interaction for a large set of nu-
clei. To alleviate this unfavorable situation, we apply the adiabatic
connection random phase approximation (RPA) in its post-Kohn–
Sham fashion to this property as a first test. For simplicity, only the
Fermi-contact and spin–dipole terms are calculated within the non-
relativistic and the scalar-relativistic exact two-component frame-
work. This requires to solve a single coupled-perturbed Kohn–
Sham equation to evaluate the relaxed density matrix, which comes
with a modest increase in computational demands. RPA performs
remarkably well and substantially improves upon its Kohn–Sham
(KS) starting point while also reducing the dependence on the
KS reference. For main-group systems, RPA outperforms global,
range-separated, and local hybrid functionals—at similar computa-
tional costs. For transition-metal compounds and lanthanide com-
plexes, a similar performance as for hybrid functionals is observed.
In contrast, related post-Hartree–Fock methods such as Møller–
Plesset perturbation theory or CC2 perform worse than semilocal
density functionals.

Introduction
Molecular systems with an open-shell configuration such as organic
radicals, transition-metal catalysts, or lanthanide complexes play
an important role in many fields of chemistry and materials sci-
ence. These open-shell systems are routinely characterized with
electron paramagnetic resonance (EPR) spectroscopy.1–5 Here, the
g-tensor and the electron-nucleus hyperfine coupling (HFC) ten-
sor are among the decisive quantities to interpret the respective
EPR spectra. The g-tensor describes the interaction of the elec-
tron spin with the external magnetic field, whereas the hyperfine
coupling describes the interaction of the electron and nuclear mag-
netic moments. This hyperfine tensor is made up of the Fermi-
contact (FC), spin–dipole (SD), and the paramagnetic spin–orbit
(PSO) interaction. In a simple non-relativistic picture, the FC term
is directly related to the spin-excess density at the origin of the
nucleus and purely isotropic, whereas the SD term constitutes the
anisotropy of the tensor.6–10 Inclusion of scalar-relativistic effects
essentially leads to modifications of the respective FC and SD op-
erators but the spin-density in the vicinity of the nuclei is still the
key quantity. 11–18 Overall, the Fermi-contact (FC) term is of great
interest for single molecule magnets (SMMs) and their application
as molecular qubits for quantum information technologies. 19 Very

large HFCs may be obtained if the PSO interaction is small and the
FC term is large. 20,21 This can lead to so-called “clock transitions”
and an increase in phase memory time,21 as such SMMs are less
sensitive towards quantum decoherence.22,23

To support the interpretation of the EPR spectra or the in sil-
ico design of magnetic materials such as SMMs, quantum-chemical
methods are of great importance. However, the accurate description
of the electronic structure of open-shell systems is a complicated
task. Various methods from complete or restricted active space self-
consistent field (CASSCF/RASSCF) approaches to coupled-cluster
methods and density functional theory are routinely applied to EPR
properties, see, e.g., refs. 24–29. For large systems, the latter is the
method of choice in terms of feasibility. Unfortunately, the choice
of the density functional approximation (DFA) is a non-trivial task,
as the performance of a given DFA may be highly dependent on the
given molecule or nucleus.9,30–36

Over the past two decades, the adiabatic connection random
phase approximation37–39 (RPA) has emerged as a useful tool in
quantum chemistry and materials science.40–76 RPA methods can
be employed in a post-Kohn–Sham framework based on converged
Kohn–Sham orbitals40–61 or in a self-consistent fashion to account
for the density-driven error. 69–75 Analytical derivatives for chem-
ical properties were formulated for both frameworks. 77–81 Alter-
natively, the RPA correlation energy can be used as a functional
ingredient in the context of double hybrid functionals82 or σ -
functionals.83–88 Especially the latter class of functionals has re-
ceived recent interest.

Already the simplest approximation, i.e. direct RPA (dRPA),
shows many attractive features. 60,61 Although, dRPA correlation
energies show a dependence on the underlying KS reference they
are otherwise free from empiricism. When using non-empirical KS
functionals such as the generalized gradient approximation (GGA)
PBE 89 or the meta-generalized gradient approximations (meta-
GGAs) TPSS90 and r2SCAN 91,92 an accurate first-principles DFT
method is obtained. Second, it achieves similar accuracy as hy-
brid functionals without the need to compute Hartree–Fock (HF)
exchange in each self-consistent field (SCF) iteration. When RPA
is applied in post-Kohn–Sham framework, the SCF procedure is
solved with a semilocal DFA, and the RPA correlation energy and
HF exchange energy are computed only once. Third, RPA is appli-
cable to small-gap systems which is a distinctive feature over other
post-KS or post-HF approaches.

So far, the performance of RPA was mainly assessed for ener-
gies and geometry properties. 61 Magnetic properties are compa-
rably unexplored. Notable studies in this regard are the applica-
tion of dRPA to nuclear magnetic resonance (NMR) shieldings and
shifts,81,87 as well as its application to finite magnetic fields. 57,93

Given the success of RPA in quantum chemistry, further studies on
the performance of RPA for magnetic properties such as EPR pa-
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rameters are clearly desirable.
In this work, we assess the accuracy of the direct random phase

approximation as a post-Kohn–Sham method for the Fermi-contact
and the spin–dipole hyperfine coupling terms. This is done in a non-
relativistic and in the scalar-relativistic exact two-component 94–96

(X2C) framework. The results are intended to serve as a first test
across the periodic table of elements and help to guide future re-
search directions for accurate predictions of EPR properties.

Computational Methods

Theory
The FC and SD term can be evaluated as expectation values, i.e. the
matrix representation of the operators is contracted with the den-
sity matrix in the atomic orbital (AO) basis. In a non-relativistic
framework, these hyperfine coupling contributions in atomic units
read10,13

AFC
N =

4π

3c2
2

nα −nβ

PN ∑
µν

DS
µν ⟨µ|δ (⃗rN)|ν⟩ (1)

ASD
N,uv =

1
2c2

2
nα −nβ

PN ∑
µν

DS
µν ⟨µ|

3rN,u rN,v −δuv r2
N

r5
N

|ν⟩ (2)

where δ (⃗rN) denotes the Dirac delta distribution, δuv the Kronecker
delta, and DS

µν the AO spin excess density matrix element of the
basis functions µ , ν . c is the speed of light and u,v are the Carte-
sian directions. nα and nβ is the number of α and β electrons,
respectively. r⃗N denotes the electron-nucleus position vector and
rN refers to the norm. PN = βegeβNgN collects the electron and
nuclear g-factors ge and gN , as well as Bohr’s magneton βe, and
the nuclear magneton βN . With standard Kohn–Sham methods, the
one-particle density matrix is available from the eigenvectors

DKS
µνσ =

occ

∑
j

Cµ jσCν jσ (3)

where σ denotes the spin, µ,ν the AO basis functions, and i the
Kohn–Sham eigenstates. Here, the coefficients Cµ j of the ground-
state calculation are real, and only occupied (occ) orbitals are in-
cluded in the summation. For post-Kohn–Sham methods, the KS
density matrix DKS is changed due to electron correlation and or-
bital relaxation contributions. Thus, the RPA density matrix reads

DRPA = DKS +TAO +ZAO (4)

Here, TAO is the unrelaxed one-particle AO density matrix due to
RPA correlation and ZAO is the relaxation-only one-particle AO
density matrix. 78 This relaxed density matrix is also needed for
RPA geometry gradients77–79 and we briefly review its calcula-
tion with the resolution of the identity (RI) approximation as previ-
ously78 implemented in the TURBOMOLE program suite.97–101

The RI-RPA correlation energy is defined with an imaginary fre-
quency integration according to42

ERI-RPA =
1
2

∫
∞

−∞

dω

2π
tr [ln{1aux +Q(ω)}+Q(ω)] (5)

where all quantities are calculated in the RI auxiliary space (aux).
The matrix Q is defined as

Q = 2BTGB (6)

with the three-index matrix

BpqσP = ∑
µνQ

Cµ pσCνqσ (µν |Q)(Q|P)−1 (7)

Here, p,q denote general KS molecular orbitals (MOs) and P,Q
the RI auxiliary basis functions. We use Mulliken notation for the
electron repulsion integrals. B is also known from other methods
such as second-order Møller–Plesset perturbation theory102 (MP2)
or CC2. 103,104 The remaining matrix G in the MO space is given
as

G = ∆∆∆

(
∆∆∆

2 +ω
21
)−1

(8)

with the energy-dependent matrix

∆iaσ jbσ ′ = δσσ ′ (εa − εi)δi jδab (9)

i, j refer to occupied KS orbitals, whereas a,b refer to virtual KS
orbitals. ε are the KS energy eigenvalues.

The density correction T is evaluated in the MO space as
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∫
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M̃ is a symmetric supermatrix defined as

M̃ =GBQ̃BTG (12)

Q̃ = [1aux −Q(ω)]−1 −1aux (13)

Note that the occupied-virtual and virtual-occupied block is zero
due to missing relaxation terms. The calculation of this unre-
laxed density correction is the most time-consuming step of an RI-
RPA gradient and HFC calculation, as it asymptotically scales with
O(N4 logN). N measures the size of the system. It is also the most
demanding part in terms of memory and disk storage.78 For the
RPA density matrix, T is transformed to the AO space.

Orbital relaxation effects are included by solving the coupled-
perturbed Kohn–Sham (CPKS) equation(

∆∆∆+H+
ovov

)
Zov =−1

2
R (14)

Therefore, the relaxed density matrix Z only contributes to the
occupied-virtual (ov) and virtual-occupied MO tensor space. The
required matrix H+ generally reads

H+
iaσ jbσ ′ = 2 ∑

µνκλ

CµiσCνaσ

[
(µν |κλ )RI + f XC

µνσκλσ ′

]
Cκ jσ ′Cλbσ ′

(15)
H+ includes the two-electron Coulomb integral in the RI approxi-
mation 105–107 (RI-J) and the exchange-correlation (XC) kernel f XC

of the underlying KS reference in the adiabatic approximation. The
CPKS right-hand side R is given as

Riaσ = 2ε
HF
iaσ + γiaσ − γaiσ +

(
H+T

)
iaσ

(16)

where εεεHF is obtained by calculating the Fock matrix at the
converged KS orbitals. Here, the occupied-virtual block of the
Hartree–Fock (HF) matrix in the MO space is non-zero, as the KS
orbitals are not generally eigenfunctions of the Fock operator. Fi-
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nally, the matrix γ is defined as
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∫
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(17)
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2π
∑
b

(
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)
ibσ pbσ

(18)

and the right-hand side can be accumulated. Then, only Z is left to
be determined iteratively. Here, the single CPKS equation in Eq. 14
is solved similarly to excited-state properties.108 The solution vec-
tor Z is subsequently transformed to the AO space to construct the
RPA density matrix. Compared to the preceding calculation of the
unrelaxed density correction T, this step is computationally inex-
pensive. Overall, the calculation of the HFC and other properties
with the RI-RPA method 78 is computationally less demanding than
RI-MP2102 and RI-CC2 calculations,103,104 which scale as O(N5).

For an existing RPA gradient implementation, only the HFC ma-
trix needs to be interfaced into the RPA module. This holds for both
the non-relativistic and the scalar-relativistic framework, as the lat-
ter only affects the HFC matrix.

Computational Settings
First, we consider the test sets 1 (small main-group compounds) and
2 (large main-group compounds) of the Bartlett group described in
ref. 30. Structures are taken from the literature and the same ba-
sis sets as in the original benchmark study are applied to allow for
a consistent comparison to the coupled-cluster theory with singles,
doubles, and and perturbative triples CCSD(T). We omitted the Be
compounds of test set 1 and Zn-porphycene of test set 2 in the
present work, as this simplifies the basis set and auxiliary basis set
settings. The aug-cc-pVTZ-J basis set, 109–111 taken from the Basis
Set Exchange (BSE) library, 112–115 is employed for all elements.
To cover the most important rungs of Jacob’s ladder in DFT, 116,117

we apply the pure functionals BP86, 118,119 BLYP,118,120 PBE,89

TPSS,90 and r2SCAN91,92 as well as the global hybrids PBE0,121

TPSSh,122 and r2SCANh.123 For PBE, the range-separated hybrid
LC-ωPBE124 and the local hybrid LH14t-calPBE 125 are further
employed. The latter class is additionally represented by LH20t 126

and TMHF.33 Libxc is applied for r2SCAN and r2SCANh.127–129

All local hybrid functionals make use of a seminumerical integra-
tion scheme.130 Note that BLYP, PBE, TPSS, PBE0, and TPSSh
were already included in the original study of ref. 30. We only con-
sider the semilocal functionals BP86, 118,119 BLYP,118,120 PBE,89

TPSS,90 and r2SCAN91,92 as KS reference for the RPA calcu-
lations. Large integration grids are used (grid size 5a without
pruning).131–133 For comparison HF, MP2, and CC2 calculations
are carried out. For MP2 and CC2, the scaled same-spin (SCS)
and scaled opposite-spin (SOS) variants are also applied with the
standard factors. 134,135 RPA, 42 MP2,102 and CC2 103 make use of
the RI approximation with the aug-cc-pV6Z-RIFIT auxiliary basis
sets101,136 taken from the BSE library. 112–115 The RI approxima-
tion is not applied for the SCF procedure, which is converged with
tight thresholds of 10−8 Hartree for the energies and 10−7 for the
root mean square of the density matrix change. For MP2 and CC2,
the threshold for the norm of the residual vector in the solution of
the Z vector equations is set to 10−6. The imaginary frequency in-
tegration for RPA is carried out with the Gauss–Legendre method
and 120 integration points. We note in passing that 80 points are
already sufficient for converged hyperfine coupling constants. All
HF, MP2, CC2, DFT, and RPA calculations herein are performed
with TURBOMOLE97–101 for maximum consistency. For the eval-
uation of diethylaminyl, we chose to evaluate H6, H7, H10, H11 as
one data point due to the symmetry of the molecule instead of split-
ting them up into two as done in ref. 30. Throughout this work, we

list the results in MHz.
Second, we apply the RPA approach to a subset (ScO, TiF3, MnF,

MnO3, Mn(CO)5, Fe(CO)+5 ) of the transition metal complexes de-
scribed in ref. 36. The structures of these complexes are optimized
with the def2-TZVP basis set 137 and the TPSS functional90 using a
large grid (grid size 5 with pruning).131,132 Derivatives of quadra-
ture weights are included in the calculations. The D4 dispersion
correction138 is applied for the calculations, as well as the RI-J ap-
proximation with the def2-TZVP auxiliary basis set. 139 Tight con-
vergence thresholds of 10−8 Hartree are chosen for the energies.
For the structure optimization, the default convergence criteria of
10−6 Hartree and 10−3 Hartree/bohr were chosen. The optimiza-
tions are done within the following point group symmetries. TiF3
was optimized within D3h symmetry, MnO3 within C3v symme-
try, and Mn(CO)5 as well as Fe(CO)+5 within C4v symmetry. ScO
and MnF were optimized without symmetry constraints. We note
in passing that the experimental reference postulates D3h symme-
try for MnO3. 140 However, this symmetry is not obtained with the
TPSS functional, but with the PBE0 functional. The wavefunc-
tion obtained with PBE0 depicts strong spin-contamination with
⟨S2⟩ = 0.97, which is why we chose to use the TPSS result. The
calculations of the HFC constants are done with the same param-
eters and the same methods as for the test sets 1 and 2 of the
Bartlett group. Only the auxiliary basis for RPA, MP2, and CC2
is changed. The aug-cc-pV6Z-RIFIT auxiliary basis sets are only
used for the light atoms and the aug-cc-pV5Z-RIFIT auxiliary ba-
sis sets141 taken from the BSE library 112–115 are used for the metal
atoms because there is no aug-cc-pV6Z-RIFIT basis set available
for these elements. The symmetries of the molecules are not ex-
ploited for the HFC calculations.

Third, we apply the RPA approach to lanthanide single
molecule magnets with large hyperfine coupling constants, namely
[La(OAr*)3]−, [Lu(NR2)3]−, and [Lu(OAr*)3]− with OAr* =
2,6-Ad2-4-t-Bu-C6H2O, Ad = adamantyl, t-Bu= tert-butyl, R =
SiMe3 with Me = methyl. 21 To account for relativistic effects, we
use the spin-free exact two-component (X2C) Hamiltonian in the
diagonal local approximation to the unitary decoupling transfor-
mation (DLU), 142–144 as spin–orbit effects were shown to be small
for these compounds. 18,32,145,146 A finite nucleus model with a
Gaussian charge distribution147 is applied for the scalar potential
and the vector potential.148,149 The x2c-TZVPall-2c basis set is
applied for the lanthanide atoms, while the x2c-SVPall-2c basis set
is used otherwise. 150 We use large grids (grid size 4a without prun-
ing) for the numerical integration.131–133 The PBE,89 TPSS,90

r2SCAN91,92 PBE0,121 TPSSh,122 r2SCANh,123 LC-ωPBE,124

and LH14t-calPBE 125 functionals are considered. The SCF pro-
cedure is converged with tight thresholds of 10−8 Hartree for the
energies and 10−7 for the root mean square of the density matrix
change. A canonical orthogonalization with a threshold of 10−4 is
employed to accelerate the SCF convergence. Only for the PBE,
TPSS, and r2SCAN calculations of [La(OAr*)3]− without COSMO
(see the following sentences), the canoncial orthogonalization is
disabled as it hindered the SCF convergence. The conductor-like
screening model151,152 (COSMO) is applied with the parameters
for tetrahydrofurane (permittivity of 7.52) and the default radii are
applied ( La = 2.2230, Lu = 2.2230, C= 2.0000, O = 1.7200, H
= 1.3000, Si = 2.2000, N = 1.8300; all radii in Ångström). The
RI-J approximation is only used for the RPA calculations with a
tailored fitting basis set (see Supporting Information). Principal
components of the HFC tensor are obtained from the symmetric
form of the tensor. Computationally optimized structures are taken
from the literature. 21 Currently, the RPA relaxed density is com-
puted without COSMO. 78 We estimate the impact of this error by
performing semilocal DFT and RPA calculations without COSMO
throughout, see Supporting Information.

3
https://doi.org/10.26434/chemrxiv-2024-21b1k ORCID: https://orcid.org/0000-0002-8344-113X Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-21b1k
https://orcid.org/0000-0002-8344-113X
https://creativecommons.org/licenses/by-nc-nd/4.0/


Figure 1: Statistical evaluation of various DFT methods for the test set 1 of ref. 30 consisting of 23 small main-group radials. Deviations are
measured with respect to CCSD(T) results in MHz. Results with HF and MP2 are omitted in this figure, as large errors are observed with
these methods. CCSD results are taken from ref. 30. Individual results and spin expectation values are listed in the Supporting Information.
The set includes twenty-two 1H, two 11B, seventeen 13C, four 14N, eight 17O, one 19F, one 31P, two 33S, and one 35Cl chemically inequivalent
nuclei.

Results and Discussion

Small Main-Group Systems
A set of small main-group systems is considered first as high-level
CCSD(T) results are available. It was shown that CCSD(T) per-
forms excellently for the HFC of the given test set.30 When neglect-
ing spin–orbit effects and the PSO term, the isotropic HFC constant
consists of the FC term, as the SD term only affects the anisotropy
and the principal components. Thus, the comparison to CCSD(T)
results essentially assesses the accuracy of the spin excess density
at the respective nuclei. The mean signed errors (MSE), mean ab-
solute errors (MAE), and root mean square errors (RMSE) for the
test set composed out of the small main-group systems with respect
to the CCSD(T) results for the HFC constants in ref. 30 are shown
in Figure 1. RPA can be easily included in the accuracy ordering
of ref. 30 right behind the coupled-cluster approaches. That is, the
quality of the HFC constants for small organic radicals follow the
ordering CCSD > RPA > Hybrid DFAs > Semilocal DFAs > CC2 >
MP2 > HF. In contrast, a detailed ordering of the hybrid DFAs with
global, range-separated, and local hybrids is difficult, as already ob-
served in ref. 30 for GGA-based global hybrids, meta-GGA-based
global hybrids, and range-separated hybrids. Removing nuclei with
a HFC of more than 1000 MHz from the test set leads to essentially
the same ordering, see Supporting Information.

Turning towards the DFT treatment in detail, the MAEs are
clearly reduced and especially RPA performs excellently. Four
of the five employed RPA approaches produce the four lowest
MAEs. Only the local hybrid LH14t-calPBE leads to a lower
MAE of 9.7 MHz in comparison to the “worst” RPA approach,

namely RPA@BLYP. Additionally, the RPA MAEs are remarkably
close together and span a range of 8.1 MHz (RPA@r2SCAN) to
10.5 MHz (RPA@BLYP). In comparison, the MAEs for the corre-
sponding pure functionals span a range from 13.1 MHz (TPSS) to
17.3 MHz (BLYP). However, this does not necessarily hold for all
individual data points. Here, the GGA-based RPA results tend to be
rather close to each other, while the meta-GGA-based results might
deviate more. For instance, the HFC constants of CH are described
very differently with RPA@TPSS compared to the other RPA ap-
proaches. The considered global hybrids span a range of 11.7 MHz
(PBE0) to 18.9 MHz (r2SCANh), whereas the PBE-based range-
separated hybrid LC-ωPBE leads to an MAE of 18.8 MHz. The
three local hybrids are very far apart with an MAE of 9.7 MHz
for LH14t-calPBE, 15.9 MHz for LH20t and 19.9 MHz for TMHF.
Therefore, RPA leads to the most notable improvement upon PBE
and the admixture of exact exchange with global hybrids, range-
separation, as well as a fully local admixture is inferior in this re-
gard.

With respect to the RMSE, the RPA results are a somewhat
more spread out and span a range of 13.2 MHz (RPA@r2SCAN)
to 20.5 MHz (RPA@BLYP). This makes RPA@r2SCAN the best
method in comparison to CCSD(T) for the small test set, as
it produces both the lowest MAE and the lowest RMSE. For
the other DFT approaches, the RMSE values are even more
spread out. Functionals without exact exchange produce RMSEs
from 16.6 MHz (TPSS) to 35.0 MHz (PBE), global hybrids from
15.7 MHz (TPSSh) to 23.0 MHz (PBE0), and local hybrids from
17.0 MHz (LH14t-calPBE) to 35.5 MHz (TMHF).

The excellent performance of RPA is even more remarkable
when comparing it to MP2 and CC2 which come with increased
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Figure 2: Statistical evaluation of various DFT methods for the test set 2 of ref. 30 consisting of 8 large main-group systems. Deviations are
measured with respect to CCSD results in MHz. Results with HF, MP2, and CC2 are omitted in this figure, as large errors are observed with
these methods. Individual results and spin expectation values are listed in the Supporting Information. The test set includes thirty-three 1H,
thirty-two 13C, six 14N, one 17O, and one 33S chemically inequivalent nuclei.

computational demands. HF and the MP2 methods lead to large
MAE (ranging from 38.5 MHz for MP2 to 80.2 MHz for HF) and
RMSE values (ranging from 57.9 MHz for MP2 to 111.3 MHz for
HF). The different CC2 approaches lead to MAEs from 17.4 MHz
(CC2) to 23.2 MHz (SOS-CC2) and to RMSEs from 29.3 MHz
(CC2) to 34.7 MHz (SOS-CC2). Therefore, reliable post-HF re-
sults already require a very expensive treatment of electron correla-
tion with at least CCSD.

We note that the performance of r2SCAN observed in the present
work is in striking contrast to the behavior found for its parent
SCAN153 in ref. 30. This can be rationalized by the pronounced
grid sensitivity of SCAN,91,154,155 which is especially detrimental
for properties depending on the density in the vicinity of the nuclei.
In line with our previous work on magnetic properties,146,156–159

r2SCAN is a rather stable and robust functional. Therefore, we rec-
ommend to only use r2SCAN and not SCAN for EPR and RPA
calculations.

Overall, the RPA approaches produces good results with respect
to both the MAEs and the RMSEs. Especially RPA@r2SCAN per-
forms almost as good as CCSD. In comparison to established hy-
brid functionals, the results are of similar quality or even better.
Additionally, the median RPA results are not notably reliant on the
chosen DFA as starting point. All semilocal DFA starting points
lead to very similar results, especially compared to the rather broad
span of the results with semilocal DFT. Thus, RPA alleviates the
difficult choice of finding the “right” DFA.

Large Main-Group Systems
The mean signed errors, mean absolute errors, and root mean
square errors for the test set composed out of large organic sys-

tems with respect to the CCSD results for the HFC constants in ref.
30 are shown in Figure 2. Results for all employed methods are
depicted, except for HF, MP2 and CC2 methods because of large
MAEs, ranging from 17.6 MHz for CC2 to 44.1 MHz for HF. The
same holds for the RMSE values, ranging from 24.8 MHz for CC2
to 58.2 MHz for HF. Note that the MAEs and RMSEs for this test
set are generally smaller, which is at least partly caused by the over-
all smaller values of the calculated HFC constants.

For the MAEs, the RPA approach produces good but not the
best results. Here, the MAEs range from 2.6 MHz (RPA@TPSS)
to 3.1 MHz (RPA@r2SCAN), which is again a remarkably small
margin. For the individual data points, the RPA results based on the
GGAs tend to be closer together and the results based on the meta-
GGAs deviate slightly more from them. This shows again that the
post-KS RPA still depends on the underlying KS density functional
approximation and self-consistent RPA would be needed to remove
this dependence. Of course, self-consistency comes with increased
computational costs and the electron density of open-shell systems
is often challenging to converge.

The PBE based local hybrid LH14t-calPBE features the lowest
MAE with a value of 2.0 MHz, while LH20t gives the largest MAE
of 6.0 MHz among the considered local hybrids. For both test sets,
LH20t and TMHF are less robust than LH14t-calPBE. Global hy-
brids span a range from 2.0 MHz (PBE0) to 5.2 MHz (r2SCANh)
and the pure functionals result in MAEs from 4.4 MHz (r2SCAN) to
7.8 MHz (BLYP). The range-separated LC-ωPBE leads to a mean
error of 4.1 MHz. Just like for the first test set, the admixture of
exact exchange worsens the performance of r2SCAN, while appli-
cation of the random phase approximation upon the semilocal DFA
leads to an improvement.

The RMSE results are similar to the MAE results. For the RPA
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Table 1: Isotropic hyperfine coupling constants (in MHz) of 3d transition metals within small compounds using various DFT meth-
ods and comparison to the experimental findings (Expt.) as collected in ref. 36. HF, MP2, and CC2 results are only given in the
Supporting Information.

ScO TiF3 MnF MnO3 Mn(CO)5 Fe(CO)+5
BP86 1936 −220 492 1851 12 1
BLYP 2016 −224 520 1898 18 2
PBE 1872 −216 478 1844 10 0
TPSS 1762 −205 480 1792 15 2
r2SCAN 1832 −223 522 1777 26 5
RPA@BP86 1663 −193 384 1682 5 −4
RPA@BLYP 1664 −192 384 1681 7 −4
RPA@PBE 1665 −193 384 1683 5 −4
RPA@TPSS 1694 −193 384 1687 9 −3
RPA@r2SCAN 1684 −192 383 1669 6 −4
PBE0 1834 −184 434 1466 −1 −5
TPSSh 1758 −192 462 1669 10 −0
r2SCANh 1841 −211 503 1646 22 3
LC-ωPBE 1863 −184 486 1649 31 1
LH14t-calPBE 1946 −192 464 1621 5 −4
LH20t 1899 −180 441 1547 2 −4
TMHF 1889 −195 504 1676 41 4

Expt. 1947 −185 442 1613 6 −2

approaches, the RMSEs appear in a close range from 3.7 MHz
(RPA@TPSS) to 4.1 MHz (RPA@PBE). Results for the global hy-
brids range from 2.9 MHz (LH14t-calPBE) to 8.5 MHz (LH20t).
For the local hybrids they range from 2.9 MHz (PBE0) to 7.7 MHz
(r2SCANh) and for the pure functionals they are in the region
of 6.5 MHz (TPSS) to 10.3 MHz (BP86). LC-ωPBE leads to an
RMSE of 6.8 MHz. Therefore, the ordering of accuracy according
to RPA > Hybrid DFAs > Semilocal DFAs > CC2 > MP2 > HF is
also valid for the test set with larger molecular systems.

To sum up the results of test sets 1 and 2, the RPA approaches
produce very good MAE and RMSE values in comparison to the
other considered methods. This holds for all tested starting points.
Notably, also LH14t-calPBE, PBE0, and TPSSh produce very good
results for both test sets. The robust performance of PBE0 and
TPSSh was already observed in the original study of ref. 30. Con-
cerning the range of the results for each rung of Jacob’s ladder,
RPA outperforms the semilocal and hybrid functionals. Addition-
ally, RPA also clearly outperforms MP2 and CC2 representing post-
Hartree–Fock methods—although these come with increased com-
putational costs compared to RPA.

Transition-Metal Systems
In order to test whether the RPA approach can lead to good results
for transition-metal systems, which are often studied with EPR ex-
periments, a subset of the compounds investigated in ref. 36 is con-
sidered. To do so, small molecules with a known Fermi-contact
HFC constant are studied. The electronic structure of ScO, TiF3,
MnO3, Mn(CO)5, and Fe(CO)+5 is made up of one unpaired elec-
tron, whereas that of MnF includes six unpaired electrons.

In Table 1, the calculated HFC constants of the 3d transition
metals within those compounds are compared to experimental val-
ues,140,160–164 which were collected in ref. 36. Only the results for
the DFT based approaches are shown. HF, MP2, and CC2 results
are listed in the Supporting information as these methods perform
poorly. As expected, especially MP2 leads to very large errors.

As already observed for the first two test sets, the different RPA
results are quite similar to each other and again relatively indepen-
dent on the chosen DFA. The agreement with experiment is gener-

ally very good, with the exception of ScO. Here, the absolute devi-
ations for the RPA approaches range from 253 MHz (RPA@TPSS)
to 284 MHz (RPA@BP86) or from around 13% to 15%. This is
larger than for any other of the considered methods, except for HF.
The deviations of around 13% from the experimental value for MnF
are also among the larger observed deviations for the considered
DFT approaches. However, the RPA approaches work particularly
well for the small HFC constants of Mn(CO)5 and Fe(CO)+5 . Here,
the correct order of magnitude and the sign of the experiment is
reproduced.

Additionally, the overall best results are obtained by LH14t-
calPBE, which is in very good agreement for all of the considered
experimental values. LH20t is also in very good agreement with
experiment. Both give a correct description of the two small con-
stants on Mn(CO)5 and Fe(CO)+5 . The other considered functionals
give generally reasonable results with varying degrees of accuracy
in terms of absolute values. A weak point is a good description
of the small constants on Mn(CO)5 and Fe(CO)+5 . Often, one of
the signs is wrong or the HFC constant on Mn(CO)5 is too large
in relative terms. Except for the RPA approaches, LH14t-calPBE,
and LH20t, only TPSSh leads to good results for both small HFC
constants.

Overall, RPA performs well for central atoms HFC of the consid-
ered transition-metal compounds. The results only clearly fall be-
hind the very good agreement with experiment for LH14t-calPBE
and LH20t. This is mainly due to larger deviations for ScO and
MnF. The decisive point of the RPA approaches is again the relative
independence of the results on the chosen DFA starting point. Ad-
ditionally, the RPA approaches allow for a good description of two
considered small HFCs. However, the set of considered molecules
is relatively small and the PSO term needs to be generalized to RPA
for broad applicability among transition-metal systems.

Lanthanide Single Molecule Magnets
In Table 2, calculated values for the principal components and the
isotropic HFC constants of the three lanthanide single molecule
magnets [La(OAr*)3]−, [Lu(NR2)3]−, and [Lu(OAr*)3]− are com-
pared to the experimental findings of ref. 21. These molecules
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Table 2: Principal components of the HFC-tensor A and the isotropic constant Aiso (in MHz) for the three spin- 1
2 La(II) and Lu(II)

molecules [La(OAr*)3]−, [Lu(NR2)3]−, and [Lu(OAr*)3]− with the scalar-relativistic DLU-X2C Hamiltonian and the x2c-TZVPall-
2c/x2c-SVPall-2c basis set. Experimental results (Expt.) are taken from ref. 21. Isotropic constants and spin expectation values are
listed in the Supporting Information. The experimental uncertainties for the principal components and the isotropic constants are ±
25 MHz for [La(OAr∗)3]− and ± 50 for [Lu(NR2)3]− as well as [Lu(OAr∗)3]−.

[La(OAr∗)3]− [Lu(NR2)3]− [Lu(OAr∗)3]−

Method A11 A22 A33 Aiso A11 A22 A33 Aiso A11 A22 A33 Aiso

PBE 1779 1779 1758 1772 2221 2221 2211 2218 3192 3192 3167 3184
TPSS 1764 1764 1757 1753 2266 2266 2240 2258 3189 3189 3145 3174
r2SCAN 1810 1810 1733 1785 2386 2386 2328 2367 3269 3269 3189 3242
RPA@PBE 2033 2033 1981 2015 2450 2450 2413 2437 3388 3388 3331 3369
RPA@TPSS 2016 2016 1962 1998 2431 2431 2393 2418 3353 3353 3296 3334
RPA@r2SCAN 2005 2005 1948 1986 2413 2413 2375 2400 3354 3354 3296 3335
PBE0 1845 1845 1788 1826 2268 2268 2234 2257 3278 3278 3217 3257
TPSSh 1789 1789 1741 1773 2275 2275 2241 2264 3216 3216 3161 3198
r2SCANh 1847 1847 1760 1818 2394 2394 2330 2373 3304 3304 3215 3275
LC-ωPBE 2043 2043 1937 2008 2396 2396 2372 2388 3534 3534 3462 3510
LH14t-calPBE 1971 1971 1932 1958 2462 2462 2442 2455 3450 3450 3406 3436

Expt. 1870 1870 1780 1840 2480 2550 2300 2443 3500 3500 3400 3467

show very large hyperfine coupling constants and [La(OAr*)3]−

and [Lu(OAr*)3]− consist of more than 200 atoms. Therefore,
these complexes serve as an example for extended systems with
a pronounced spin excess density at a heavy nucleus.

For the lanthanide systems, we broaden our view from the HFC
constants to the principal components of the tensors, as these
demonstrate the axial symmetry of the large molecules. Note that
we only show scalar-relativistic results here. Due to the large s
character of the unpaired electron, 21 the FC term dominates the
HFC constant.32 Therefore, a scalar-relativistic treatment is suffi-
cient for the HFC constant, as shown in ref. 18. Matters are dif-
ferent for lanthanide systems with open f shells or more unpaired
electrons.16,25,32,146 Then, inclusion of spin–orbit coupling is key
to accurate results.

Looking first at the principle components, the axial symmetry
of the principle components is obtained with all methods. PBE
severely underestimates the difference of A11 and A22 to A33,
whereas RPA@PBE and the hybrids alleviate this situation. As ob-
served before, the RPA results span a smaller range than the pure
DFA results they are based on. Especially, r2SCAN deviates more
notably from PBE and TPSS. Both RPA and the admixture of exact
exchange leads to a very consistent increase of all principal compo-
nents and consequently the isotropic hyperfine coupling constants.
Therefore, RPA and hybrids clearly lead to an improvement for the
Lu compounds, as semilocal DFAs such as PBE and TPSS substan-
tially underestimate the hyperfine coupling. For the La complex,
semilocal DFAs already lead to a very good agreement with the ex-
periment. Here, RPA or range-separated and local hybrids result in
too large hyperfine couplings.

The overall best result for the isotropic HFC constants of all
three molecules is obtained for LH14t-calPBE with small devia-
tions of 12 MHz and 54 MHz for [Lu(NR2)3]− and [Lu(OAr*)3]−,
respectively, and a very reasonable deviation of 118 MHz for
[La(OAr*)3]−. For the Lu complexes, the results of LH14t-calPBE
are within the experimental uncertainties. The PBE-based func-
tionals show that the hyperfine coupling is very sensitive towards
the detailed admixture of exact exchange. RPA@PBE leads to re-
sults in the range of the three hybrids PBE0, LC-ωPBE, and LH14t-
calPBE. Additionally, the RPA results of the different KS starting
points are again very close together. The deviations are overall in
the same region as for the other DFT approaches and the agreement
with experiment is reasonable.

In terms of computational costs, the RPA calculations of the
larger complexes [La(OAr*)3]− and [Lu(OAr*)3]− take roughly
one day on a central processing unit of type Intel Xeon Gold
6212U at 2.40 GHz with 24 threads or about two days with
12 threads (shared memory parallelization with Open Multi-
Processing). Overall, RPA in its post-KS fashion is easily appli-
cable to extended systems when using the resolution of the identity
approximation.42,78

To sum up, it is demonstrated that the RPA approach also works
on large lanthanide systems with a spin excess density with pro-
nounced s character. This was demonstrated both for the principle
components of the HFC tensor and the isotropic HFC constant. In
comparison to the other considered DFT methods, the RPA calcu-
lations do not result in the best agreement with experiment overall,
but are generally on the same level as hybrid functionals. In a direct
comparison between the RPA methods and the corresponding pure
functionals for the HFC constants, the deviations for [La(OAr*)3]−

were smaller with the respective KS reference, while the RPA re-
sults lead to a smaller deviation from experiment for [Lu(NR2)3]−

and [Lu(OAr*)3]−.

Conclusion
Our results show that RPA performs remarkably well for hyper-
fine coupling constants and tends to substantially improve upon
its KS reference. It clearly outperforms post-Hartree–Fock meth-
ods such as MP2 and CC2, while coming with reduced computa-
tional demands. Notably, the RPA results only show a minor de-
pendence on the KS reference. Moreover, RI-RPA is applicable to
large molecules as shown for the lanthanide single molecule mag-
nets with more than 200 atoms. This means that RPA is expected
to become a useful tool for the study of EPR hyperfine coupling
constants.

Extensions of the described framework are possible in multiple
directions, namely the inclusion of the PSO term, extension to the
class of σ -functionals, or the generalization to self-consistent RPA
methods.
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Supporting Information Available
Supporting Information is available with the structures optimized in
this work and the Cartesian coordinates obtained from the Z-matrix
information of ref. 30 (zip archive with txt files), employed RI-RPA
auxiliary basis set for the lanthanide single molecule magnets (txt
file), and complete data (zip archive with xlsx files).
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