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Efficient OLEDs need to quickly convert singlet and triplet excitons into photons. Molecules with
an inverted singlet-triplet energy gap (INVEST) are promising candidates for this task. However,
typical INVEST molecules have drawbacks like too low oscillator strengths and excitation energies.
High-throughput screening could identify suitable INVEST molecules, but existing methods are
problematic: The workhorse method TD-DFT can’t reproduce gap inversion, while wavefunction-
based methods are too slow. This study proposes a state-specific method based on unrestricted
Kohn-Sham DFT with common hybrid functionals. Tuned on the new INVEST15 benchmark set,
this method achieves an error of less than 1 kcal/mol, which is traced back to error cancellation
between spin contamination and dynamic correlation. Applied to the larger and structurally diverse
NAH159 set in a black-box fashion, the method maintains a small error (1.2 kcal/mol) and accurately
predicts gap signs in 83% of cases, confirming its robustness and suitability for screening workflows.

Introduction — Molecules with an inverted singlet-
triplet energy gap (INVEST) have become a hot re-
search topic as they would enable highly efficient emit-
ters for organic light-emitting diodes (OLEDs).1–12 In
OLEDs, excited states (or excitons) are created by re-
combining electrons and holes.13 According to Fermi-
Dirac spin statistics, the ratio of singlet to triplet ex-
cited states generated via recombination is 1:3. Hence,
any purely fluorescent emitter’s internal quantum effi-
ciency (IQE) is limited to 25%. Overcoming this lim-
itation, modern emitters can thus harvest singlet and
triplet excited states, either via phosphorescence in so-
called PhOLEDs, or by upcycling triplets via reverse
intersystem crossing (rISC) into light-emitting singlet
excited states. The latter phenomenon is termed ther-
mally activated delayed fluorescence (TADF) and has
been intensively studied.11,14–20
A key property of TADF emitters is a small energy gap
∆EST between S1 and T1 states17,18

∆EST = ES1 − ET1 , (1)

which is necessary to enable efficient triplet up-
conversion. This is typically achieved by introducing
a large spatial separation between the highest occupied
molecular orbital (HOMO), located on a donor, and
the lowest unoccupied molecular orbital (LUMO), lo-
cated on the acceptor. A problem of this straightfor-
ward design is that small overlap also leads to vanish-
ing spin-orbit coupling (SOC) and oscillator strength
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(fosc) between the states of interest,21 which negatively
impacts (r)ISC and radiative decay rates. Addition-
ally, such classical D-A-type TADF emitters exhibit
the broad emission peaks characteristic of long-range
charge-transfer (LRCT) states, which is the opposite of
the desired sharp (color-pure) emission.22

In these regards, the discovery of multi-resonance
TADF (MR-TADF) emitters changed the picture.22 In
contrast to the D-A architecture, MR emitters achieve a
small electron-hole overlap by distributing the HOMO
and the LUMO on alternating positions of an aromatic
π-system.23 Althought this does not reduce electron-
hole overlap as much as in D-A emitters and, in turn,
leads to larger singlet-triplet gaps, other photophysi-
cal properties of MR-TADF emitter are more favorable:
The emission spectrum of MR-emitters is sharp and
thus color pure with high oscillator strength.22,24 Be-
cause of this and further desirable properties, DABNA
and its derivatives are used as fluorescent blue emitters
in mass-produced OLED displays.25

Regarding their molecular and electronic structure,
MR-type emitters can be regarded as a bridging ele-
ment between classical D-A-type TADF emitters and
INVEST-type emitters (cf. Figure 1). Analogous to
MR-TADF emitters, INVEST emitters give up the spa-
tial separation between donor and acceptor in favor
of a strategy with alternating orbital lobes. The per-
haps most prototypical examples for INVEST systems
are cycl[3.3.3]azine and its derivatives, of which hep-
tazine, a nitrogen-doped variant, has been experimen-
tally shown to have properties that confirm an inverted
∆EST.11 In a two-dimensional polymeric variant of hep-
tazine, amorphous carbon nitride, Actis et al. observed
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Figure 1. Hole and electron molecular orbitals (MO) from a ∆UKS calculation with the FX175-ωPBE functional for a donor-
acceptor type TADF emitter (DA-TADF), a multi-resonant TADF emitter (MR-TADF) and an inverted singlet-triplet gap
molecule (INVEST), isovalues of 0.08 Bohr−3 and 0.04 Bohr−3 were used for the inner (solid) and outer (transparent)
isosurface respectively.

in steady-state optical spectroscopy an inversion of sin-
glet and triplet excitons by roughly 0.2 eV.26 During the
final stages of the preparation of this manuscript, an-
other study reported the experimental determination of
INVEST for a pentaazaphenalene (molecule #4 in our
INVEST15 benchmark introduced below) derivative.27

The special structure of these triangulene-like sys-
tems leads to an inversion of the singlet-triplet gap,
meaning that in violation of Hund’s rule, the S1 is en-
ergetically lower than T1. As a result, rISC changes
from an uphill conversion process of triplet to singlet
excitons in DA- and MR-TADF emitters to a down-
hill process in INVEST systems, which should trans-
late into more efficient triplet harvesting and lower ef-
ficiency roll-off at high brightness. However, the in-
verted gap comes at a cost: The electronic structure
that gives rise to an inverted gap causes poor pho-
tophysical properties, such as low oscillator strengths.
Therefore, it is one of the most essential tasks to find
INVEST emitters that combine an inverted gap with fa-
vorable emission properties.7 Unfortunately, systematic
high-throughput screenings are hindered by the reality
that MR-TADF and INVEST emitters are only poorly
described by time-dependent density functional theory
(TD-DFT28), which is by far the most prominent and
efficient workhorse in materials science. More specif-
ically, it seems that the short-range charge-transfer
(SRCT) states that emerge from the MR-TADF and
INVEST scaffolds are poorly described by TD-DFT
and its Tamm-Dancoff-approximated variant (TDA-
DFT29), which predicts systematically too high singlet
excitation energies and qualitatively wrong ∆EST (vide
infra). In contrast to the shortcomings of TD-DFT with
the description of the LRCT states and their dielectric

embedding in classical TADF emitters,30,31 the issues
TD-DFT has with SRCT states can not be mitigated
by using modern functionals and more complete solva-
tion models, but are inherent to the underlying theory.

Hall and coworkers tested a variety of hybrid
and range-separated hybrid functionals with different
amounts of Fock exchange (FX) and range-separation
parameters for MR-TADF emitters.32 They attributed
the imbalanced description of S1 and T1 with errors in
∆EST of up to 1.0 eV to the absence of doubly-excited
determinants in TD(A)-DFT, which affects the excited
singlet states much more than the triplets.33 In their
recent study, which employed wavefunction-based cor-
related methods in addition to TD-DFT, Drwal et al.
pointed out an implicit connection between doubly ex-
cited determinants and spin-polarization effects, which
specifically stabilize the S1 state out of a pair of singlet
and triplet excited states involving the same molecular
orbitals.34 The spin-polarisation balances the increasing
electron-hole overlap and dynamical correlation, which
together destabilize the S1 relative to the T1 state. Fur-
ther works confirm the hypothesis that doubly excited
determinants exert a large and selective influence on the
energy of the singlet excited state.1,5,35–37 This differ-
ent impact of doubly excited configurations on singlet
and triplet states explains why in wavefunction theory,
highly correlated methods including at least up to triple
substitutions are required for a balanced description of
INVEST molecules (vide infra).

The conclusion derived by most authors is that
computationally demanding correlated wavefunction-
based approaches are necessary to describe the inver-
sion of S1 relative to T1. For example, linear-response
second-order approximate coupled cluster singles and
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doubles (LR-CC238), second-order algebraic diagram-
matic construction (ADC(2)39,40) and their spin-scaled
variants41,42 (SCS-CC2, SCS-ADC(2)), as well as state-
averaged complete-active space self-consistent-field-
based approaches (SA-CASSCF43, SC-NEVPT244, and
CASPT245,46) are often used to study INVEST emit-
ters because they include these effects at a manageable
computational cost.6,7,36,37,47 However, in face of the
importance of doubly excited determinants, it is sur-
prising that second-order methods like CC2 or ADC(2)
perform quite well for INVEST cases.

Further studies seek a more complete description
that includes even higher-order correlation effects us-
ing state-specific coupled cluster with up to triple sub-
stitutions. Notably, Dreuw et al. reported a decrease
of the inverted gaps or even positive ∆EST-values for
prototypical INVEST emitters when they systemati-
cally converged the level of theory by increasing ba-
sis set size and correlation treatment, questioning the
existence of inverted ST-gaps.48 Specifically, they used
a state-specific coupled cluster approach with unre-
stricted Hartree-Fock reference wavefunctions [termed
∆CCSD(T)@HF49], as well as the ADC method of up
to third order.34 Meanwhile, a minimal CASSCF(2,2)
reference in Mukherjee’s MRCC-formalism [Mk-MR-
CCSD(T)@CAS(2,2)50,51] used by Drwal et al. tends
to yield more negative gaps.34

Having established that various high-level single- and
multi-reference methods agree with each other and
can thus be considered converged, Loos and cowork-
ers recently demonstrated that also the relatively ef-
ficient LR-CC2 and ADC(2) methods agree surpris-
ingly well with EOM-CC352 and EOM-CCSDT53.47 Al-
though this agreement has been traced back to error-
cancellation effects, it means that INVEST systems can
be modeled with widely available and relatively efficient
(compared to MR-CC) ADC(2) or LR-CC2 methods.
However, even these calculations take hours for typi-
cal INVEST molecules with converged, i.e., augmented
triple-zeta basis sets, rendering them too costly to exe-
cute automatic screening workflows with thousands or
even millions of molecules.

Addressing this major challenge, a recent work
by Jorner and coworkers has presented a special-
purpose semi-empirical quantum-chemical method fo-
cusing on the π-electrons (PPP theory).54 Exploiting
dynamic spin-polarization to recover the gap inversion,
their PPP method shows a promising correlation with
ADC(2) calculations after introducing several correc-
tion terms. While clear advantages of the method are its
speed (less than a second per molecule) and robustness
against technical issues (> 99.9% convergence in a test
application), downsides are that it requires specialized
software andl, moreover, a clear separation between σ
and π-electrons, which excludes some functional groups.

This study presents a less approximate and thus

slightly more costly (minutes per molecule) approach
to predict ∆EST and absolute state energies accurately
and reliably with standard quantum-chemical software
packages. To this end, we use state-specific unrestricted
Kohn-Sham (UKS) DFT, targeting the respective sin-
glet (and triplet) states by converging a non-Aufbau
initial guess (typically HOMO-LUMO) with the help
of the initial maximum-overlap method (IMOM),55,56.
Since this state-specific approach treats each excited
state separately, orbital relaxation effects for any excita-
tion are explicitly included in the description at a much
lower cost than comparably accurate response methods.
In addition to UKS, we test the closely related restricted
open-shell Kohn-Sham (ROKS)57–59 method, which, in
contrast to UKS, provides a correct open-shell singlet
with ⟨S2⟩ = 0. To illustrate the approach, we explore
the influence of the functional, focusing on the type
and amount of exact exchange mixing, which has by far
the largest impact on the computed gaps. The method
is tested in comparison to high-level reference values
collected from the literature for a set of 15 INVEST
molecules sharing the prominent cyclazine motif. We
then rationalize the reliability of the ∆UKS approach
by comparing it to state-specific post-SCF correlation
methods. Finally, we apply the approach to a larger and
structurally diverse validation set, introducing a simple
trick to eliminate issues relating to the state-specific
nature of the approach, thereby increasing its robust-
ness as is required for an application in high-throughput
screenings.

Benchmark Set and Reference Values — Based
on recently published high-level calculations, we com-
piled the benchmark set INVEST15, which includes 15
INVEST emitters based on the cyclazine-scaffold, fea-
turing various doping patterns and heteroatoms. 10 of
the 15 molecules were taken from a recent work of Loos
et al.47, in which they provided theoretical best esti-
mates (TBE) using the most accurate methods avail-
able for those types of molecules, namely EOM-CC3
and EOM-CCSDT (with incremental corrections up to
augmented triple zeta basis set level). Five additional
literature-known INVEST emitters, namely 336 and 10,
11, 14 and 157 originating from two papers of Ricci
et al. were picked to diversify our test set and dop-
ing patterns. System 15 was added as a sanity check
to have at least one positive ∆EST. B97-3c optimized
ground-state geometries were used for all INVEST15
systems, which showed fairly small root-mean-square
deviations (RMSDs) compared to CCSD(T)/cc-pVTZ
geometries (taken from Loos’ benchmark set) typically
around 0.005 Å.

The INVEST15 will serve as our test set for different
functionals, basis sets, etc., while a second benchmark
set by Garner et al.60 will serve as our validation set (see
Figure 2). The second set consists of substituted vari-
ants derived from systems 1, 4, and 6 of our INVEST15
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Figure 2. INVEST15 benchmark set, a selection of 15 cyclazine derivates, differing in doping pattern and doping atoms
and NAH159, a selection of substituted cyclazine derivates and non-alternant hydrocarbons, only an excerpt is shown with
positions of electron-donating (EDG) and electron-withdrawing groups (EWG) colored blue and red, respectively.

benchmark set, as well as substituted variants of non-
alternant hydrocarbons not part of NVEST15. In total,
the validation set comprises 159 distinct systems, which
we will refer to as NAH159 for simplicity.

In light of the fragmented reference data, we perform
extensive tests of both state-specific coupled cluster ap-
proaches (namely ∆CCSD(T) and Mk-MR-CCSD(T)),
as well as LR-CC2. We find that Mk-MR-CCSD(T)
based on a reference wavefunction with only the two
singly excited determinants (denoted ⟨↑↓| ± ⟨↓↑|)61,62
and LR-CC2 agree very closely with the TBE of Loos
and coworkers (see Supporting Information for details).
Therefore, we choose LR-CC2/aug-cc-pVTZ as the sec-
ondary reference method to provide consistent reference
data for the larger NAH159 set.

To further investigate and rationalize the perfor-
mance of the ∆UKS/PBE0 approach, we use the unre-
stricted Kohn-Sham wavefunction as a basis for ∆CCSD
and ∆CCSD(T) calculations with Q-Chem,49,63 and
compare the results to those obtained with a canonical
UHF reference similar to Dreuw and coworkers.48 Rec-
ognizing the importance of spin-contamination (which
refers to the deviation from the ⟨S2⟩ expectation value
of the wavefunction, e.g., 1.2 instead of 1.0) and spin-
adaptation (by which we refer to changing the formally
wrong ⟨S2⟩ of a single-reference open-shell singlet of 1
to its correct value 0), we explored the impact of the
Yamaguchi spin-correction based on the ⟨S2⟩ expecta-
tion value from CCSD.64 The underlying reason is that
the singlet state obtained with UKS is usually a 50:50

mixture of singlet and triplet state exhibiting an ideal
⟨S2⟩ = 1.00. This is a direct result of the UKS approach
using only a single determinant.

Finally, to eliminate any spin-related issues in
wavefunction-based ∆ approaches, we also consid-
ered a multi-reference level of theory with exactly
two reference determinants. Namely, we calculated
state-specific Mukherjee multi-reference coupled cluster
with perturbative triple excitations [Mk-MR-CCSD(T)]
on a reference wavefunction consisting of the re-
quired two singly excited determinants for proper spin-
adaptation.65 This level of theory is for a strict two-
determinant state,61,62,66 at least formally, the most
highly correlated method used in this work, and pre-
sumably even superior to EOM-CCSDT of Loos and
coworkers since excited states are targeted directly and
no substitutions have to be spent to generate the ex-
cited states form the ground-state reference (see also
SI).

Computational Details and Workflow — Sev-
eral different programs were used throughout this study,
including the Q-Chem program version 5.4.267 (for all
∆UKS, ∆ROKS, ∆CC, and TDA-DFT28,29 excited-
state calculations), the ORCA program version 5.0.468

(for all DFT69,70 ground-state geometry optimizations),
the mrcc program71 (for all single-reference correlated
WFT calculations, mainly LR-CC238), the NWChem
program version 7.2.272,73 with the Tensor Contraction
Engine74 (for all multi-reference correlated WFT cal-
culations), the DALTON program version 2020.175,76
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(for CC352 calculations). The ground-state geometry
optimizations were carried out with the B97-3c77 com-
posite method. Symmetry constraints (C3h) were en-
forced only for system 15, to be consistent with ex-
isting literature references. Comprehensive conformer
searches for the ground-state geometries were omitted
since the investigated molecules are rigid and planar,
having only one self-evident low-energy structure. For
all excited-state energy calculations for the INVEST15
(∆UKS, ∆ROKS, ∆CC, Mk-MR-CCSD(T), LR-CC2,
and LR-CC3), the B97-3c optimized ground-state ge-
ometries were used. In contrast to D-A-TADF emit-
ters, the influence of the solvent is negligible (<0.02
eV for the best-performing ∆UKS/PBE0 approach in
toluene, see Figure S5). Therefore, only gas phase cal-
culations were considered. ∆UKS and ∆ROKS meth-
ods were used in combination with the large Ahlrich’s
def2-TZVPP78,79 basis set. All post-SCF ∆WFT cal-
culations are conducted using Dunning-type basis sets
up to cc-pVTZ.80,81 The Mk-MR-CCSD(T) calculations
adhere to a similar procedure as outlined by Drwal et
al.34 with a def2-TZVP basis set in the NWChem pro-
gram (see SI for further details).72,73 LR-CC2 and LR-
CC3 calculations employ the aug-cc-pVTZ82 and cc-
pVDZ basis sets, respectively. The ∆UKS approach was
used in conjunction with the initial maximum-overlap
method (IMOM)55,56 to prevent variational collapse to
the ground-state. For calculations on the validation set
of 159 molecules, geometries optimized at the ωB97X-
D83/def2-TZVP level were taken from a recent pub-
lication by Garner et al..60 As the reference for the
NAH159, vertical singlet-triplet energy gaps were calcu-
lated at the LR-CC238,84/aug-cc-pVTZ level, to be con-
sistent with the references in the INVEST15 set. ∆UKS
calculations for vertical singlet-triplet gaps of the vali-
dation sety were carried out in the def2-SVP basis set
with the PBE0 functional to simulate a screening ap-
plication.

Results and Discussion — We begin our inves-
tigation by exploring the effect of the DFT functional
on the ∆UKS approach, including results obtained with
TDA-DFT and ROKS to complete the picture. Since
the most important parameter in the DFT functional
turned out to be the amount of Fock exchange (FX), we
selected a hierarchy of PBE-based DFAs with increasing
admixture of FX, namely PBE,85 PBE0,86,87 PBE38,88
PBE50,89 and LC-ωPBE,90 as well as the tuned RSH
FX175-ωPBE with a ω value of 0.175 that was found
to be most accurate for CT states of TADF and MR-
TADF emitters in previous work.30,91

First, let us discuss the TDA-DFT results for the ver-
tical ∆EST gaps shown in Figure 3a). As expected,
TDA-DFT yields positive ∆EST for all 15 molecules,
irrespective of the amount and type of FX admixture.
This can be rationalized by the lack of doubly excited
determinants in TDA-/TD-DFT, which causes the re-

spective S1 state to be too high in energy.92–94 Only for
molecule 15, which has a positive singlet-triplet gap,
TDA-DFT with the PBE functional agrees reasonably
well with the reference. Generally, there is a clear sys-
tematic trend to larger gaps with an increasing amount
of FX, which is the same for DA-type TADF emitters.30
Moreover, despite this failure of TDA-DFT to repro-
duce absolute gaps, the relative trends between the
INVEST15 systems are recovered rather well. These
trends are also reflected in the Bessel-corrected stan-
dard deviation (SD) for TDA-PBE0 (see I), which is
just 0.075 eV, compared to 0.381 eV for the mean abso-
lute deviation (MAD), pointing at the systematic error
of TDA. To illustrate this, we have added a dashed line
with the TDA-PBE0 results down-shifted by −0.4 eV
(MD vs TBE) in Figure 3a). Inspection shows a reason-
able agreement with the high-level references, indicating
that the effect of double excitations on the singlet en-
ergy is rather consistent. However, one should be clear
that this is based on error cancellation effects that are
enabled by the structural similarity of the molecules in
the INVEST15 set.

Therefore, let us move to the state-specific ∆SCF ap-
proaches, namely ∆UKS and ∆ROKS, which do not
have the same issues with doubly excited determinants.
Despite its state-specific nature and its principle abil-
ity to deal with double excited states, ∆ROKS (Fig-
ure 3b) is not more accurate than TDA-DFT, which is in
stark contrast to a recent benchmark for D-A-type and
MR-TADF emitters.91 Similar to TDA-DFT, ∆ROKS
systematically overestimates gap sizes to an extent
where it only provides positive gaps. Moreover, in con-
trast to TDA-DFT, relative trends between the systems
are worse, as shown by the SD of ∆ROKS/PBE0 of
0.202 eV. The issue appears to be the lacking doubly-
excited LUMO2 singlet configuration (DCS-type dou-
ble excitation in Ref.95) in the ROKS approach, which
is responsible for the spin-polarisation (the respective
triplet-reference required for ROKS spin-purification
does not exist). Hence, we conclude that ∆ROKS is
unsuitable for application to INVEST systems, and pre-
sumably even more generally for DCS-type doubly ex-
cited states.

In contrast to ROKS, the ∆UKS results shown in
Figure 3b) all exhibit a trend similar to the various
high-level reference methods, while the amount of Fock
exchange appears to scale the gaps (the more FX, the
more negative the gaps). With the RSH LC-ωPBE with
a range-separation parameter of 0.175 (termed FX175-
ωPBE, established to be optimal for TADF emitters in
previous work)91, and even with the common admixture
of 25% of FX as in PBE0,96 UKS provides exceptional
agreement and virtually lies on top of the high-level ref-
erences for all but two cases, namely system 3 (lacking
uptick), and system 15 (too small positive gap). Even
more FX, in PBE38, PBE50, or LC-ωPBE with the de-
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Figure 3. Vertical singlet-triplet energy gap for investigated molecules calculated by a) TDA-DFT, ROKS/PBE0 and b)
∆UKS for various functionals of the PBE-family with different amounts of FX (increases from red to blue), all values in eV.
The TBE is obtained from CC3/aug-cc-pVTZ + [CCSDT/6-31+G(d) – CC3/6-31+G(d)] for S1 and CC3/aug-cc-pVDZ +
[CCSD/aug-cc-pVTZ – CCSD/aug-cc-pVDZ] for T1 as defined by Loos et al..47 All TD-DFT and ∆DFT calculations use
the def2-TZVPP basis set.

fault range-separation parameter of 0.45, provides sys-
tematically too negative ST-gaps, whereas too little or
no FX as in the pure PBE functional provides too pos-
itive gaps.

Interestingly, modern pure functionals like the meta-
GGA r2SCAN97 (and to some extent also B97M-V)98
remedy the shortcomings of PBE. r2SCAN performs
almost equal to UKS/PBE0 (MAD against CC2 is
0.053 eV vs 0.046 eV for PBE0, cf. Table I) and be-
comes better if the outlier (vide infra) is removed (MAD
0.037 eV vs 0.049 eV for PBE0, cf. Figure S3 in the
SI) albeit these differences are only borderline signifi-
cant. However, there is also one issue, namely a sys-
tematic underestimation of nitrogen nπ∗ states, which
can artificially become S1 or T1, causing outliers, e.g.,
for molecule 13 (here the actual ππ∗ states are S2 and
T3, whose gap is spot-on (cf. Figure S3). Irrespective of
those outliers, it appears that the exchange-functional
of r2SCAN mimics some properties of non-local FX,
which has previously been reported in the context of
self-interaction error.96 Moreover, since pure function-
als enable a substantial speedup over hybrids due to full
exploitation of density-fitting,96 they can offer an even
faster screening for INVEST if nπ∗ states could be au-
tomatically identified. We are currently exploring this
possibility.

Statistical metrics for ∆UKS, ∆ROKS, and TDA-
DFT for the best-performing functionals PBE0 and
FX175-ωPBE are given in Table I. The best-performing

Table I. Statistical error metrics (formulas in the SI) for
various tested methods against TBE and LR-CC2/aug-cc-
pVTZ reference data, DFT calculations use the def2-TZVPP
basis set, Mk-MR-CCSD(T) calculations use the def2-TZVP
basis set, all values in eV.

Method MD MAD RMSD SD AMAX
against TBE
(excl. 3, 10, 11, 14, 15)
CC2 –0.016 0.016 0.018 0.009 0.030
Mk-MR-CCSD(T) –0.017 0.031 0.034 0.031 0.056
∆PBE0 –0.035 0.035 0.043 0.026 0.076
∆FX175-ωPBE 0.023 0.041 0.053 0.051 0.114
∆r2SCAN 0.007 0.052 0.088 0.093 0.263
against CC2
∆PBE0 –0.041 0.046 0.079 0.070 0.266
∆FX175-ωPBE 0.005 0.060 0.099 0.103 0.319
∆r2SCAN –0.007 0.053 0.100 0.103 0.276
∆ROKS/PBE0 0.284 0.315 0.344 0.202 0.655
TDA-PBE0 0.381 0.381 0.388 0.075 0.481
TDA-PBE0(–0.4 eV) –0.019 0.055 0.075 0.075 0.216

method, ∆UKS with PBE0, shows a MAD of only
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0.035 eV against the TBE, achieving chemically accu-
rate (better than 1 kcal/mol ≈ 0.043 eV) results against
a high-level WFT method. The non-zero MD of PBE0
provided in Table I suggests that a slightly smaller frac-
tion of FX of around 20% would render the MD closer to
zero, further improving the MAD. However, it is ques-
tionable if such small changes for a limited number of
molecules transfer to the bigger picture. The more mod-
ern tuned RSH FX175-ωPBE performs comparably well
with an MAD and RMSD of 0.041 eV and 0.053 eV. Fi-
nally, we want to point out that the accuracy of the
approach is retained even with a smaller basis set, as
evident from the def2-SVP to def2-TZVPP RMSDs for
PBE0 of only 0.016 eV (see SI for details). This en-
ables much more efficient calculations, as the walltime
with def2-SVP is about 15-18 times shorter than with
def2-TZVPP.

Another interesting observation is that system 15, the
only one with a positive gap, steps out of line. Here the
different functionals become much more similar, indi-
cating that the strong dependence on the amount of
FX vanishes for molecules with positive gaps. This is in
line with our earlier study on the singlet-triplet gaps of
TADF emitters, where ∆UKS and ∆ROKS were much
less sensitive to the amount of FX in the DFA than
TD-DFT.91 At the same time, this system shows the
largest deviation between the best-performing ∆UKS
approaches and the high-level references of around
0.3 eV, almost ten times the MAD.

Table II. Singlet and triplet excitation energies (EEs) of the
LR-CC2 reference and deviations for the PBE0 functional
using ∆UKS and TDA-DFT for the INVEST15 benchmark
set, all values in eV.

S1 ∆S1
CC2 T1 ∆T1

CC2

mol.# CC2 ∆UKS TDA CC2 ∆UKS TDA
1 1.05 –0.15 0.25 1.18 –0.11 –0.10
2 1.61 –0.17 0.26 1.71 –0.14 –0.13
3 2.12 –0.27 0.16 2.14 –0.16 –0.19
4 2.21 –0.20 0.25 2.35 –0.19 –0.20
5 2.16 –0.19 0.27 2.28 –0.17 –0.18
6 2.75 –0.17 0.28 2.98 –0.19 –0.20
7 0.90 –0.16 0.26 0.99 –0.13 –0.11
8 0.76 –0.18 0.26 0.83 –0.14 –0.11
9 0.62 –0.19 0.26 0.68 –0.14 –0.11
10 0.85 –0.17 0.23 1.04 –0.15 –0.16
11 1.08 –0.17 0.25 1.27 –0.16 –0.17
12 1.32 –0.16 0.26 1.53 –0.17 –0.18
13 1.57 –0.13 0.28 1.89 –0.14 –0.16
14 1.27 –0.13 0.21 1.36 –0.12 –0.06
15 1.56 –0.50 –0.08 1.18 –0.23 –0.27

After careful analysis of the gaps, let us now briefly
consider the excitation energies of the S1 and T1, which
are collected for the high-level references and the PBE0-

based DFT methods in Table II (for all methods, see
Figure S1 in the SI). Inspection shows highly system-
atic deviations between S1 and T1 excitation ener-
gies of the LR-CC2 reference and ∆UKS/PBE0, which
leads to the previously established agreement for the
gaps. For TDA-PBE0, the triplet energies are simi-
lar, whereas the deviation for the singlets is larger (by
0.4 eV) and of opposing sign. This can be rational-
ized by the aforementioned lack of doubly-excited de-
terminants (and spin-polarization). Further analysis of
the UKS results shows that the deviations strongly de-
pend on the amount of FX (see SI), where the devia-
tions for S1 and T1 cancel each other at around 25%.
The relation between spin-contamination and excitation
energy is also evident from Figure 4b), which displays
the ⟨S2⟩ expectation values of the S1 excited states for
the INVEST15 set (the respective data for the spin-
adapted T1 can be found in the SI): While intermedi-
ate amounts of FX found in FX175-ωPBE and PBE0
lead to some spin-contamination of S1 with ⟨S2⟩ = 1.15,
going to pure HF leads to a highly contaminated state
with ⟨S2⟩ > 2. Dynamic spin-polarisation was previ-
ously identified as the driving mechanism for the singlet-
triplet gap inversion,34 and may explain why FX in com-
bination with PBE is essential for the excellent perfor-
mance of PBE0. While this appears to be the working
mechanism of hybrid functionals, it does not apply to
semi-local functionals. However, although no FX is ad-
mixed in the well-performing r2SCAN functional, the
spin-contamination of the singlet state is nearly identi-
cal to that of PBE0 (see Figure S4 in SI), suggesting
that a similar error-cancellation mechanism is at work
here.

Lastly, we want to point out that similar error-
cancellation effects have been reported in a study on
doublet excited states in structurally similar triangu-
lar molecules.99 In their careful analysis of a com-
parison between single-reference (UKS/UHF, ROHF)
and multi-reference methods, the authors demonstrated
that spin-contamination in a UKS/UHF reference leads
to negative contributions to the spin density, mimick-
ing an electron correlation effect in the MR reference
calculation. In further analogy, the error cancellation
worked best with small amounts of FX admixture for
the spin-unrestricted wavefunction, but not for the spin-
restricted ROHF. Hence, we speculate that the pres-
ence of this spin-polarization (vide infra) mechanism
explains the robustness of this error cancellation.

Having explored the effect of mixing DFT and FX in
unrestricted Kohn-Sham calculations, we now system-
atically investigate the treatment of dynamic correla-
tion beyond the Kohn-Sham correlation functional. For
this purpose, we employ a set of increasingly sophisti-
cated post-SCF correlation methods – namely CCSD
and CCSD(T) – based on the unrestricted open-shell
singlet and triplet reference wavefunctions from the
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Figure 4. A) ∆WFT (CCSD and CCSD(T)) results in cc-pVTZ basis for investigated molecules compared to ∆UKS/PBE0
and excitation-based WFT (LR-CC2, TBE*), all values in eV. Basis set effects are investigated in the SI. B) ⟨S2⟩ expectation
values for different SCF and post-SCF methods. The respective plots for the triplet can be found in the SI.

∆UKS/PBE0 calculations as well as on a (highly spin-
contaminated) Hartree-Fock reference. Inspection of
Figure 4a shows that while CCSD generally provides
much too negative gaps (orange line), the "gold stan-
dard" CCSD(T) (red and green lines) provides too pos-
itive gaps. We argue that such a large effect of the (T)
correction indicates that dynamical correlation strongly
differs between the singlet and triplet states, explaining
why explicitly including triples is required for a bal-
anced description of INVEST. Moreover, the resulting
gaps depend strongly (by up to 0.15 eV or ≈3 kcal/mol)
on the reference wavefunction (UHF vs PBE0). Analy-
sis shows that this behavior is again related to the ⟨S2⟩
of the reference and CCSD wavefunctions depicted in
Figure 4b. With UHF (red line) both the open-shell
S1 and T1 states suffer from substantial artificial spin-
symmetry breaking (⟨S2⟩S1

= 1.1 − 2.2 and ⟨S2⟩T1
=

2.4 − 2.8), while for ∆UKS/PBE0 (orange line) only
the S1 is weakly spin-polarized (⟨S2⟩S1

= 1.0− 1.1 and
⟨S2⟩T1

= 2.0). CCSD repairs this spin-contamination of
both HF and PBE0 orbitals, as evident from Figure 4b
(green and red lines). However, since UHF starts much
further away from the ideal value, the resulting ⟨S2⟩
values are distinctly closer to the ideal of 1.0 for a spin-
broken S1 with PBE0 orbitals than with HF orbitals
(note that T1 is generally much less contaminated and
less interesting for this discussion). In line with our in-
terpretation of the FX admixture to DFT, the removal

of spin-polarization leads to a reduction in the mag-
nitude of the inverted gaps compared to the reference
wavefunction. Accordingly, the small remaining differ-
ences in ⟨S2⟩ values for ∆CCSD(T)@HF (green line)
and ∆CCSD(T)@PBE0 (red line) explain the remain-
ing differences in ∆EST. We attribute this difference to
the reduced flexibility in ∆CCSD(T)@HF to recover dy-
namic correlation when dealing with spin-contaminated
references, which has recently been reported for in
transition-metal complexes.100 Accordingly, and in line
with Drwal and Dreuw,34,48 we observe that includ-
ing more dynamic correlation in coupled-cluster calcula-
tions diminishes the magnitude of inverted gaps, which
becomes evident when comparing ∆CCSD (orange line
in Figure 4a) to ∆CCSD(T).

Nevertheless, even the virtually spin-pure
∆CCSD(T)@PBE0 calculation still deviates signifi-
cantly from the high-level references and ∆UKS/PBE0,
which is surprising in light of the great performance of
∆UKS/PBE0 itself. To resolve this residual disagree-
ment, it is necessary to adapt the formally wrong ⟨S2⟩
expectation value of the open-shell singlet (1 instead
of 0) with the Yamaguchi correction. This yields the
pale dashed red line in Figure 4a, which is finally in
reasonable agreement with the other highly correlated
methods and ∆UKS/PBE0 for negative and positive
∆EST. It bears pointing out that the usefulness of the
Yamaguchi correction for these coupled-cluster calcula-
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tions is in contrast to its impact on ∆UKS/PBE0 itself
(see SI), where it disrupts the previously discussed
beneficial error cancellation.

To ultimately eliminate any issues resulting from
spin-contaminated references, let us consider the ST
gaps obtained with the properly spin-adapted two-
determinant state-specific coupled cluster, Mk-MR-
CCSD(T)@⟨↑↓| ± ⟨↓↑|.Notably, this method predicts
slightly more negative ST-gaps than the TBE (MD
-0.02 eV, cf. Table I and Figure 3b) and distinctly
more negative ST-gaps than the Yamagushi-corrected
∆CCSD(T)@PBE0. We attribute this disparity to the
rudimentary nature of the Yamaguchi spin-correction,
lacking the necessary optimization and subsequent sta-
bilization of the spin-pure S1 state, and the previ-
ously discussed high sensitivity of the ST gap to the
description of dynamical correlation (large impact of
the (T) correction) when using spin-contaminated ref-
erences. Consequently, even though relative errors be-
tween the methods are comparably small (below 0.2 eV
between ∆CCSD(T)@PBE0, Mk-MR-CCSD(T), and
the TBE), the lack of spin-adaptation precludes the
use of ∆CCSD(T)@PBE0 for generating benchmark-
quality reference values for ∆EST. Instead, one should
either use spin-adapted ∆ approaches, like Mk-MR-CC,
or excitation-based methods like EOM-CC. In this con-
text, we want to point out another advantage of the
Mk-MR-CC approach over excitation-based methods:
Because no substitutions are required to generate the
excited state from the reference ground state, the state-
specific Mk-MR-CC approach includes more correlation
for the singlet and triplet excites states than excitation-
based CC methods. This becomes evident from the im-
pact of the (T) correction on the gaps, which is vir-
tually negligible in Mk-MR-CCSD(T) (see Figure S9
in the SI), while triples have a substantial influence in
EOM-CCSDT.47 Also regarding the basis set, we find
the Mk-MR-CC calculations to be essentially converged
at a def2-TZVP level, as evident from the negligible ef-
fects of using def2-TZVPP (1 meV) or def2-TZVPD (3
meV) on the gap of heptazine (see Table S1 in the SI).
This is in contrast to the reported large basis-set effects
of Dreuw and Hoffmann.48

After extensive discussion of the small and struc-
turally related INVEST15 set, we finally put the ro-
bustness of the ∆UKS/PBE0 approach to the test. To
this end, we compiled the NAH159 benchmark, which
contains structurally diverse systems not included in
INVEST15. Further, we want to simulate the condi-
tions of high-throughput screenings, meaning we use
the much smaller def2-SVP basis set and avoid any
molecule-specific parameters or manual guidance. In
other words, we apply the approach in a black-box fash-
ion. This brings up one shortcoming of state-specific ex-
cited state methods like ∆DFT: It is not known which
occupied and virtual orbitals contribute to the lowest

Figure 5. Correlation plot for the vertical singlet-triplet en-
ergy gap calculated by ∆PBE0/def2-SVP and LR-CC2/aug-
cc-pVTZ for the 159 molecules of the NAH159 benchmark
set, for the PBE0@HL only the HOMO–LUMO excitation
was modeled and for PBE0@2x2 all excitations between
HOMO, HOMO-1, LUMO and LUMO+1 were considered
to find the lowest singlet and triplet, dashed lines indicate
deviations from reference of ±0.25 eV, all values in eV.

singlet and triplet excited states. Accordingly, just us-
ing the HOMO–LUMO transition may lead to wrong
gaps, which is the case in about 10 of 159 molecules for
this set. However, due to the low computational cost of
UKS calculations, we can mitigate the issue in a sim-
ilar way to using a larger active space in a CAS-SCF
calculation: We consider all singlet and triplet states
possible in a 2 × 2 orbital window, that is, transitions
from HOMO-1 or HOMO to LUMO or LUMO+1 and
converge them with default settings. After convergence,
we calculate gaps between the lowest excited states re-
sulting from this protocol. Exploratory calculations in
which we further increased the orbital window did not
improve the results for NAH159. However, this might
differ for other sets including larger molecules, where
this protocol can easily be adapted.

The gaps obtained with this approach, termed
PBE02×2 as well as with the exclusive HOMO–LUMO
guess are plotted against the LR-CC2/aug-cc-pVTZ ref-
erences in Figure 5. Inspection shows a good correla-
tion with no significant outliers for the 2 × 2 protocol.
Further evaluation of the data confirms that in 83.0%
of all cases (77.4% if only the HOMO–LUMO transi-
tion is considered), the sign of the gap is correctly pre-
dicted. The percentage of molecules with a negative
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gap according to LR-CC2 but a positive gap according
to ∆UKS/PBE0 (false negatives) is only 7.5% (11.3% if
only the HOMO–LUMO transition is considered). The
percentage of molecules with a positive gap according to
LR-CC2 but a negative gap according to ∆UKS/PBE0
(false positives) is only 9.4% (10.7% if only the HOMO-
–LUMO transition is considered). The overall MAD is
0.053 eV (0.116 eV if only the HOMO–LUMO transi-
tion is considered), and thus only slightly larger than
for the much smaller and structurally less diverse IN-
VEST15 set. This illustrates the usefulness of the 2× 2
approach, which is further corroborated by the improve-
ment in the Pearson correlation coefficient, which in-
creases from 0.44 for the HOMO–LUMO approach to
0.87 for the 2× 2 approach.

For completeness, we also report the performance of
other methods that performed well on the smaller IN-
VEST15 benchmark. Using the same 2 × 2 approach,
the r2SCAN functional performs slightly worse than
PBE0, achieving an MAD of 0.063 eV, a Pearson co-
efficient of 0.7, and 80% correctly predicted gap signs.
To our surprise, even TDA-DFT/PBE0 with the gaps
shifted by 0.4 eV (vide supra) works surprisingly well,
yielding an MAD of only 0.060 eV, with the same per-
centage of correctly predicted gap signs, 83.0%, as for
∆UKS/PBE0@2 × 2, while the computational cost is
comparable. Plots and further statistical data for these
approaches can be found in the SI.

During the final stages of the preparation of this
manuscript, Kusakabe and coworkers reported an ex-
perimental measurement of an ST-gap for a molecule
derived from #4 (termed 5AP-N(C12)2) from the IN-
VEST15 set and closely related to the molecules of the
NAH159 set.27 This second experimental conformation
of molecular INVEST provided an ST gap of -0.032 eV
to -0.043 eV, which agrees reasonably well with the
∆UKS/PBE0/def2-SVP result of -0.02 eV (and further-
more with the SCS-CC2 calculations reported in the
original manuscript).

In summary, the results for NAH159 demonstrate
that a similar accuracy as in the INVEST15 bench-
mark can be achieved without human intervention at
a tiny fraction of the computation cost of the LR-CC2
calculations. For example, the total walltime for all
eight singlet and triplet states for the biggest molecule
tested (46 atoms, 428 basis functions with def2-SVP)
takes roughly 20 minutes on a quad-core Intel Xeon E3-
1270 v5 @ 3.6 GHz compute node. The respective LR-
CC2/aug-cc-pVTZ calculation including 10 singlet and
10 triplets (required to find the lowest states reliably)
runs over 83 hours on the same machine, which is about
250 times slower than ∆UKS. It should be noted that
employing LR-CC2 with a smaller basis set reduces the
advantage of ∆UKS to a factor of 80 and 5 for cc-pVTZ
and cc-pVDZ, respectively. However, this will also im-
pact the accuracy, and at least the small cc-pVDZ would

introduce substantial errors. Moreover, similar perfor-
mance optimizations can be done for the ∆UKS calcu-
lations, e.g., by using density-fitting for coulomb and
exchange integrals (which is not implemented in Q-
Chem), particularly for r2SCAN, or switching to the
even smaller 6-31G basis set, which more than halves
the wall time without affecting the accuracy too much
(see Figure S10 in SI).

Summary and Conclusion — This study ex-
plored the accurate prediction of inverted singlet-
triplet energy gaps (INVEST), focusing on efficient
yet robust alternatives to computationally demanding
wavefunction-based approaches. The main finding is
that the intriguingly simple and computationally cheap
∆UKS/PBE0 approach shows a surprisingly robust per-
formance (MAD 0.046 eV for INVEST15, 0.053 eV
for NAH159) comparable to much more demanding
wavefunction-based approaches. Further results using
methods ranging from standard density functional the-
ory (DFT) to more sophisticated wavefunction-based
approaches and combinations thereof were used to ratio-
nalize the performance of ∆UKS/PBE0, tracing it back
to a robust spin-polarization-based error-cancellation.

Further key findings from the study include:

• Role of Fock-Exchange: Including exact Fock ex-
change in ∆UKS calculations (i.e., using hybrid
functionals) is critical. The study demonstrates
that a moderate amount of FX, as in PBE0 or
tuned range-separated hybrids, provides the most
reliable predictions. This is due to the effective
handling of dynamic spin-polarization, which de-
pends on the balance between spin contamination
and dynamic correlation and is required for accu-
rate gap predictions. An exception appears to be
the r2SCAN functional, which despite its mGGA
nature predicts gaps with the same accuracy as
PBE0 (MAD 0.053 eV for INVEST15, 0.061 eV
for NAH159) except for a few outliers. mGGA
functionals are interesting as they can fully ex-
ploit the density-fitting approximation, allowing
for even faster calculations.

• State-Specific Post-SCF Correlation Methods:
Advanced correlation methods such as CCSD(T)
correct the spin contamination observed in sim-
pler methods and improve the reliability of the
predictions, though they require careful consider-
ation of the reference wavefunction and spin state.
An elegant solution is provided to use a spin-
adapted two-determinant reference for the sin-
glet, as evident from the superior performance of
state-specific Mk-MR-CC, which is converged at
the CCSD level in a triple-zeta basis set, where
other excitation-based CC methods required at
least perturbative triples for the same accuracy.
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• High-Throughput Applications: In a test applica-
tion of ∆UKS/PBE0 to a large and structurally
diverse benchmark, the sign of the ST gap was
predicted in agreement with LR-CC2 in 83% of all
cases, with less than 10% false positive and less
than 8% false negatives, and only slightly worse
error-statistics than for the smaller INVEST15
benchmark. For this, we considered all excita-
tion from HOMO and HOMO-1 to LUMO and
LUMO+1 to avoid issues with the state-specific
method converging on higher-lying states. Since
∆UKS/PBE0 dramatically reduces the compu-
tational cost by two orders of magnitude com-
pared to the wavefunction-based LR-CC2 refer-
ence (or the number of required LR-CC2 calcula-
tions if ∆UKS/PBE0 is used in a pre-screening),
the reported method is a promising candidate for
the high-throughput computational exploration of
new INVEST materials.

Overall, this research sheds light on the effectiveness
of hybrid density functionals and modern mGGA
functionals in capturing the essential physics of singlet-
triplet gap inversion in INVEST emitters. It also
highlights the potential of ∆UKS in providing a com-
putationally efficient alternative to more demanding
methods, thus paving the way for rapid and reliable
materials discovery in the field of organic electronics.
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