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In this work, we present a mixed quantum–classical open quantum system dynamics method for studying rate modi-
fications of ground-state chemical reactions in an optical cavity under vibrational strong coupling conditions. In this
approach, the cavity radiation mode is treated classically with a mean-field nuclear force averaging over the remaining
degrees of freedom, both within the system and the environment, which are handled quantum mechanically within the
hierarchical equations of motion framework. Using this approach, we conduct a comparative analysis by juxtaposing
the mixed quantum–classical results with fully quantum mechanical simulations. Through this comparison, we confirm
the crucial role of the quantum nature of the cavity radiation mode in reproducing the resonant peak observed in the
cavity frequency-dependent rate profile. In other words, it is crucial to explicitly consider the quantized photonic states
in studying reactivity modification in vibrational polariton chemistry, as these phenomena stem from cavity-induced
reaction pathways involving resonant energy exchanges between photons and molecular vibrational transitions.

I. INTRODUCTION

In the realm of vibrational strong coupling,1–5 where the
exchange of photons between molecular vibrations and cav-
ity radiation modes outpaces any decay processes, recent ex-
periments in Fabry–Pérot cavities have reported rate mod-
ifications in ground-state chemical reactions under reso-
nant conditions.6–19 These findings have catalyzed the emer-
gence of a vibrant new field of research known as polari-
ton chemistry, prompting further experimental inquiries into
a broad spectrum of chemical reactions within microfluidic
infrared optical cavities and spurring substantial theoretical
investigations.20–48 This burgeoning field not only provides a
fresh new avenue for comprehending chemical reaction mech-
anisms at a fundamental level but also presents a novel tech-
nique for selectively steering chemical reactions in an inex-
pensive and non-intrusive manner. Such advancements hold
the potential for profound impacts on both chemical and ma-
terial science.

Thus far, studies employing classical rate theories or ring-
polymer molecular dynamics simulations have struggled to
accurately capture the shape resonance observed in the cav-
ity frequency-dependent rate profile.28–35 On the other hand,
quantum dynamics simulations, performed in the single-
molecule and few-molecule limit,49–52 have demonstrated the
ability to depict the correct resonance structure. Yet, the ques-
tions remain as to why classical approaches fall short, and to
what extent quantum effects are involved in this resonant mod-
ification of the reaction rate inside the optical cavity.

In our recent quantum dynamical study of ground-state
chemical reactions inside an infrared optical cavity,51 we re-
vealed that static quantum features such as zero-point energy
and pure tunneling effects are not the major cause of the ob-
served resonant rate peak. Moreover, we proposed a mech-
anistic insight into this resonant rate modification. Overall,
the modification of chemical reactivity inside the cavity can
be rationalized by the opening of cavity-induced intramolec-
ular and intermolecular reaction pathways. A cavity-induced
intramolecular reaction pathway involves two distinct energy

exchange processes. Firstly, there are energy exchanges be-
tween molecular vibrations and the cavity radiation mode.
This is the cause of the resonant condition, where the photon
energy matches a dipole-allowed molecular vibrational transi-
tion. The second energy exchange occurs between the cavity
radiation mode and its surrounding bath, facilitating the ther-
malization of the cavity mode and thus ensuring the sustain-
ability of the former energy exchange process in the long run.
Furthermore, the collective coupling of molecules to a reso-
nant cavity mode can also initiate an intermolecular reaction
pathway, which is a high-order effect with respect to the light–
matter coupling strength. Thereby, vibrational heating in one
molecule becomes linked to the vibrational cooling in another
molecule, further contributing to the rate modification. These
cavity-induced reaction pathways hinge on the quantized na-
ture of both molecular vibrational states and cavity photonic
states. Hence, it appears that a quantum-mechanical descrip-
tion of both cavity mode and molecular vibrations is impera-
tive for accurately interpreting the resonant rate modification
of chemical reactions inside an optical cavity.

To validate this hypothesis, we conduct a control study in
this work. Specifically, we compare the results obtained from
a mixed quantum–classical simulation with those from fully
quantum-mechanical simulations. In the mixed quantum–
classical approach, the cavity radiation mode is treated classi-
cally via mean-field forces, whereas all other degrees of free-
dom are treated quantum mechanically using the hierarchical
equations of motion (HEOM) approach (see Ref. 53 and the
literature therein). The mixed quantum–classical method does
not recover the quantum–mechanical results, which thus con-
firms the critical role of the quantum nature of the cavity ra-
diation field in the study of cavity-induced chemical reactions
in the electronic ground state.

The remainder of this work is structured as follows: in
Sec. II, we first present an open quantum system model for
describing chemical reactions in an optical cavity, account-
ing for both solvent effects and cavity losses. Subsequently,
we introduce the mixed quantum–classical approach, wherein
molecular vibrational dynamics are treated quantum mechan-
ically while cavity photonic dynamics are described classi-
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cally. Moving on to Sec. III, we assess the significance of
the quantum nature of the cavity radiation field in shaping the
resonance peak structure observed in cavity-induced modifi-
cations of chemical reactivity. Lastly, in Sec. IV, we highlight
the importance of our findings in advancing further theoretical
exploration of polariton chemistry.

II. THEORY

A. Model

Chemical reactions occurring in a condensed phase inside
an infrared optical cavity can be effectively described as an
open quantum system model. In this model, the system of
interest is coupled to multiple bosonic baths, with the overall
Hamiltonian given by

H =HS+HE, (1)

where HS corresponds to the system and HE to the environ-
ment.

We employ the Pauli–Fierz quantum electrodynamics
Hamiltonian to characterize the cavity–molecule system,
comprising a single reactive degree of freedom (DoF) of the
molecule and an electromagnetic radiation mode confined
within a Fabry–Pérot cavity. The system Hamiltonian, un-
der the dipole gauge and the long-wavelength approximation
(hereafter setting h̵ = 1), takes the form46,49,54,55

HS =
p2
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(2)
The first two terms and the last two terms are associated with
the molecule (Hm) and the cavity radiation mode (Hc), re-
spectively. The mass-weighted momentum and coordinate of
the molecular mode are denoted by pm and xm. The molecule
is characterized by a symmetric double-well model with two
local minima at xm = ±a separated by a barrier height of Eb
at the origin xm = 0. The cavity radiation mode is mod-
eled as a harmonic oscillator with momentum pc, coordi-
nate qc, and frequency ωc. The light–matter coupling in-
duces an equilibrium displacement in the cavity coordinate by
√

2
ωc

ηcµ⃗(xm) ⋅ e⃗. Here, e⃗ is a unit vector pointing in the direc-
tion of light polarization, µ⃗(xm) is the molecular dipole mo-
ment operator projected onto the electronic ground state. The
coupling strength is specified by the parameter ηc =

1
ωc

√
ωc

2ε0V ,
where ε0 is the permittivity of the medium in the cavity, and
V is the effective quantization volume of the electromagnetic
mode.

To account for the influence of the solvent and the con-
tinuum of far-field electromagnetic modes outside the cav-
ity, we consider an environment composed of two bosonic
baths, HE = Hph +Hpt, namely, a phonon bath for dissipative
solvent DoFs and a photon bath for the cavity lossy environ-
ment. Each bath can be modeled as an ensemble of infinite

harmonic oscillators,
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k

P2
αk

2
+

1
2

ω
2
αk(Qαk −

cαksα(xm,xc)

ω2
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)
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where Pαk and Qαk represent the mass-weighted momentum
and coordinate of the kth oscillator with the frequency ωαk in
bath α (∈ {ph,pt}). Every oscillator in the bath is displaced
by cαksα(xm,xc)/ω

2
αk due to its coupling to the system, where

cαk denotes the coupling strength and sα(xm,xc) the coupling
operator.

B. Quantum dynamics of molecular vibration and baths

To explore the validity of a classical treatment of the radia-
tion field in cavity-induced chemical reactions, we introduce a
mixed quantum–classical scheme, which is similar to the ap-
proach employed in Ref. 56 to study the bond rupture at the
molecule–metal interface.

Within this framework, as depicted schematically in Fig. 1,
the operators pc and xc in the Hamiltonian (see Sec. II A) for
the cavity radiation mode are parameterized as the classical
trajectories pt

c and xt
c, respectively. Meanwhile, all other DoFs

remain in the quantum-mechanical domain, and the quantum
dynamics are described by the density operator ρ(pt

c,x
t
c,t).

We start with a factorized initial state between the molecu-
lar vibrational mode and the baths, ρ(0) = ρm(0)⊗∏α ρα ,
with each bath being in its thermal equilibrium at tempera-
ture T . To obtain the molecular reaction dynamics, we adopt
the HEOM method. A key idea in the HEOM method involves
the exponential expansion of the bath correlation function, de-
fined as

Cα(t) =
1
π
∫

∞

−∞

e−iωt

1−e−βω
Jα(ω)dω = Γ

2
α ∑

p=0
ηα pe−γα pt . (4)

Here, β = 1/kBT is the inverse temperature (kB is the Boltz-
mann constant), and Jα(ω) denotes the spectral density func-
tion

Jα(ω) =
π

2
∑
k

c2
αk

ωαk
δ(ω −ωαk), (5)

which encodes the statistical properties of bath α and its im-
pact on the system dynamics. The strength of the system–bath
coupling strength is quantified as Γα =

√
λα , where the reor-

ganization energy λα is defined as

λα =∑
k

c2
αk

2ω2
αk
=

1
π
∫

∞

−∞

J(ω)
ω

dω. (6)

To determine the expansion coefficients coefficients ηα p and
exponents γα p in Eq. (4), various sum-over-pole schemes, as
detailed in the literature, such as, Refs. 57 and 58, can be
employed.

Following the decomposition of the correlation function in
Eq. (4), one can introduce a series of auxiliary density opera-
tors (ADOs), denoted as ρ

n(pt
c,x

t
c,t). Each ADO is specified
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by a superindex n = (⋯,nα p,⋯), where nα p is a non-negative
integer and can be assigned as the occupation number of the

pth effective dissipative boson in bath α . The equation of mo-
tion for the ADOs is given by

∂ρ
n(pt

c,x
t
c,t)

∂ t
=− i[Hren

S (p
t
c,x

t
c),ρ

n
(pt

c,x
t
c,t)]+∑

α p
nα pγα pρ

n
(pt

c,x
t
c,t)+ i∑

α p

√
nα p+1Γα [sα(xm,xt

c),ρ
n+α p(pt

c,x
t
c,t)]

+ i∑
α p

√
nα pΓα (ηα psα(xm,xt

c)ρ
n−α p(pt

c,x
t
c,t)−η

∗
α pρ

n−α p(pt
c,x

t
c,t)sα(xm,xt

c)) ,
(7)

where we have the normalized system Hamilto-
nian Hren

S (p
t
c,x

t
c) = HS(pt

c,x
t
c) + ∑α λα s2

α(xm,xt
c) and

n±α p = (⋯,nα p±1,⋯).
By reformulating each ADO into a tensor in twin space

and constructing an extended wavefunction encompassing all
ADOs,59–61

∣Ψ(pt
c,x

t
c,t)⟩ =∑

n
∣ρ

n
(pt

c,x
t
c,t)⟫⊗ ∣n⟩

=∑
n
∑

vmv′m
Cn

vmv′m(p
t
c,x

t
c,t)∣vmv′m⟩⊗ ∣n⟩,

(8)

we can recast Eq. (7) into a Schrödinger equation

i
d∣Ψ(pt

c,x
t
c,t)⟩

dt
=H(pt

c,x
t
c)∣Ψ(p

t
c,x

t
c,t)⟩, (9)

with a non-Hermitian super-Hamiltonian

H(pt
c,x

t
c) =Ĥ

ren
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t
c,x

t
c)− H̃ren

S (p
t
c,x

t
c)− i∑

α

∑
p

γα pb+α pbα p

+∑
α

∑
p

Γα(sα(x̂m,xt
c)− sα(x̃m,xt

c))bα p

+∑
α

∑
p

Γα(ηα psα(x̂m,xt
c)−η

∗
α psα(x̃m,xt

c))b
+
α p.

(10)

Here, the molecular vibrational DoF is represented in twin
space by two independent indices, vm and v′m. A pair of super-
operators (Ô and Õ) are introduced, corresponding to an op-
erator O in the molecular vibrational subspace. For instance,
we have x̂m = xm⊗ Im and x̃m = Im⊗x†

m for the coordinate op-
erator xm, where Im is a unit operator in the molecular sub-
space. Further, we introduce a pair of creation and annihila-
tion operators for effective dissipative bosons in bath, b+α p and
bα p, which act on ∣n⟩ to yield b+α p∣n⟩ =

√
nα p+1∣n+α p⟩ and

bα p∣n⟩ =
√nα p∣n−α p⟩.

To solve Eq. (9) efficiently, we utilize the matrix product
state (MPS) decomposition62,63 of the extended wavefunction
∣Ψ(pt

c,x
t
c,t)⟩, and the super-HamiltonianH(pt

c,x
t
c) is decom-

posed as the matrix product operator at each time point, along
with a time-propagation scheme based on the time-dependent
variational principle, as described in Refs. 64–66.

C. Classical dynamics of the cavity radiation mode

Instead of a quantum harmonic oscillator description, the
cavity photonic mode is now characterized by the continu-

ous phase-space variables pt
c and xt

c. Classical trajectories
are generated based on Hamilton’s equations of motion, as in
the Ehrenfest method,67,68 where the nuclear force is approx-
imated under the mean-field assumption, obtained by tracing
over the time-dependent density matrix ρ(pt

c,x
t
c,t). In this

approach, the cavity photonic dynamics are governed by

ẋt
c = pt

c; (11a)

ṗt
c =− tr{
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c
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n=1α p(pt

c,x
t
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(11b)

Here, tr{⋯} denotes tracing over all quantum DoFs, includ-
ing the molecular vibrational mode and all bosons in the baths,
and the trace trm{⋯} is performed solely within the molecular
vibrational subspace. The unit vector for the molecular vibra-
tional mode in twin space is defined as ∣Im⟩ = ∑vm=v′m ∣vmv′m⟩
and can be decomposed in the MPS format as the product of
two rank-3 tensors

∣Im⟩ = Idm I′dm
, (12)

where Idm is a 1 × dm × dm tensor with elements I[1,k,l]dm
=

δkl , and I′dm
is a dm × 1× dm tensor with elements I′[k,1,l]dm

=

δkl . Here, dm is the size of the molecular vibrational ba-
sis set. The zeroth-tier reduced wavefunction in the molecu-
lar subspace ∣Ψn=0(pt

c,x
t
c,t)⟩ = ⟨n = 0∣Ψ(pt

c,x
t
c,t)⟩ is obtained

by projecting all effective dissipative bosons in the baths
to the ground state, and the first-tier reduced wavefunction
∣Ψn=1α p(pt

c,x
t
c,t)⟩ = ⟨n = 1α p∣Ψ(pt

c,x
t
c,t)⟩ to the single excita-

tion manifold with the excitation occurring at the pth effective
mode in bath α . Further details regarding the derivation of
Eq. (11) are provided in the supporting information (SI).

In this work, we integrate the equations of motion of
the classical subsystem using the fourth-order Runge–Kutta
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molecular	vibration cavity radiation mode
(quantum description)

cavity radiation mode
(classical description)

Mixed quantum-classical framework

Fully quantum-mechanical framework

         Solvent

Cavity cavity loss

FIG. 1. Sketch of a chemical reaction occurring in a solvent within an optical cavity. The reactive mode is depicted by a double-well potential,
and we show the lowest six eigenstates. Depending on whether we describe the cavity radiation mode classically using phase-space variables
pc and xc, or quantum-mechanically using discrete states ∣vcav

i ⟩, we formulate either a mixed quantum–classical framework or fully quantum-
mechanical framework.

method. The initial values for classical trajectories xt
c and pt

c
are sampled from a Wigner distribution in the phase space,

W(p0
c ,x

0
c) =

1
2πσpσx

exp−
(p0

c − p̄c)
2

2σ2
p

exp−
(x0

c − x̄c)
2

2σ2
x

, (13)

where p̄c and x̄c are the expectation values of the momentum
and position, respectively, set to zero. The standard variances
are given by

σx =
1

√
2ωc tanh(βωc/2)

, (14a)

σp =

√
ωc

2tanh(βωc/2)
. (14b)

It is worth noting that this mixed quantum–classical scheme
can be easily generalized to an open quantum system, where
a subset of vibrational DoFs are treated classically while the
remaining DoFs are handled within the quantum-mechanical
framework.

III. RESULTS

In all calculations presented below, we adopt Eb =

2250cm−1, a = 44.4 a.u. , and the molecular dipole moment
u(xm) = xm, oriented along the light polarization, consis-
tent with previous studies.34,43,49,50 The molecular vibra-
tion is described in the potential-optimized discrete variable
representation,69 and Nm = 12 lowest eigenstates are consid-
ered.

We assume a Lorentzian spectral density function for both
the phonon and photon bath:

Jα(ω) =
2Γ

2
α Ωα ω

ω2+Ω2
α

(15)

with the following parameters: Γph = 100cm−1, Ωph =

200cm−1, Ωpt = 1000cm−1, and a Γpt value yielding the cav-

ity lifetime of τc =
2Jpt(ωc)

ωc(1−e−βωc) = 200fs. The baths are main-
tained at room temperature T = 300K, and each is simulated
with four effective dissipative bosons per bath. The maxi-
mum occupation number nα p per effective boson spans up to
10. For simplicity, we assume that the phonon bath exclu-
sively interacts with the molecular vibration, characterized by
sph(xm,xc) = xm, while the photon bath couples solely to the
cavity mode, represented by spt(xm,xc) = xc. Additionally, we
employ a maximal bond dimension Dmax = 30 and a time step
∆t = 0.5fs.

The molecular vibrational and cavity photonic dynamics
are obtained by solving the coupled equations of motion given
by Eqs. (9) and (11). For each classical trajectory starting with
p0

c and x0
c , we initialize the molecular wavefunction with

∣Ψ
n=0
(p0

c ,x
0
c ,0)⟩ =

1
Q

e−βHm(p0
c ,x

0
c)/2(1−h)e−βHm(p0

c ,x
0
c)/2,

(16)
where Q = trm{e−βHm(p0

c ,x
0
c)/2(1−h)e−βHm(p0

c ,x
0
c)/2}, and

∣Ψ
n≠0
(p0

c ,x
0
c ,0)⟩ = 0. (17)

Here, h = θ(xm−x‡
m), defined as a Heaviside step function, is

an operator projecting the wave packet onto the right side of a
dividing surface x‡

m. For a single molecule with the symmet-
ric double well potential as described in Sec. II A, we assume
that the reactant and product region are separated by the di-
viding surface at x‡

m = 0. The reactant population in the left
well region is thus computed as

Pr(t) =⟨tr{(1−h)ρ(pt
c,x

t
c,t)}⟩traj

=1−⟨trm{hρ
0
(pt

c,x
t
c,t)}⟩traj

=1−⟨Im∣ĥ∣Ψn=0
(pt

c,x
t
c,t)⟩traj,

(18)
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where ⟨⋯⟩traj denotes taking the average over classical trajec-
tories. The time variation of the reactant population is related
to the flux-side correlation function,

Cflux
(t) =− Ṗr(t)

=⟨tr{ρ(pt
c,x

t
c,t)F}⟩traj = ⟨Im∣F̃ ∣Ψn=0

(pt
c,x

t
c,t)⟩traj,

(19)

where the flux operator is defined as F = i[H,h].
In first-order reaction kinetics, the rigorous expression to

calculate quantum rate constants in the flux correlation func-
tion formalism has been well established.70–73 The forward
reaction rate from the reactant region to the product region
can be expressed as71–73

k = lim
t→tp

k(t) = lim
t→tp

Cflux(t)
Pr(t)+(Pr(t)−1)/Keq

. (20)

Here, assuming that the reaction exhibits rate-like behavior,
there will be a plateau value of k, which is independent of
the initial conditions. In Eq. (20), tp is the time where k(t)
plateaus, and Keq is the equilibrium constant, defined here as
the ratio of the product and reactant population in the equilib-
rium state. For the symmetric model considered here, Keq = 1.

It is important to note that we employ the full expression
in Eq. (20) rather than the commonly used approximation k ≈
limt→tp Cflux(t). The latter is equivalent to extracting the reac-
tion rate from the slope of the time-dependent reactant popu-
lation. However, this approximation only holds true for slow
reactions when the molecule predominantly resides in the re-
actant regime at the time tp where the transient oscillatory dy-
namics subside, i.e., Pr(tp) ≈ 1. As such, the denominator in
Eq. (20) remains close to one and can be disregarded. This
approximation does not hold for the model studied in the cur-
rent and previous works.34,43,49,50 This observation is true re-
gardless of whether exact quantum-mechanical dynamics are
used or the mixed quantum–classical approach. As an illus-
tration, in Fig. 2(a), we compare the mixed quantum–classical
k(t) and flux-side correlation function Cflux(t) for a reaction
inside the cavity with the optical frequency ωc = 1200cm−1.
It is evident that after the short-time transient dynamics have
decayed, k(t) demonstrates a well-defined plateau, whereas
Cflux(t) does not.

Moreover, we compare the quantum–classical approxima-
tion to the reaction rate k and Cflux(t) at t = 10ps as a func-
tion of the cavity frequency in Fig. 2(b). We observe that
while the former exhibits a monotonic increase with the op-
tical frequency ωc, the latter displays a dip centered at ωc =

1185cm−1. This dip arises due to the lingering influence of
the initial transient dynamics. To elaborate this, in Fig. 3(a),
we illustrate the reactant dynamics for reactions outside and
inside the cavity with three distinct optical frequencies. The
solid lines correspond to the fully quantum-mechanical re-
sults, while the dotted lines represent the mixed quantum–
classical results. Compared to the reaction outside the cavity,
the reactant dynamics inside the cavity exhibit a more pro-
nounced discontinuity in slopes around t = 400fs. Notably,
the reactant population experiences the most significant short-
time drop when on near resonance, i.e., the optical frequency

a)

b)

FIG. 2. a) Comparison of the mixed quantum–classical k(t) and
Cflux
(t) for a single molecule inside the cavity with the frequency

ωc = 1200cm−1. b) Reaction rates k and Cflux
(t = 10ps) as a func-

tion of the cavity frequency. The light–matter coupling strength is
set to ηc = 0.005 a.u. The results are obtained by averaging over 1000
classical trajectories.

is close to the transition energies ∆ε
mol
0+↔1− = 1140cm−1 for the

dipole-allowed molecular vibrational transition ∣vmol
0+ ⟩→ ∣v

mol
1− ⟩

and ∆ε
mol
0−↔1+ = 1238cm−1 for ∣vmol

0− ⟩ → ∣v
mol
1+ ⟩, and thus the

photon energy can be absorbed. This short-time behavior may
stem from the initial establishment of molecule–cavity corre-
lation, which is factorized at t = 0. Further experiments, com-
patible with real-time spectroscopic monitoring,74,75 may be
able to directly track the polariton wavepacket on subpicosec-
ond scales and probe the impact of the formation of this cor-
relation. Moreover, the mixed quantum–classical treatment
tends to overestimate this initial reactant reduction, as shown
in Fig. 3(b), which compares the fully quantum-mechanical
and mixed quantum–classical results for the short-time reac-
tant population (at t = 1ps) as a function of ωc.

Note that, a recent work employing various mixed
quantum–classical methodologies,43 where molecular vibra-
tional mode is handled quantum mechanically while all other
DoFs are treated classically, suggested that as long as discrete
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c)

c)

FIG. 3. a) Population dynamics of the reactant (in the left-well re-
gion) for a single molecule outside (black) and inside the cavity (col-
ored) with three distinct cavity frequencies. b) Reactant population at
time t = 1ps as a function of the optical frequency ωc. The solid and
dotted lines correspond to the mixed quantum–classical (Mix-QC)
and fully quantum-mechanical (Full-Q) results, respectively. The
light–matter coupling strength is set to ηc = 0.005 a.u. The mixed
quantum–classical results are obtained by averaging over 1000 clas-
sical trajectories.

vibrational states are explicitly taken into account, a peak at
the correct resonant photon frequency can be observed. How-
ever, the reaction rates obtained using these mixed quantum–
classical approaches, both outside and inside the cavity, are
orders of magnitude larger than the exact rates. Addition-
ally, negative populations are occasionally observed. From
the analysis provided earlier, these peaks might be spurious
and originate from an inappropriate extraction of the reaction
rate from the reactant dynamics.

In contrast to the short-time dynamics, the long-term rate
k, as demonstrated in Fig. 2(b), exhibits a dependency on the
cavity frequency but lacks a peak structure. This stands in
stark contrast to the findings of the fully quantum-mechanical
study.49–51 To delve deeper into this disparity, we display in
Fig. 4 the rate modification k/k0 inside the cavity as a func-
tion of the cavity frequency for three different light–matter

a) ηc = 0.00125 a.u.

b) ηc = 0.005 a.u.

c) ηc = 0.01 a.u.

FIG. 4. Rate modification profile k/k0 as a function of the cavity fre-
quency ωc for three different light-matter interaction strengths ηc.
The blue solid lines represent the results obtained from the fully
quantum-mechanical approach. The orange dotted lines correspond
to the mixed quantum–classical treatment depicted in Sec. II, and the
mixed quantum–classical results are obtained by averaging over 1000
classical optical trajectories.
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coupling strengths ηc, directly comparing the results from
both the fully quantum-mechanical method and the mixed
quantum–classical approach. Here, k0 is the reaction rate out-
side the cavity, which is by definition identical for both ap-
proaches.

For a light–matter coupling strength of ηc = 0.00125 a.u. ,
corresponding to a Rabi splitting ΩR ≈ 30cm−1 for the
vibrational transitions ∣vmol

0± ⟩ → ∣v
mol
1∓ ⟩, the fully quantum-

mechanical results display a sharp resonant peak centered
at ωc = 1185cm−1. As elucidated in Ref. 51, in the single-
molecule limit, this resonant rate enhancement arises from the
opening of an intramolecular reaction pathway, involving the
molecular vibration, cavity mode, and its photon bath. The
molecular vibrational transitions couple with the one-photon
absorption/emission in the cavity mode, which is then quickly
depleted/replenished by the photon bath to facilitate repeated
occurrences of the former process. In comparison, the rates
obtained with the mixed quantum–classical approach, where
the cavity mode is treated classically, predict a slight reduction
of the rates inside the cavity, devoid of any peak features.

In the regime of stronger light–matter coupling, the fully
quantum-mechanical results exhibit a more intricate rate pro-
file. For instance, the major resonant peak, in addition to its
heightened intensity and further broadening, is flanked by a
side peak in the low-frequency regime around ωc = 600cm−1.
This secondary peak corresponds to a multi-photon process
where the emission/absorption of multiple photons in the cav-
ity mode couples with the vibrational excitation/relaxation.
The peak value varies, being higher or lower than one, de-
pending on ηc. Conversely, the mixed quantum–classical re-
sults lack the peak features and instead predict rate enhance-
ment inside the cavity across the whole frequency regime.
Moreover, rates increase significantly in the high-frequency
ωc regime, possibly due to the larger dipole self-energy term
ωcη

2
c x2

m.
Concluding from Fig. 4, we confirm our prediction that, it

is crucial to employ a quantum description of the cavity radi-
ation field for studying chemical reactivities under vibrational
strong coupling conditions.

IV. CONCLUSION

In summary, we have introduced a mixed quantum–
classical approach for modeling open bosonic systems. In this
framework, a subset of vibrational modes can be treated clas-
sically, while the remaining DoFs, both within the system and
its continuous baths, are handled quantum mechanically. This
approach is instrumental for evaluating the dynamical quan-
tum characteristics of specific vibrational modes.

In this work, our focus is on investigating the rate mod-
ification of ground-state chemical reactions inside an opti-
cal cavity. By exclusively treating the optical mode of the
cavity classically, we have found that the resonant peak in
the cavity frequency-dependent rate profile, observed in the
fully quantum-mechanical simulations, is absent. This ab-
sence confirms our assumption that the resonant peak arises
from a process involving the resonant energy exchange be-

tween the cavity mode and the molecular vibrations, which
necessitates explicit consideration of both quantized cavity
photonic states and discrete molecular vibrational states. Im-
portantly, this finding strongly hints that the resonant rate al-
ternation observed in vibrational strong coupling experiments
inside optical cavities is essentially a macroscopic quantum
phenomenon.

Nonetheless, this does not spell the end for mixed
quantum–classical approaches. Although we will wish to treat
the cavity mode quantum mechanically, there is probably no
need to treat the entire system in this way. For instance, it
is yet to be verified in future work whether the continuous
dissipative bath modes can be treated classically. Finally, we
must also consider the error inherent to the Ehrenfest mean-
field approximation, which is well known to have a poor de-
scription of detailed balance.76 In previous studies,77,78 this
approximation has been found to be significantly less accu-
rate than alternative mixed quantum–classical methods such
as spin mapping79,80 and the mapping approach to surface
hopping.81 Therefore, in future work, we will investigate the
possibility of combining HEOM with these more reliable ap-
proximations, which may overcome some of the errors ob-
served with the Ehrenfest approximation in this work.
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