
1 

 

Dynamic Charge Distribution as a Key Driver 

of Catalytic Reactivity in an Artificial 

Metalloenzyme 

David W. Kastner1,2, Clorice R. Reinhardt1, Husain Adamji1, Melissa T. Manetsch,1 Yuriy 
Román-Leshkov1,3, and Heather J. Kulik1,3* 

1Department of Chemical Engineering, Massachusetts Institute of Technology, Cambridge, MA 
02139, USA 

2Department of Biological Engineering, Massachusetts Institute of Technology, Cambridge, MA 
02139, USA 

3Department of Chemistry, Massachusetts Institute of Technology, Cambridge, MA 02139, USA 
 

ABSTRACT: Miniature artificial enzymes such as mimochromes provide a simplified platform to 
extract design principles for engineering rate enhancements beyond that of natural enzymes, 
although design optimizations have largely focused on geometric properties, leaving the impact of 
the electronic environment unexplored. To investigate how the electronic environment influences 
reactivity, we carry out classical and ab initio molecular dynamics (MD) simulations, supervised 
machine learning (ML), and statistical analysis of a series of mimochromes, MC6, MC6*, and 
MC6*a. Our classical MD simulations reveal a correlation between increased protein–heme 
contact and improved reactivity, confirming the importance of geometry, while ab initio MD 
simulations provide insight into the electronic environment, showing the electrostatic potential 
(ESP) at the metal center also correlates with reactivity. Quantum mechanical calculations of 
sulfoxidation and hydroxylation reactions demonstrate that the negative ESP at the metal center 
and active site electric field stabilize the highest-energy intermediate. Furthermore, using ML 
classifiers, we identify critical residues such as Lys12 and Asp18 in MC6*a that demonstrate 
charge-coupling patterns that explain differences in reactivity. This suggests that the reactivity 
series in mimochromes is primarily driven by key aspects of partial charge distribution dynamics, 
which should guide the engineering of next-generation metalloenzymes. 
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1. Introduction. 

Enzymes are versatile catalysts that enable the biosynthesis of complex chemical 

compounds with high chemo-, regio-, and stereospecificity under mild conditions.1 The growing 

need for green catalysts has sparked interest in applying computational approaches and directed 

evolution to engineer non-native enzymes with enhanced reactivity and the capability to perform 

novel chemical transformations.2-7 Heme proteins, which contain a protoporphyrin IX cofactor 

typically with a coordinated iron cation,  are of particular interest as they catalyze a remarkable 

array of challenging reactions, including hydroxylation,8 halogenation,9 peroxidation,10 

sulfoxidation,11 and C–C bond cleavage12, and can be tuned by modifying the protein scaffold and 

the coordinating environment of the reactive high-valent metal center.13 The tunability of the 

protein and metal environments has served as inspiration for an array of de novo designed enzymes 

that display equivalent or superior reactivities to their natural counterparts and can carry out 

reactions not found in nature.14-17 However, despite successes, the complexity of natural enzymes 

has made it difficult to extract design principles from structure–function relationships and quantify 

the core requirements for catalytic activity.18 To facilitate the investigation of the requirements for 

the protein environment in enzymatic heme catalysis, several miniaturized heme-based enzyme 

systems have been developed.19-24 

Exemplary of an miniaturized metalloenzyme system, the family of de novo mini-enzymes 

known as mimochromes consist of a five-coordinate heme iron consisting of a deuteroporphyrin 

covalently bound to two nonapeptides with the proximal peptide coordinating iron through an axial 

histidine (Figure 1).25 Due to the simplicity of the protein environment, the reactivity of the 

mimochrome family has been successfully tuned and optimized over several generations through 

principles of rational design.26 There are three main catalytically active mimochromes exhibiting 
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increasing reactivity, MC627 < MC6*28 < MC6*a,29 with the catalytic efficiency of the most 

reactive mimochrome, MC6*a, exceeding that of natural horseradish peroxidase.29 In the first 

modification, MC6 was converted to MC6* through the change of an acidic residue (Glu3) on the 

lower helix,28 termed the TD chain, to a hydrophobic residue, which eliminated a salt bridge 

(Glu3···Arg27) (Figure 1). Eliminating the salt bridge was hypothesized to allow Arg27 to interact 

with the active site.30,31 In the second iteration, two polar residues, Glu20 and Ser23, were both 

changed to a non-canonical amino acid, aminoisobutyric acid (Aib), which was hypothesized to 

enhance the stability of the upper helix, also termed the D chain (Figure 1).29 A comparison of 

nuclear magnetic resonance (NMR) chemical shifts for MC6, MC6*, and MC6*a revealed below-

average values for the Aib residues, suggesting increased protein–heme contact between the 

porphyrin ring and the Aib residues.29 While experimental evidence has provided valuable insights 

into each iterative mimochrome improvement in activity or structural shifts, the precise 

mechanisms by which individual substitutions dictate reactivity differences between MC6, MC6*, 

and MC6*a are still poorly understood. 

 

Figure 1. Representative structures of (left) MC6, (middle) MC6*, and (right) MC6*a obtained 
from the centroids of our MD simulations. Substitution sites and important residues are labeled on 
the structures. Dark blue cartoon representations are used for the secondary structures and atoms 
are colored as follows: carbon in gray, nitrogen in blue, oxygen in red, hydrogen in white, and iron 
in brown. Coordinating bonds are shown as purple dashed lines. 
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As described above, the current explanations for differences in mimochrome reactivity 

focus on variations of the protein secondary structure but have not explored potential electronic 

effects. While geometric and electronic effects are interconnected, even small differences in the 

electronic environment have shown to have large effects on heme catalysis through changes in the 

electrostatic potential,32 electric fields,32-35 and local dielectric constants.36 Of particular interest 

are the effects of dynamic partial charge coupling, which has been shown computationally to be 

important in small proteins including to distinguish wild type and mutant species37-39 and provides 

an electrostatic corollary to geometric allosteric coupling.40 Unlike structural differences, 

interrogating differences in the electronic environment is typically difficult to probe 

experimentally for enzyme systems and often must rely extensively on computational studies.41-45 

While computational studies have indeed been performed on the MC6 variant of these three 

mimochromes (i.e., the least reactive one),46 no computational analysis of the changes in reactivity 

across the mimochrome series has been carried out. 

In this work, we perform extensive computational analysis across three iterations of the 

mimochrome family (i.e., MC6, MC6*, and MC6*a) and evaluate the specific electronic properties 

and their influence on and correlation with experimentally observed reactivities. To investigate the 

role of the electronic environment, we carry out extensive classical and ab initio molecular 

dynamics (MD) simulations of the three mimochromes and observe stark differences in their 

charge dynamics. Based on the ab initio molecular dynamics simulations, we evaluate the 

electrostatic potential (ESP) at the metal center, local electric fields, and patterns of charge 

coupling that reveal striking differences between mimochromes that correlate with the 

experimentally observed reactivity trends, while more conventionally applied backbone geometric 

correlation analyses show few differences. These results are further corroborated by supervised 
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machine learning (ML) models, which classify the three mimochromes based only on charge-

derived features and provide feature importance scores that identify residues that distinguish the 

behavior of the variants, highlighting opportunities for engineering the electronic environment 

when designing de novo artificial metalloenzymes. 

2. Computational Details. 

2a. Protein Structure and Preparation. 

We used the QM/MM-optimized structure of MC6 from Perrella et al.46 as a starting point 

for the our workflow, as no crystal structure has been solved and reported for MC6, MC6*, or 

MC6*a (Supporting Information Figure S1). To create MC6*, we introduced the substitution 

Glu3Leu, and we introduced the substitutions Gln20Aib and Ser23Aib on MC6* to create MC6*a 

using the ChimeraX substitution tool.47,48 All aspartates and glutamates were assigned a -1 charge 

and arginines and lysines were given +1 charges (Supporting Information Table S1). The 

optimized structures had atom counts and net charges of 487 and -1 for MC6, 491 and 0 for MC6*, 

and 489 and 0 for MC6*a, respectively. The resulting structures were then geometry-optimized 

with density functional theory (DFT). We employed the long-range corrected, range-separated 

hybrid ωPBEh functional (ω = 0.2 bohr−1)49 using TeraChem developer version 1.9.50,51 All 

calculations employed a basis set consisting of the LANL2DZ effective core potential52 for Fe and 

6-31G* for other atoms.50,51 We employed an implicit conductor-like polarizable continuum model 

(C-PCM) with epsilon set to 8053,54, as implemented in TeraChem.55,56 

Utilizing the tleap utility in the AMBER software suite, we generated force field topology 

and coordinate files for each mimochrome. The topology and inpcrd files for all MD simulations 

are provided in the Zenodo repository.57 To accurately model the non-standard Aib residues in 

MC6*a, we used the implicitly polarized Q (IPolQ) scheme force field ff15ipq58 developed for 
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protein mimetics and the recommended SPC/Eb water model for all classical MD (see Sec. 2b).59 

The core active site parameters for the porphyrin ring, covalently bound lysines, and the metal 

center both with and without an oxo present were obtained using AMBER’s Metal Center 

Parameter Builder (MCPB).60 The MCPB.py v3.0 script was employed to compute charges with 

the ChgModB method at the B3LYP/LACVP*51,61 level of theory assuming a charge state of 0 and 

a singlet spin state without the oxo and a charge state of +1 and a doublet spin state with the oxo. 

The Seminario method62 was used to derive additional force field parameters (Supporting 

Information Table S2 and S3). The default MCPB atom naming convention was used (Supporting 

Information Figures S2 and S3). Each protein system was solvated with a 15 Å SPC/Eb water box 

with periodic boundary conditions and Na+ counterions.63 The resulting final atom counts for the 

three mimochromes were: 8,078 for MC6, 8,054 for MC6*, and 8,325 for MC6*a.  

2b. Classical Molecular Dynamics Simulations and Analysis. 

We performed MD simulations for MC6, MC6*, and MC6*a using AMBER18 and the 

GPU-accelerated particle mesh Ewald (PME)64 molecular dynamics (PMEMD) code.65,66 The 

equilibration protocol was as follows: i) 1,000 steps of hydrogen atom minimization, 2,000 steps 

of sidechain minimization with a fixed backbone, and 2,000 steps of unrestrained protein 

minimization; ii) controlled NVT heating from 0 to 300 K over 10 ps using the Langevin 

thermostat and a collision frequency of 5.0 ps-1; and iii) a 1 ns NPT simulation with the Berendsen 

barostat and a 2 ps relaxation time. Following equilibration, we collected 250 ns of production 

dynamics for each mimochrome, employing 2 fs time steps, and the SHAKE algorithm.67 

Electrostatics were treated with the PME method with a real-space cutoff of 10 Å.64 Seven 250 ns 

independent simulations were generated for each mimochrome system starting from the QM/MM 

optimized structure from Perrella et al.46. Additionally, to obtain representative equilibrated 
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structures of MC6, MC6*, and MC6*a in the oxo-bound state, we ran seven independent 250 ns 

molecular dynamics simulations for each mimochrome in the oxo-bound state for use in electric 

field analysis. A full flowchart of all calculations and analysis carried out in this work is provided 

in Supporting Information Figure S1.  We evaluated the secondary structure of the three 

mimochromes using the definitions of secondary structure of proteins (DSSP). For the analysis the 

non-covalent interactions between the porphyrin ring and the protein component, we employed 

MMPBSA.py as implemented in AMBER18,68,69 using the generalized Born (GB)70 

approximation and OBC1 model. We extracted snapshots from each MD simulation that were 

equally spaced by 50 ps and taken from the largest cluster, which was identified with DBSCAN. 

We calculated the residue-wise contributions to protein–porphyrin interactions and decomposed 

the interactions into electrostatics and can der Waals contributions.71,72 The root mean squared 

fluctuations (RMSFs) were calculated by aligning the seven independent classical MD simulations 

to the starting structure and then calculating the average per-residue RMSF with MDAnalysis.73 

2c. Ab Initio Molecular Dynamics Simulations. 

Representative frames were selected using the DBSCAN clustering algorithm in CPPTRAJ 

to obtain clusters and their most representative frames (i.e., cluster centroids).74 The centroid of 

the largest cluster from each independent simulation was then used as input to for semi-empirical 

quantum mechanical (SQM) MD simulations (Supporting Information Tables S4–S6 and Figures 

S2–S4).74,75 The SQM MD simulations used GFN2-xTB76, which incorporates D3 dispersion77, as 

implemented in the TeraChem v1.9 developer version.78,79 We employed the conductor-like 

polarizable continuum model (C-PCM)54,80 using a dielectric constant of 80 for water and a cavity 

derived from 1.2 times Bondi's van der Waals radii81 for all atoms, as implemented in 

TeraChem.55,56 We modeled MC6, MC6*, and MC6*a in the closed-shell singlet (i.e., singlet 
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multiplicity, 2S+1 = 1) for computational efficiency in sampling protein dynamics, assuming the 

metal center is Fe(II). For subsequent catalytic cycle modeling, we used revised spin state 

assignments using Fe(III) as a doublet, as both Fe(II) and Fe(III) are observed experimentally (see 

Sec. 2d)82,83. The simulations were executed within the NVT ensemble, with an initial temperature 

of 300 K and a timestep of 0.5 fs. We employed the Langevin thermostat with a damping frequency 

of 1 ps−1. We recorded both charges and structures at every timestep over 20 ps (i.e., 40,000 steps) 

for each of the 8 independent simulations for each of the three mimochromes. This comparatively 

brief timescale for the SQM MD versus the classical MD was in line with earlier studies that 

demonstrated convergence of charge distributions within tens of picoseconds.38,84 Although 

explicit solvation would be preferrable, we used an implicit solvent model to avoid complications 

arising from equilibrating solvent degrees of freedom.  

2d. Quantum Mechanical Calculations. 

A subset of 400 evenly-spaced structures (i.e., every 0.2 ps) were extracted from the SQM 

MD runs for evaluation of properties with range-separated hybrid DFT. For each snapshot, DFT 

partial charges were collected at the ωPBEh/LACVP* level of theory using implicit C-PCM 

solvation with the Mulliken, Voronoi, Hirshfeld, and ADCH partial charge schemes. To mitigate 

the limitations of partial charge schemes,85 we summed the charges over each residue.38,86,87 We 

then estimated the ESP at the metal center with each of the partial charge schemes (Supporting 

Information Figures S13–S15).45,88 The choice of partial charge scheme did not influence the 

overall trends, which were in agreement among most methods (Supporting Information Figures 

S16–S19).45 For consistency with previous work, we used the Mulliken partial charge scheme for 

analyses using by-residue summed partial charges,38,39 and we used the Hirshfeld partial charge 

scheme for calculations involving the ESP at the metal center (Supporting Information Figure 
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S1).45 Next, the charge covariance and mutual information (MI) were computed using sklearn and 

numpy with the nearest neighbors set to 10 for MI using an in-house script following previous 

work.38 We computed the ESP at the metal center following Coulomb’s law across various 

components including all the atoms of the mimochrome, the lower helix, the upper helix, the heme 

group, and the coordinating histidine. The ESP at the metal center was calculated with an in-house 

python script, which is provided in the Zenodo repository.57  

For modeling the reaction mechanisms, the starting structures were selected for MC6, 

MC6*, and MC6*a from a DFT-computed snapshot of the ab-initio MD for each of the 

mimochromes. This snapshot was chosen from 3200 DFT snapshots (see Sec. 2d) as the single 

structure from DFT analysis that had the most stabilizing ESP at the metal center. These structures 

are provided in the Zenodo repository.57 Due to the size of the systems, full geometry optimizations 

for the sulfoxidation reaction were first performed on the mimochrome reactant state with HOOH 

bound (R) with no atoms fixed. For subsequent steps, intermediate structures (IM1, IM2, IM3, and 

P, see Sec. 3e) were constructed from the optimized HOOH-bound (R) structures, and geometry 

optimizations were performed with the lower helix and backbone atoms fixed. For the 

hydroxylation reaction, the same procedure was followed with full geometry optimizations first 

performed on the mimochrome reactant state with HOOH bound (R') with no atoms fixed. For 

subsequent steps, intermediate structures (IM1', IM2', IM3', IM4's, IM4'p, and P', see Sec. 3e) were 

constructed from the optimized HOOH bound (R') structures and geometry optimizations were 

performed with the lower helix and backbone atoms fixed. The lower helix was frozen as it does 

not interact with the active site.  

Energies for all optimized intermediates were calculated at the ωPBEh/LACVP* level of 

theory (Supporting Information Tables S9 and S10). The electronic configuration of all 
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intermediates were modeled in a doublet (2S + 1 = 2) spin state, as the ground state was the doublet 

for all intermediates except for the product (Supporting Information Table S11 and Figure S54). 

For IM4' of the hydroxylation reaction, both the s and p pathways were explored (i.e., the 

intermediate was modeled as a singlet or a triplet), although they were roughly the same in energy 

(Supporting Information Table S12 and Figure S55). A cluster of four waters was used as the 

proton acceptor across all steps of the sulfoxidation and hydroxylation reactions, and its reference 

geometry was identical in all mimochromes (Supporting Information Text S3 and Figure S53). For 

the calculation of electric field projections, we employed an iterative Hirshfeld approach to 

compute the partial charge, dipole, and multipole moment of each atom in the extended protein 

environment, using the software package Multiwfn89 (Supporting Information Text S2). From the 

seven trajectories for each mimochrome in the oxo-bound state (see Sec. 2b) used in electric field 

analysis (see Sec. 3e), we clustered the trajectories using the DBSCAN74 algorithm to obtain four 

representative centroids from each trajectory, yielding 28 snapshots of the Fe-oxo state for each 

mimochrome. 

2e. Interpretable Machine Learning Models. 

We formulated two distinct temporal feature sets: the first containing residue-summed 

Mulliken charges (23 features), and the second comprising all pairwise distances (351 features). 

The features corresponding to substituted amino acids (i.e., those that varied between mimics) 

were omitted from both sets as including the charges for the mutated residues would lead to perfect 

assignments. We next employed random forest (RF)90 and multi-layer perceptron (MLP)91 multi-

class classifier models with a 60-20-20 partitioning strategy for training, testing, and validation 

sets, respectively. We implemented a temporal dataset split, allocating the initial 60% of each 

independent simulation for training, the following 20% for validation, and the final 20% for 
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testing. This approach was chosen over a random split to avoid data leakage, as molecular 

dynamics simulation points are temporally correlated. A random split would risk providing the 

model with information from adjacent time points across training, validation, and test sets, thus 

compromising the independence of the test set and potentially inflating the model's performance 

metrics. The RF models were built and trained using scikit-learn v1.3.1.92 Hyperparameter 

searching was performed using a grid search and 3-fold cross-validation (Supporting Information 

Table S7). The multi-class MLP classifier model was trained with PyTorch version 2.0,93 with the 

ReLU activation function94 applied between layers, and utilizing the Adam optimizer.95 

Hyperparameter searching for the MLP was determined with Optuna v3.3.0 across 200 trials 

(Supporting Information Table S8). The evaluation of model performance was conducted on the 

test set for each data split by examining the area under the receiver operating characteristic (ROC) 

curve (AUC) and analyzing confusion matrices. To determine the most critical features for the 

MLP models, we performed SHapley Additive exPlanations (SHAP) analysis.96,97 For the SHAP 

interpretation MLP models, we designated 100 data points as the background set and 156 data 

points for the test set. To determine the most critical features for the RF models, we used Gini 

feature importance90 analysis as implemented in scikit-learn. 

3. Results and Discussion. 

3a. Differences in Classical Dynamics Across Closely Related Mimochromes. 

To explore conformational and dynamic differences among MC6, MC6*, and MC6*a, we 

performed extensive classical molecular dynamics (MD) simulations (see Sec. 2b). The MD 

simulations revealed structural variation among the mimochromes due to their corresponding 

amino acid substitutions. DSSP indicated comparable α-helical content among MC6, MC6*, and 

MC6*a, aligning with previous experimental results (Supporting Information Figure S7). 
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Although some studies suggest that α-helical content in MC6*a increases when solvated with a 

50% aqueous solution of trifluoroethanol (TFE), this phenomenon has not been observed 

experimentally in water.28,29 

Next, we explored the experimentally suggested “hangman effect” for Arg27 in MC6* and 

MC6*a.26 We performed residue-wise root-mean-squared fluctuation (RMSF) calculations across 

all the MD simulations for each mimochrome and found that the RMSF was higher for the residue 

Arg27 in MC6* (4.3 Å) and MC6*a (3.9 Å) than in MC6 (3.5 Å) (Supporting Information Figures 

S8 and S9). The enhanced flexibility of Arg27, as revealed by RMSF calculations, supports its 

proposed function in facilitating the hangman effect. However, even in MC6, we observed 

instances of the hangman effect due to frequent loss of the Glu3···Arg27 salt bridge during the 

MD simulations. This observation is corroborated by a previous computational study that 

identified the Glu3···Arg27 interaction as the weakest ion pair in MC6 during those classical MD 

simulations.46 In our simulations, the C-terminus exhibited the highest degree of flexibility for all 

mimochromes, usually appearing disordered (Supporting Information Figures S7–S9). 

Next, we investigated the role of non-native amino acids Aib20 and Aib23 in the increased 

reactivity of MC6*a. Specifically, we quantified whether the D chain (i.e., the upper helix that 

only interacts non-covalently with the porphyrin) was positioned more centrally above the 

porphyrin ring in MC6*a as expected.26,29 The distances between residues 20 and 23 of the D chain 

and the iron center were measured over all MD simulations for each of the mimochromes (Figure 

2). Our distance measurements indicate that, on average, the D chain is situated closer to the iron 

center for MC6*a (5.5 Å) than MC6* (5.9 Å) and is furthest in MC6 (6.4 Å). The ordering is 

consistent with experimentally observed reactivity: MC6 < MC6* < MC6*a. We also investigated 

how the Aib residues and the proximity of the D chain affects the formation of a hydrophobic 
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binding pocket. We calculated the number of water molecules within 6 Å of iron for all three 

mimochromes and found that water was better excluded from the active site of MC6*a than for 

MC6 and MC6* (Supporting Information Figure S10). The exclusion of water from the substrate 

binding site suggests a secondary function of Aib20 and Aib23 in the formation of a more 

hydrophobic binding pocket, enhancing the binding affinity for indole substrates commonly used 

with mimochromes.98 

 

Figure 2. Kernel density estimation (KDE) of the positioning of the D chain for each mimochrome 
using the distance between the a-carbon of amino acid 20 and Fe (x-axis) and the distance between 
the a-carbon of amino acid 23 and Fe (y-axis) as reference: (left) MC6, (middle) MC6*, and (right) 
MC6*a. Dark blue regions represent individual MD frames while a transition towards yellow 
signifies higher density areas. 

To explore the non-covalent interactions between the D chain and the porphyrin ring 

further, we conducted an energy decomposition analysis using the generalized Born model 

(GBSA).68,70 We found significant differences between the observed noncovalent interactions for 

MC6*a compared to MC6 and MC6*, which were similar to each other. Moreover, in MC6*a, 

Aib23 demonstrated the most substantial interaction with the porphyrin among the D chain 

residues (-4.5 kcal/mol) and exhibited more favorable interactions with the heme group relative to 

Aib20 (-0.6 kcal/mol, Supporting Information Figure S11). Thus, the contributions of Aib20 in 
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positioning the D chain are likely indirect as Aib20–porphyrin contact was infrequent. In MC6 and 

MC6*, the strongest interaction was between Arg27 and the porphyrin (-9.7 and -7.8 kcal/mol, 

respectively). While energetically favorable, the interaction between Arg27 and the porphyrin 

pushes the D chain further from the porphyrin ring as Arg27 was often positioned between the D 

chain and the porphyrin ring during dynamics (Supporting Information Figures S12 and S13). 

However, in MC6*a, the hydrophobic interaction of Aib23 prevented the insertion of Arg27 

between the D chain and the porphyrin ring, which led to a significantly lower Arg27–porphyrin 

interaction energy for MC6*a (-1.8 kcal/mol) compared to MC6 and MC6*, as measured with 

GBSA. 

3b. Differences in Metal Electrostatic Environments Across Mimochromes. 

After identifying specific variations in the classical dynamics of MC6, MC6*, and MC6*a, 

we investigated how the identified geometric changes correspond to differences in the electrostatic 

environment at the active site. Given the variation in D chain–porphyrin distances, we focused on 

the ESP at the metal center (see Sec. 2d). To determine the components of the mimochrome that 

had the largest influence on the ESP, we calculated the contribution to the ESP at the metal center 

caused by each structural component: the TD chain, the D chain, the TD chain without the 

coordinating histidine, the porphyrin ring, and the coordinating histidine alone. To capture 

geometric variations, the ESP at the metal center was calculated for 3200 DFT-computed 

snapshots derived from the 8 SQM MD simulations for each mimochrome (see calculation details 

in Supporting Information Figure S1). From our analysis, we observed that the experimentally 

determined reactivity, MC6 < MC6* < MC6*a,26 aligns with increasingly negative values for the 

contribution from the D chain and increasingly positive values for the TD chain. That is, the most 

reactive mimochrome, MC6*a, had the most negative ESP for the contribution from the D chain 
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and the most positive ESP for the TD chain, followed by MC6* and then MC6 (Figure 3). 

Furthermore, the average ESP contribution from the D chain decreases from MC6 (78 kJ mol-1 e-

1) to MC6* (49 kJ mol-1 e-1) to MC6*a where it becomes negative (-86 kJ mol-1 e-1). This negative 

ESP for the most reactive mimochrome, MC6*a, suggests an electrostatic stabilization for the 

positively charged metal center that could be expected to significantly alter the reactivity. 

 

Figure 3. (left) The value of the ESP at the metal center estimated using the Hirshfeld charges for 
various structural components of MC6 (blue), MC6* (red), and MC6*a (green). The ESP was 
computed for the entire mimochrome (all), the TD chain (TD), and D chain (D), the TD chain 
without histidine (TD-his), the porphyrin ring (heme), and histidine (his) alone. The standard 
deviations over snapshots are shown on the plots with error bars. (right) The structures of the main 
components: all, TD, D, heme, and his. TD-his is the TD chain without histidine. Dark blue cartoon 
representations are used for the secondary structures and atoms are colored as follows: carbon in 
gray, nitrogen in blue, oxygen in red, and hydrogen in white. 

We next investigated if specific D-chain residues influence the calculated trends in the ESP 

at the metal center by examining the correlation between the distances from the center of mass of 

amino acids to the iron atom and the variations in ESP. Two charged amino acids played a 

significant role in ESP variations: Asp18 and Arg27. The correlation between the Asp18···Fe 

distance and the ESP of the D chain is pronounced, especially in MC6 and MC6*, with shorter 

Asp18···Fe distances resulting in lower ESP values (Figure 4 and Supporting Information Figure 
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S21). The average Asp18···Fe distance was shorter for MC6*a (12.8 Å) and MC6* (12.6 Å) than 

for MC6 (13.7 Å). Conversely, the relationship between the average Arg27···Fe distance and the 

D chain ESP shows increasingly longer distances for MC6 (6.7 Å), MC6* (7.6 Å), and MC6*a 

(8.3 Å) in line with an increasingly negative ESP (Supporting Information Figure S22). In addition 

to its proposed role in the hangman effect, the ability of Arg27 to alter the ESP at the metal center 

suggests an additional role in tuning the electrostatic environment. The introduction of the residue 

Aib23 in MC6*a likely contributes to the longer Arg27···Fe distances due to favorable 

hydrophobic interactions (-4.6 kcal/mol from GBSA) with the porphyrin. The increased 

hydrophobic interactions prevent the charged Arg27 residue from coming closer to the active site 

by decreasing the distance between the D chain and the iron center. We then checked if the distance 

between the D-chain itself, measured at its centroid, and the iron center also correlated with a more 

negative ESP. We found that the distance between the D-chain centroid and the metal center 

increased consistently from MC6*a (6.6 Å), to MC6* (7.4 Å) to MC6 (7.8 Å), further 

demonstrating the relationship between the positioning of the D chain and the ESP at the metal 

center (Supporting Information Figure S23). 

 
Figure 4. Kernel density estimation (KDE) plots showing the correlation between the distance 
between the centroid of Asp18 and the iron center and the ESP at the metal center of the D chain 
for the three mimochromes: (left) MC6, (middle) MC6*, and (right) MC6*a. Dark blue lines 
indicate regions densely populated with points while a transition towards white signifies regions 
more sparsely populated with points. 
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3c. Charge-derived features distinguish mimochromes. 

Following our identification of the ESP at the metal center of the D and TD chains as 

distinguishing features across mimochromes, we sought to identify patterns in charge distribution 

at the individual residue level. While we expect differences in charges for the three substituted 

residues that distinguish MC6, MC6*, and MC6*a, we investigated if any of the 27 shared residues 

exhibit differences in charge distribution. To aid in the identification of qualitative distinguishing 

differences in charge distribution between the mimochromes, we trained supervised machine 

learning (ML) classifier models (i.e., RF and MLP, see Sec. 2) to distinguish patterns in charge 

differences among the mimochromes from their ab initio MD trajectories.99 The models were 

trained as multi-class classifiers to distinguish ab initio MD frames as belonging to MC6, MC6*, 

or MC6*a based on by-residue summed Mulliken partial charges of the shared residues. These 

models showed good performance with AUC scores of 0.92–0.96 for the model RF and 0.88–0.92 

for the MLP model (Figure 5 and Supporting Information Figures S24 and S25). The model 

performance could be improved if we also included features related to the ESP of each 

mimochrome because the ESP strongly distinguishes the three mimochromes (Supporting 

Information Text S1 and Figures S26–S28). From feature importance analysis on the RF model, 

we found Asp18 to have the highest feature importance as measured by Gini impurity (Figure 6). 

We also found Arg27, Lys12, and Glu19 to have high feature importance scores. The ranking of 

Arg27 as the feature with the second-highest feature importance is of interest given its involvement 

in the hangman effect and its suggested importance in the catalytic improvement between MC6 

and MC6*. Lys12 is one of the charged amino acids on the TD chain and is involved in several 

non-covalent interactions. Finally, Glu19 is believed to be key in maintaining the overall structure 
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of the mimochromes through the Arg11···Glu19 interchain salt bridge. Conversely, residues Ser8 

and Ile13 showed the lowest feature importance scores and their charges likely do not contribute 

to the increased reactivity observed across the MC6, MC6*, MC6*a series, despite the proximity 

in sequence space of Ile13 to the key Lys12 residue. Residues with low feature importance scores 

such as Ser8 and Ile13 could be potential targets for future mutagenesis experiments to further 

optimize the electrostatic environment for reactivity.  

 

 
Figure 5. Receiver operating characteristic (ROC) curve for RF models for classification of 
individual snapshots as belonging to trajectories of one of three mimochromes. The models were 
trained on (top, left) by-residue summed charges of residues shared by the three mini-proteins, 
(top, right) geometric pair-wise distance features, (bottom, left) by-residue summed charges on an 
unseen test trajectory, and (bottom, right) pairwise distances for all shared residues on an unseen 
test trajectory. ROC-AUC curves are shown for MC6 (red), MC6* (blue), and MC6*a (green). 
The area under the curve (AUC) values are indicated in the legend. A diagonal dotted line 
represents the line of no-discrimination. 
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Figure 6. Ranked Gini feature importance for the RF model trained on charge-derived features. 
(left) The RF model was trained on by-residue summed charges, indicated with their three-letter 
code and residue index. (right) Representative structure of MC6*a with the residues with high 
feature importance scores shown with stick representation. Dark blue cartoon representations are 
used for the secondary structures and atoms are colored as follows: carbon in gray, nitrogen in 
blue, oxygen in red, hydrogen in white, and iron in brown. Metal coordinating bonds are shown as 
purple dashed lines. 

Given the high computational cost of obtaining key charge-derived features, we repeated 

our investigation to ascertain if similar patterns are observable in the geometric characteristics of 

the mimochromes that could have been obtained from a purely classical MD trajectory. To test 

whether geometric features could distinguish MC6, MC6*, and MC6*a, we trained RF and MLP 

models on centroid-to-centroid pairwise distances of all residues shared between the mimochromes 

from the same DFT-computed snapshots of the ab initio MD trajectories (351 features). We found 

that the models trained on geometric features were also able to almost perfectly classify the 

mimochromes (i.e., test set ROC-AUC scores of 1.0 for all mimochromes, Figure 5 and Supporting 

Information Figures S29 and S30). The pairwise distances with the highest feature importance 

based on the Gini score of the RF model were Lys26–Arg27 and Gln4–Arg27 (Supporting 

Information Figure S31). However, to test if the models could generalize to unseen trajectories, 

we retrained the models with a new train-validation-test split where we used six trajectories for 

training, one trajectory for validation, and one trajectory for testing. Repeating this same approach 
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for the charge-derived features, we found that the models trained on the geometric features showed 

a notable decrease in AUC (0.68–0.81, Figure 5 and Supporting Information Figure S32 and S33). 

Conversely, charge-derived features were able to more accurately classify the mimochromes even 

for an unseen trajectory (AUC: 0.73–0.96), corresponding to a much smaller drop in performance, 

and this performance was even higher (AUC: 0.98–1.00) when ESP features were included (Figure 

5 and Supporting Information Figures S34–S37). The fact that the models trained on by-residue 

summed partial charges were able to generalize to not just randomly held out data but also to held 

out, unseen trajectories with only 23 features highlights the importance of charge distribution in 

understanding mimochrome systems. 

3d. Charge-Coupling Interactions Distinguish Mimochromes. 

In our preceding investigation of the ESP at the metal center of MC6, MC6*, and MC6*a, 

we identified specific amino acid residues that were important in modulating the electrostatic 

environment. Next, we turned our focus to charge-coupling interactions between residue pairs that 

we could expect to collectively alter the electronic environment around the heme cofactor. To 

quantify charge-coupling interactions, we utilized linear cross-correlation100 and mutual 

information40,101,102 analyses from information theory of the by-residue-summed Mulliken partial 

charges on each residue, as introduced previously for charge-coupling in proteins.38,39 Cross 

correlation captures the linear dependence between the charges in residue pairs, while mutual 

information captures both linear and nonlinear relationships through the statistical dependence of 

charges between residues. We computed cross correlation and mutual information scores for all 

DFT-computed snapshots on SQM trajectories (see Sec. 2). The cross-correlation and mutual 

information heatmaps reveal distinct patterns of charge-coupling for the MC6, MC6*, and MC6*a 

mini-proteins (Figure 7 and Supporting Information Figure S38). While we observe a significant 
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number of charge-coupling interactions, including both short- and long-range interactions, there is 

a notable increase in charge coupling for MC6*a near the Aib substitution sites on the D chain 

(Figure 7). Specifically, we observed that the Aib mutations lead to a change in the charge coupling 

of Glu19 such that its charge coupling pattern resembles that of Asp18, which is not seen in MC6 

and MC6* (Figure 7). 

 

Figure 7. Charge cross-correlation heatmaps of charge dynamics from SQM simulations. Cross-
correlation plots for (left) MC6, (right) MC6*, and (right) MC6*a. Each amino acid pair is 
indicated by its one-letter code and is colored according to the color bar on right. Aib residues are 
indicated with the letter U. Amino acids are ordered based on residue number. The charge coupling 
hotspot residues are marked with a black box. The trivial case of same-residue correlations on the 
diagonal have been omitted. The N-terminus acetyl and the C-terminus amide caps are not shown 
as no notable charge coupling interactions were observed for these caps. 

We find strong charge coupling between residue 20 and Asp18, where residue 20 is an Aib 

residue in MC6*a, and a Gln in MC6 and MC6* (Figure 8). The Asp18···Aib20 charge-coupling 

interaction is increasingly evident as the substitution to the nonpolar hydrophobic Aib residue leads 

to increased charge coupling compared to the polar Gln residue. The trend in charge coupling 

strength between Asp18 and residue 20 aligns with the experimental reactivity trend: MC6*a > 

MC6* > MC6. In MC6*a, we observe a clear inverse correlation in the charge fluctuations of 

Asp18 and Aib20 as they have dynamic rearrangements in their charge densities (Figures 8 and 

9). In addition to the correlation with Aib20, Asp18 also shows increased charge coupling with 

Gln21 in MC6*a that correlates with reactivity (Supporting Information Figure S39). For this 
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residue pair, the cross-correlation scores are -0.27 for MC6, -0.37 for MC6*, and -0.55 for MC6*a, 

respectively. This close relationship of the density distributions on these two residues in MC6*a 

is also evident when comparing the individual trajectory in charge density for the two residues 

(Supporting Information Figure S40). 

 
Figure 8. Two-dimensional distributions of charges showing the charge-coupling interaction 
between Asp18 and residue 20 with representative structures from the extremes of the distribution. 
Residue 20 is an Aib in MC6*a and a Gln in MC6 and MC6*. (left) Charge coupling distribution 
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for Asp18 and residue 20. (middle) Representative structure for Asp18 with a relatively negative 
charge. (right) Representative structure for Asp18 with a relatively positive charge. Charge 
coupling plots and structures are shown for (top) MC6*a, (middle) MC6*, and (bottom) MC6. The 
cross-correlation (CC) and mutual information (MI) scores are shown in inset. Regions with high 
populations are indicated with yellow and regions with low populations are indicated with purple 
in the distributions. Dark blue cartoon representations are used for the secondary structures with 
purple dashed lines for the coordinating bonds. The atoms are colored as follows: carbon in gray, 
nitrogen in blue, oxygen in red, hydrogen in white, and iron in brown. 
 

 
Figure 9. Time-dependent charge deviation from the mean for Asp18 (red) and Aib20 (blue) over 
time for MC6*a. The time-dependent charge deviation was calculated for 400 DFT-computed 
snapshots spaced 0.2 ps apart for MC6*a. The depicted snapshots were taken from SQM MD 
trajectory 3. The y-axis represents the deviation of the charge from its average value, while the x-
axis indicates the elapsed time in picoseconds (ps). 

In addition to the charge-coupling interactions near the substitution sites on the D chain, 

we also observed strong coupling interactions on the TD chain. One particularly strong coupling 

interaction that also distinguishes the mimochromes in alignment with the experimental reactivity 

trend is between Gln9 and Lys12. The Gln9···Lys12 cross correlation description of the coupling 

interaction is strongest for MC6*a (-0.67), weaker for MC6* (-0.50), and weakest for MC6 (-0.11, 

Supporting Information Figure S41). Analysis of Gln9···Lys12 coupling across the simulations 

shows a consistent transfer of charge from Lys12 to Gln9 (Supporting Information Figure S42). 

The increase in charge coupling for MC6*a and MC6* is likely due to the Glu3Leu mutation, 

which was introduced to MC6 to increase inter-chain flexibility by breaking the Glu3···Arg27 salt 
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bridge. While most charge-coupling interactions were localized to the same chain, we also 

identified Arg11···Glu19 as an instance of an intra-chain charge-coupling spanning the D and TD 

chains. The Arg11···Glu19 coupling interaction is not unique to MC6*a, and robust coupling is 

seen in all mimochromes and across the trajectories, as indicated by their cross-correlation scores 

(MC6: -0.56, MC6*: -0.60, and MC6*a: -0.56, Supporting Information Figures S43 and S44). The 

observation of a strong salt bridge interaction such as Arg11···Glu19 is not surprising and could 

have likely been inferred from geometric analysis. Conversely, the other correlations of Glu19 are 

substantially changed in MC6*a and mirror those of Asp18.  

Next, we examine charge-coupling interactions closer to metal center. More coupling is 

evident between amino acids and the porphyrin ring than between the amino acids and iron. In 

MC6 and MC6*, we observe strong charge coupling between Ser23 and the porphyrin ring 

indicated by high cross-correlation scores of -0.46 and -0.58, respectively. However, there is no 

evidence of charge coupling between Aib23 and the porphyrin in MC6*a, with a much lower cross-

correlation score of -0.14 (Supporting Information Figure S45). In the classical and ab initio MD 

of MC6 and MC6*, Ser23 is most often positioned directly above iron and is often found 

occupying the open coordination site. This interaction leads to very clear time-dependent coupling 

where Ser loses charge (i.e., becomes significantly more positively charged), and the porphyrin 

accumulates charge (i.e., becomes significantly more negatively charged) upon coordination 

(Supporting Information Figure S46). The Ser23Aib substitution that results in the increased 

reactivity of MC6*a likely improves reactivity by maintaining an open coordination site. We also 

observe a charge-coupling interaction between Ser23 and Arg27 for MC6 and MC6* with cross-

correlation scores of -0.43 and -0.39, respectively. However, we do not observe charge coupling 

between Aib23 and Arg27 with a cross-correlation score of -0.17 in MC6*a (Supporting 
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Information Figures S47 and S48). The lack of charge coupling between Arg27 and active site 

residues in MC6*a is in line with our results indicating a more negative ESP at the metal center 

for MC6*a. 

The electrostatic analysis and charge-coupling depict significant contributions to electronic 

structure differences in the mimochrome variants. We were interested in whether geometric 

backbone motions (i.e., of alpha carbon, Cα, motions) typically used in protein analysis were 

equally revealing. The resulting Cα correlation heatmaps for MC6, MC6*, and MC6*a show a 

strikingly different picture from the electronic analysis, depicting highly similar patterns for all 

three mimochromes and failing to capture the same hotspots as charge coupling relevant to Aib 

substitutions (Supporting Information Text S2 and Figure S49). 

3e. Reactivity and Mechanistic Insights. 

Finally, we investigated reaction energetics to quantify reactivity differences between 

MC6, MC6*, and MC6*a for two closely related reaction mechanisms. We explored the 

experimentally studied mimochrome-catalyzed sulfoxidation reaction,26 which converts 

thioanisole to methyl phenyl sulfoxide, and the hydroxylation of propane, which has not been 

observed, but which the enzymes may be capable of on the basis of heme chemistry (Supporting 

Information Figures S50–S52). Based on our analysis of the ESP at the metal center, we expected 

that a more negative ESP for the D chain correlated with experimentally observed reactivity trends 

across the mimochrome series. Therefore, we selected the structure with the most negative metal-

center ESP for the upper D chain from the DFT-computed snapshots of the ab-initio MD for each 

of the mimochromes, and generated QM cluster models for each intermediate (Supporting 

Information Figures S53–S55). 
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In the proposed sulfoxidation mechanism,103 the proximal oxygen of the hydrogen peroxide 

bound, Fe(III)–HOOH, species (R) is deprotonated and stabilized by a water cluster, forming what 

is referred to in the heme community as the Cpd 0 intermediate, Fe(III)–OOH (IM1). We assume 

the deprotonation is performed by a cluster of water molecules as mimochromes, especially 

MC6*a, lack a dedicated proton acceptor residue (see Sec. 2). The proton is then shuttled to the 

distal oxygen of IM1 to form the Fe(III)–OOH2+ intermediate (IM3).103,104 O–O cleavage then 

leads to the generation of what is referred to in the heme community as Cpd 1, Fe(IV)=O (IM3),98 

and the release of water. IM3 then oxidizes thioanisole releasing methyl phenyl sulfoxide and 

returning iron to the Fe(III) state (P) (Supporting Information Figures S50 and S51).105 The 

mechanism for our proposed hydroxylation reaction follows the same pathway for the generation 

of the reactive Fe(IV)=O intermediate, proceeding through Fe(III)–HOOH (R'), Fe(III)–OOH 

(IM1'), Fe(III)–OOH2+ (IM2'), to generate Fe(IV)=O (IM3'), which abstracts a hydrogen from the 

substrate followed by a radical rebound, yielding the hydroxylated product (Supporting 

Information Figure S52).8 

The computed relative energies for the intermediates of the sulfoxidation and 

hydroxylation reactions reveal intermediate IM2 to be the highest in energy for MC6 (16.6 

kcal/mol), MC6* (16.0 kcal/mol), and MC6*a (12.4 kcal/mol), and the decreasing energy across 

the series correlates with the experimentally observed reactivity trend, with MC6*a being the 

lowest in energy (Supporting Information Tables S9 and S10). This stabilization may be a result 

of the more negative ESP at the metal center for the upper D chain for MC6*a, which stabilizes 

the partial positive charge on the IM2 intermediate. We observe the most stabilizing effect for 

MC6*a, which was the only mimochrome with a negative ESP at the metal center for the upper D 

chain (Figure 3). In both reactions, we found the overall reaction favorability to also align with 
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known reactivity trends. For the sulfoxidation reaction, we found the reaction thermodynamics to 

be increasingly favorable from MC6 to MC6* to MC6*a by around 3.6 kcal/mol (i.e., MC6: -17.2 

kcal/mol, MC6*: -19.2 kcal/mol, MC6*a: -20.8 kcal/mol, Figure 10). For the hydroxylation 

reaction that shares many of the same intermediates, we observe a similar trend (MC6: -40.3 

kcal/mol, MC6*: -42.3 kcal/mol, MC6*a: -43.9 kcal/mol, Supporting Information Figure S59). 

The optimized geometries of all intermediates for the hydroxylation and sulfoxidation reactions 

are provided in theZenodo repository.57 

 

 
Figure 10. Relative energy profiles in kcal/mol for the sulfoxidation of thioanisole by MC6 (red), 
MC6* (green), and MC6*a (blue). The skeleton structures of the intermediates are depicted below 
the reaction profile. 

Building on our analysis of the ESP at the metal center, where we observed a negative ESP 

at the metal center for the D chain and a positive ESP for the TD chain, we further explored the 

impact of their contributions to the electric field in the active site. Specifically, we focused our 

investigation on the electric field projected across the Fe-oxo bond, as its strength has been 

correlated with peroxidase activity in heme enzymes and has been shown to similarly influence 
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IM2 and IM3.32,35 The projected electric field across the Fe-oxo bond was calculated for each 

structure from the sum of electric field contributions from each computed atomic partial charges, 

atomic dipole, and atomic multipole moment in the extended protein environment (Supporting 

Information Text S2). The results reveal a moderate increase in the average strength of the 

projected electric field along the Fe-oxo bond that correlates with reactivity: MC6 (-64.2 MV/cm) 

< MC6* (-75.0 MV/cm) < MC6*a (-79.8 MV/cm) (Figure 11). We observed the biggest difference 

in the projected electric field between the least reactive mimochrome MC6 and the two more 

reactive mimochromes, MC6* and MC6*a, whereas the difference between MC6* and MC6*a 

was more modest. Upon inspecting the structures with the strongest and weakest projected electric 

fields, a stronger electric field was observed when the D chain formed the expected a-helical fold 

and a weaker electric field when it was more disordered (Figure 11 and Supporting Information 

Figure S60). When the D chain was more structured (i.e., had greater helical content), two 

negatively charged residues, Asp18 and Glu19 (i.e., charges with strong coupling with a number 

of residues identified previously), were positioned closer to the active site, leading to a more 

negative ESP at the metal center on the upper D chain (see Figures 3 and 4). Asp18 and Glu19 

also interact with Arg11 on the lower TD chain and position it closer to the active site, further 

influencing the electric field (Figure 11). The increased electric field strength in MC6* and MC6*a 

may contribute to their increased reactivity, suggesting a potential avenue to further improve 

mimochrome reactivity in future generations. 
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Figure 11. Calculated projected electric fields in MV/cm for MC6 (red), MC6* (green), and 
MC6*a (blue). The MC6*a structure with the strongest electric field (middle) and weakest electric 
fields (right) are depicted. Asp18, Glu19, and all Aib residues are labeled on the structures. Dark 
blue cartoon representations are used for the secondary structures and atoms are colored as follows: 
carbon in gray, nitrogen in blue, oxygen in red, hydrogen in white, and iron in brown. Coordinating 
bonds are shown as purple dashed lines. 

4. Conclusions. 
We performed extensive computational analysis of three iterations of the mimochrome 

family, MC6, MC6*, and MC6*a, to investigate the specific electronic properties that influence 

and correlate with the experimentally observed reactivities. Through classical and ab initio MD 

simulations, supervised ML models, and data-driven methods, we uncovered stark differences in 

the dynamic fluctuation of the electron density across the mimochromes. Our investigation 

revealed that the ESP at the metal center, local electric fields, and patterns of partial charge 

coupling exhibited differences among the mimochromes, correlating with known reactivity trends.  

We observed significant shifts in the electrostatic environment from MC6 to MC6* to 

MC6*a: the ESP contributions at the metal center from the upper D chain were increasingly 

negative (i.e., stabilizing), whereas the ESP contribution from the lower TD chain were 

increasingly positive (i.e., less stabilizing). Using cross-correlation and mutual information 

analysis to analyze our ab initio MD simulations, we identified residues involved in key charge-

coupling interactions, such as Asp18 and Arg27. These observations were corroborated by ML 
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model training and feature importance analysis. While we observed significant differences in 

charge coupling between the mimochromes, we did not observe notable differences in Ca motions 

between mimochromes, highlighting the importance of charge-derived features in understanding 

mimochrome systems and confirming observations from analysis of the ML model. QM 

calculations further revealed the intermediate between Cpd 0 and Cpd 1 to be the highest in energy, 

which is stabilized by the more negative ESP of the D chain in MC6*a. In line with reactivity 

trends, we observed increasingly strong electric fields projected across the Fe(IV)=O bond from 

MC6 to MC6* to MC6*a, which favor the oxo formation steps and the sulfoxidation reaction 

overall. 

Our comprehensive analysis of dynamic electronic properties in mimochromes 

underscores the importance of considering the electronic environment when designing de novo 

artificial metalloenzymes. Our analysis also suggests opportunities for further improvement of 

mimochromes. Future generations of mimochromes could be improved by further tuning the ESP 

at the metal center and the local electric fields. While key charge-coupling interactions should not 

be disrupted, such as those involving Lys12, Asp18, and Glu19, residues with less relevance in 

discriminating mimochromes, such as Ser8 and Ile13, could be targeted through mutagenesis to 

further enhance the stabilizing ESP, electric fields, and charge coupling with an emphasis on 

stabilization of the formation of the intermediate between Cpd 0 and Cpd 1. The insights gained 

from this study advance our understanding of the structure–function relationships in mimochromes 

and reveal key design principles that can be used for engineering artificial enzymes with rationally-

tuned charge dynamics and enhanced catalytic efficiencies. 
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