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Charge-transfer excited states are crucial to modern electronics, particularly organic light-emitting
diodes (OLEDs) based on thermally-activated delayed fluorescence (TADF). However, accurately
modeling CT states remains challenging, even with modern implementations of (time-dependent)
density functional theory [(TD-)DFT], especially in a dielectric environment. To identify short-
comings and improve the methodology, we previously established the STGABS27 benchmark set
with highly accurate experimental references for the adiabatic energy gap between the lowest singlet
and triplet excited states (∆EST).[1] Here, we diversify this set to the STGABS27-EMS benchmark
by including experimental emission energies (Eem) and use this new set to (re)-evaluate various
DFT-based approaches. Surprisingly, these tests demonstrate that a state-specific (un)restricted
open-shell Kohn-Sham (U/ROKS) DFT coupled with a polarizable continuum model for pertur-
bative state-specific non-equilibrium solvation (ptSS-PCM) provides exceptional accuracy for pre-
dicting Eem over a wide range of density functionals. In contrast, the main workhorse of the field,
Tamm-Dancoff-approximated TD-DFT (TDA-DFT) paired with the same ptSS-PCM, is distinctly
less accurate and strongly functional dependent. More importantly, while TDA-DFT requires the
choice of two very different density functionals for good performance on either ∆EST or Eem, the
time-independent U/ROKS/PCM approaches deliver excellent accuracy for both quantities with a
wide variety of functionals.
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I. INTRODUCTION

The rise of computation-driven rational design in
organic electronics and materials necessitates the ro-
bust and accurate prediction of optoelectronic proper-
ties. [2–8] Next-generation organic light-emitting diodes
(OLEDs) based on thermally activated delayed fluores-
cence (TADF) are a prominent example. TADF emit-
ters harvest both singlet and triplet excitons through
the transfer of excitons via (reverse) intersystem crossing
[(r)ISC]. Since the rate of population transfer depends ex-
ponentially on the adiabatic energy gap ∆EST between
the lowest singlet (S1) and triplet (T1) excited states,
it imposes a tight constraint on TADF emitter design.
One way to achieve small singlet-triplet gaps on the or-
der of the thermal energy (kBT ≈0.025 eV) is by spatially
separating electron and hole in charge-transfer (CT) ex-
cited states. Accordingly, the computational study of
CT states and the accurate prediction of their relative
energies have attracted great interest.

To assess the accuracy of commonly applied methods
for the CT state of TADF emitters, some of us previously
introduced the STGABS27 benchmark set,[1] consisting
of 27 emitters with highly accurate experimental ∆EST

values obtained from temperature-dependent measure-
ments of the TADF rate.[9] Our work demonstrated that
state-specific restricted or unrestricted open-shell Kohn-
Sham density functional theory (ROKS or UKS)[10–13]
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combined with a polarizable continuum solvation model
(PCM)[14, 15] yields ∆EST with a remarkably small er-
ror of ≈0.5 kcal/mol, which we attributed to the full in-
clusion of orbital relaxation and dielectric screening in
the method. Notably, this result within chemical ac-
curacy remains remarkably stable across various den-
sity functionals from the classical PBE0-D4 (mean ab-
solute error, MAE: 0.029 eV) to the state-of-the-art op-
timally tuned (OT) range-separated hybrid (RSH) func-
tional OT-ωB97M-V (MAE: 0.021 eV). In stark contrast,
some of us showed in a recent paper[16] that the accu-
racy of time-dependent density functional theory in the
Tamm-Dancoff approximation (TD(A)-DFT[17–19]) de-
pends strongly on the chosen functional and solvation
model. For most method combinations, outliers domi-
nate the results, leading to deviations frequently exceed-
ing the absolute ∆EST values. Only functionals with a
small fraction of Fock exchange (≈10%) applied in ver-
tical approximation (i.e., using ground-state structures)
and evaluated without a proper solvent model approach
the accuracy of ∆DFT/PCM (MAE: 0.042 eV), which we
attributed to strong error-cancellation effects. Accord-
ingly, the good performance of this approach comes at
the expense of overly stabilized CT states, sometimes by
up to 1 eV, reminiscent of the CT failure of pure (meta-
)GGA functionals.[20, 21] To better identify such unreli-
able error-compensation-based methods and improve the
diversity of the STGABS27 benchmark, we decided to in-
clude experimental emission energies Eem, which probe
the energy difference between the polar excited CT (S1)
and the non-polar ground state (GS). As such, emission
energies offer a complementary challenge to the energy
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difference between two similar CT states (S1 and T1) in
the original set, in which error-cancellation effects are
much less helpful.

Countless previous studies have explored theoretical
methods for calculating transition energies from and to
CT excited states. For the sake of conciseness, we limit
the following discussion to the most relevant ones. Shee
and Head-Gordon recently investigated TD-DFT with a
perturbative (pt)SS-PCM solvation model for the absorp-
tion and emission energies of twist-induced (TI)CT ex-
cited states, including some TADF emitters.[22] They
found optimally tuned RSH functionals such as OT-
LC-ωPBE perform particularly well. Nonetheless, lim-
itations of single-excitation-based TD-DFT persist, es-
pecially for smaller systems, which they attribute to
missing orbital relaxation. Although they demonstrated
that state-specific ∆ROKS mitigates these errors, their
approach lacked a proper account for solvation (they
were taken from the TD-DFT calculations). A series of
benchmarks by Jacquemin et al. on realistically-sized
organic emitters underscores the advantages of (OT-
)RSH functionals.[23–27] Moreover, they emphasize the
critical role of a state-specific non-equilibrium solvation
model for treating CT states accurately. In another
work, Jacquemin et al. explored the influence of cor-
relation within a set of theoretical reference data for
30 intramolecular CT transitions.[28] Unfortunately, the
prohibitive computational cost of high-level calculations
limited the system size to only the smallest CT sys-
tems, in which orbital relaxation and dielectric stabi-
lization are less important. While an RSH functional
(ωB97X-D[29]) is again the most accurate with pure TD-
DFT, more sophisticated wavefunction-based methods
such as second-order algebraic diagrammatic construc-
tion ADC(2)[30, 31] or second-order approximate coupled
cluster CC2[32] provide some improvements. These find-
ings were recently corroborated by Mester and Kállay,[33]
further suggesting a benefit from an accurate explicit de-
scription of orbital relaxation. In this work, we want to
systematically expand the benchmarking of CT emission
energies in solution to ∆DFT-based methods including a
complete non-equilibrium solvation model. To this end,
we implemented non-equilibrium state-specific solvation
for ∆DFT in the Q-Chem program.[34]

This work adheres to the following structure: In sec-
tion II, we present the reference values for the expan-
sion of the STGABS27 set. Sections III and IV outline
the theory and technical details necessary for calculating
vertical emission energies with TDA-DFT and ∆DFT.
Lastly, in section V, we illustrate the specific emission
energies and the statistical performance of various den-
sity functionals on the expanded STGABS27 set to derive
general recommendations for treating solvated CT states.

TABLE I. Names, measurement conditions, experimental Eem

value (in eV), and literature references for all emitters of the
STGABS27-EMS set.

No. name solventa Eem
h ref.

1 MCz-XT 5 wt %:PPFb 2.59 [35]
2 TMCz-BO 10 µmol, tol.c 2.78 [36]
3 FAc-XT 5 wt %:PPF 2.54 [35]
4 PTZ-DBTO2 dilute tol. 2.12 [37]
5 ACRXTN 5 mol %:mCPd 2.59 [38]
6 PHOX-Meπ 20 µmol, tol. 1.99 [39]
7 PXZ-Mes3B 10 µmol, tol. 2.44 [40]
8 TPA-PH2CN 10 µmol, tol. 2.52 [41]
9 oTE-DRZ 10 µmol, tol. 2.35 [42]
10 DACT-II 6 wt %:CBPe 2.40 [43]
11 XAc-XT 5 wt %:PPF 2.58 [35]
12 5Cz-TRZ dilute tol. 2.48 [44]
13 2DAC-MES3B 10 µmol, tol. 2.51 [40]
14 MFAc-OPS 10 µmol, tol. 2.80 [45]
15 MFAc-SPS 10 µmol, tol. 2.73 [45]
16 p-AC-DBNA 10 µmol, DCMf 2.23 [46]
17 3ACR-TRZ 10 µmol, tol. 2.43 [47]
18 m’-AC-DBNA 10 µmol, DCM 2.18 [46]
19 TPA-cNDI 10 µmol, tol. 1.65 [48]
20 4CzIPN 10 µmol, tol. 2.45 [49]
21 3DPA3CN tol. 2.45 [50]
22 5CzBN 10 µmol, tol. 2.64 [49]
23 p-2Cz2BMe 10 µmol, tol. 2.22 [51]
24 ACRFLCN 6 wt %:TPSi-Fg 2.56 [52]
25 Spiro-CN 6 wt %:mCP 2.30 [53]
26 DABNA-2 20 µmol, DCM 2.64 [54]
27 DABNA-1 20 µmol, DCM 2.68 [55]

a) If no value for n2 is known 2.25 (toluene)[56] is used.

b) 2,8-bis(diphenylphosphoryl)dibenzo[b,d]furan: ε = 5.0[57].

c) Toluene: ε = 2.37, n2 = 2.25.

d) N,N’-dicarbazolyl-3,5-benzene: ε = 2.84.[58]

e) 4,4’-bis(carbazol-9-yl)biphenyl: ε = 3.5 (see SI)

f) Dicholoromethane: ε = 8.93, n2 = 2.03.[56]

g) Triphenyl-(4-(9-phenyl-9H-fluoren-9-yl)phenyl)silane: ε = 2.5.[59]

h) Estimated accuracy ±0.02-0.06 eV in the given spectral region.

II. BENCHMARK SET

To thoroughly judge the applicability of an excited
state method for the CT states of TADF emitters, we ex-
tended the STGABS27 benchmark set with experimental
emission energies Eem for all included systems. This new
benchmark set shall be named STGABS27-EMS. Table I
summarizes the key data, including reference emission
energies, experimental measurement conditions, and cor-
responding literature references.

In contrast to the singlet-triplet gaps in STGABS27
where careful consideration of the experimental method
was crucial to ensure reliable data for the mostly tiny
energy differences < 0.1 eV, the 10-20 times larger emis-
sion energies can be taken from standard fluorescence
spectra reported in the original publications. We pri-
marily rely on the peak maximum or photoluminescence
wavelength λPL. Where λPL was not explicitly stated
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(molecules 4, 12, 20, 22, and 25), we extracted the max-
imum position from the reported fluorescence spectra.
Since polar CT states present in all but the MR-TADF
emitters DABNA-1 (27) and DABNA-2 (26) exhibit a
large bandwidth for the fluorescence peaks, we assume
a statistical uncertainty in the emission energy of up
to 10 nm (0.02 − 0.06 eV in the spectral region between
440− 750 nm).
Further, we want to acknowledge that the fluorescence

maximum typically does not directly correspond to the
vertical emission energy at the optimized excited state
geometry. Discrepancies arise from differences in zero-
point vibrational energy (ZPVE) between ground and
excited state or vibrational effects leading to deviations
from strictly vertical transitions.[23, 60] Unfortunately,
the strong S1 CT character prevents a more well-founded
comparison to 0-0 transitions, as the required absorp-
tion peak is typically weak and broad.[61] Moreover, 0-0
transitions, i.e., equilibrium-to-equilibrium, are not suit-
able for testing non-equilibrium solvation corrections for
state-specific ∆DFT, which is a side goal of this work.
Thus, we will compare Eem to the fluorescence maxi-
mum, arguing that this still provides valuable insights
since most donor-acceptor type TADF emitters are rather
similar regarding their electronic and chemical structure,
which should lead to rather systematic deviations. Fac-
ing the same issue, other authors assume an uncertainty
of absolute vertical emission energies ranging between 0.1
and 0.2 eV, of which we chose the latter as a conservative
estimate.[22, 23, 60, 62, 63].

III. THEORY: SOLVATION FOR VERTICAL
TRANSITIONS

In the following, we briefly introduce the theoretical
background for calculating vertical transition energies in
the presence of a dielectric continuum. We omit a com-
prehensive review of the underlying theory for polarizable
continuum models (PCM) and instead refer the reader to
relevant literature.[15, 64–70] Throughout, we follow the
notation established in ref. 15, where a reaction field op-
erator R̂i of state |Ψi⟩ polarizes the continuum and leads
to the following state-specific Schrödinger equation(

Ĥvac + R̂i

)
|Ψi⟩ = Ei|Ψi⟩. (1)

Since electronic transitions occur on a much shorter
timescale than the structural relaxation of the solute, the
polarization response to the transition can be split into
two parts, which can be regarded as the application of
the Frank-Condon principle to the solvent: On the one
hand, there is a fast electronic response from the sol-
vent electronic degrees of freedom (DOF) that can follow
the changing charge distribution of the solute, and on
the other a slow orientational and vibrational response
of the solvent nuclear DOFs, which remain unchanged.
Therefore, we need to partition the total reaction field
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FIG. 1. Schematic overview for the calculation of emission
energies with either TD-DFT (left) or ∆DFT (right) in solu-
tion. White boxes indicate intermediates (the dashed R(ρx)
is replaced after the first iteration by the frozen excited state
reaction field of the excited state), while green boxes indicate
final results. Letters A-E in the TD-DFT and letters a-c in
the ∆DFT procedure mark sections referenced in the text.

(∝ ε) into a fast part (∝ ε∞ = n2, with the refractive
index n), and a remaining slow part [71–75]

R̂ = R̂f + R̂s. (2)

Accordingly, during a vertical transition from the equilib-
rium initial state fulfilling equation 1 (e.g., some excited
state for emission) to the non-equilibrium final state, only

the fast component R̂f relaxes. Consequently, the Hamil-
tonian of the final state depends on both the fast com-
ponent of its own and the slow component of the initial
reaction field

Ĥfinal = Ĥvac + R̂f
final + R̂s

initial. (3)

The energy difference between the initial and final states
defines the vertical emission energy Eem.
However, the strict application of this scheme results

in a computationally demanding iterative approach and
non-orthogonal states. To sidestep such complications,
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we avoid the interdependence between the initial and fi-
nal states in the Hamiltonian by approximating the re-
laxation of R̂f for the final state by perturbation theory
(denoted ptSS-PCM[68], closely related to the corrected
linear-response (cLR)-PCM[76]), using the usual pertur-
bation expression

R̂f
final = R̂f

initial + λ
(
R̂f

final − R̂f
initial

)
. (4)

The clear advantage of the perturbative approach is that
the 1st-order perturbative approximation of the fast re-
sponse of the final state (E1st

em , compare Figure 1), can be
obtained in a single step once the excited-state density is
known.

Excitation- and ∆SCF-based procedures — Be-
low, we detail the calculation of the initial excited and
the final ground state with excitation- and ∆SCF-based
methods, now integrated into the latest version of the
Q-Chem program.[34]

In the state-specific (SS-)PCM formalism for
excitation-based methods [65, 66, 69, 76–83], such
as configuration interaction (CI[84]), algebraic dia-
grammatic construction (ADC(n)[30, 31]), equation-
of-motion/linear-response coupled cluster (EOM/LR-
CC[85, 86]), or most relevant here TD(A)-DFT,
the reaction field enters the calculation through the
“solvated” ground state orbitals. Consequently, to
equilibrate the initial excited state, its reaction field has
to be coupled back into the ground state SCF. This is
done in a procedure known as PerTurbation of Energy
and Density (PTED) SS-PCM, illustrated on the left of
Figure 1.[69] It begins with a ground state SCF calcu-
lation, usually including a PCM (A) to produce initial
orbitals for the excited state TD-DFT calculation (B).
From the TD-DFT calculation, we obtain the excited
state density used subsequently to polarize the contin-
uum and yield the excited state reaction field (C). This
reaction field enters unchanged (frozen reaction field)
into the next ground state SCF (D), which produces
an updated set of orbitals to return to step (B). Hence,
at the high computational cost of repeated (iterative)
calculation of the excited states, the PTED approach
prepares both ground and excited states in the reaction
field of the targeted excited state. Combined with the
perturbative non-equilibrium approach described above
(E), this allows the direct calculation of vertical emission
energies.

For ∆SCF-based methods, the procedure depicted on
the right of Figure 1 is more straightforward than for
excitation-based methods, which originates in the state-
specific nature of the ∆SCF approach: The inherent sep-
aration of the ground and excited state calculations in
two distinct SCFs enables the concurrent optimization
of the excited state reaction field and the excited state
density (a), i.e., without the need to repeat the entire
ground and excited state computation until convergence.
Since isolated calculations yield each state under equilib-
rium conditions, the converged reaction field of the initial

excited state must enter the final ground state (b). Ul-
timately, only a single SCF in this frozen reaction field
is necessary (c) for the final ground state and the ptSS-
PCM correction.
Let us finish with a few words about the nomenclature

used in the following:

• ptSS-PCM always refers to the first-order corrected
non-equilibrium transition energy. In the case of
absorption, this means the ground state equili-
brated PCM and a ptSS-PCM term for relaxation
to the excited state, and, in the case of emission
(relevant here), it means the excited state equili-
brated PCM and a ptSS-PCM term for relaxation
to the ground state (E1st

em in Figure 1).

• SS-PCM refers to fully equilibrated state energies,
i.e., the lack of any ptSS non-equilibrium correc-
tions (Eeq

em). For this, excitation-based methods
require an iterative solvent-field optimization for
each state (left of Figure 1), whereas full equilibra-
tion is the ”natural” result in state-specific ∆DFT
approaches. This would be the physically correct
model for modeling 0-0 transitions.

• Just “PCM” refers to calculations using the ground
state reaction field, i.e., no excited states are con-
sidered for solvation (correct for absorption at
0th-order, E0th

abs). This is the ”natural” result
of excitation-based approaches (when using sol-
vated orbitals), while it does not naturally occur
in ∆DFT approaches. Even though such ground
state solvation is incorrect for emission calculations
(TDA-DFT calculation for the excited state struc-
ture), it is the default in some QC programs.

• Finally, the linear-response (LR-)PCM[87] is the
default solvation model for TD-DFT in many QC
programs also for excited state optimizations, since
analytical gradients are available. However, as
known for a long time, LR-PCM fails to recover
the strong polarization response of CT states (see
below).[68, 88–90]

• Correct conditions for an emission calculation with
the reaction field fixed to the excited state (E0th

em )
require an SS-PCM calculation only for the ini-
tial state, termed SSinitial-PCM. While excitation-
based methods with SS-PCM yield naturally the
final ground state in the reaction field of the ini-
tial excited state, ∆DFT requires a specific frozen
reaction field SCF.

IV. COMPUTATIONAL DETAILS

All calculations were performed with a development
version of the Q-Chem 5.4.2 program, containing the sol-
vation model developments for TD(A)-DFT and ∆DFT
described in section III. Emission energies were generally
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calculated in the vertical approximation at the relaxed
structure of the first excited singlet state S1, optimized
at the same level of the theory. Since the state-specific
PCM formalism for TDA-DFT lacks analytical nuclear
gradients, geometry optimizations were carried out with
TDA-DFT in the gas phase. Aside from exploratory
calculations, all emission energies were calculated with
state-specific PCM solvation with non-equilibrium effects
added perturbatively via the ptSS-PCM (vide supra).
The reaction field was divided into fast and slow com-
ponents according to the Marcus partition,[91, 92] with
the required parameters ε and n for each solvent taken
from the Minnesota Solvent Descriptor Database.[56]

Our selection of density functional approximations
(DFAs) covers a range of global and optimally tuned[93,
94] range-separated hybrid functionals mostly based on
PBE[95]. For the global hybrids, the fraction ax of ad-
mixed exact exchange varies between 10% for PBE10,
25% for PBE0,[96] and 37.5% for PBE38.[97] By in-
terpreting ax as a screening of electron-hole attraction
in TDA-DFT calculations (ax = 1

ε ), these admixtures
equate to dielectric screening factors between ε = 10
(10%) and 2.6 (37.5%). For the range-separated hy-
brid functionals, we selected the optimally tuned LC-
ωPBE (OT-LC-ωPBE, 0-100%)[98] and LRC-ωPBEh
(OT-LRC-ωPBEh, 20-100%)[99] as well as the best
performer for singlet-triplet gaps on the STGABS27
set, the optimally tuned ωB97M-V (OT-ωB97M-V, 15-
100%)[100] functional. We omit untuned RSH function-
als, as extensive prior studies found that the standard
ω values, typically optimized for ground state thermo-
chemistry, are too large for excited state applications.[1,
22, 25] The optimally tuned range-separation parameters
ω were taken from ref. [1]. All calculations employ the
DFT-D4 dispersion correction,[101, 102] using for OT-
RSHs the same damping parameters as in the untuned
functional.[103] Furthermore, all calculations employ the
def2-SVP basis set[104, 105] (see the Supporting Infor-
mation for a detailed basis set study).

V. RESULTS AND DISCUSSION

The example of MCz-XT — Let us begin
with an in-depth comparison of solvation effects at
either the TDA-DFT or ∆DFT level, using 1,3,6,8-
tetramethylcarbazole-xanthone (MCz-XT, molecule 1) as
an example. Figure 2 shows the energy shifts caused
by the dielectric environment for the ground (GS, blue),
as well as the lowest CT (green) and LE (red) excited
states of MCz-XT. Starting with MCz-XT in vacuum at
the ground state geometry (middle), both TDA-DFT and
∆UKS predict the CT and LE at around 3.7 eV, but with
different ordering. TDA-DFT favors the CT state, while
∆UKS predicts a near degeneracy. For D-A TADF emit-
ters containing extended π-systems, such as MCz-XT,
near degeneracies between low-lying CT and LE states
are common. Upon structural relaxation, either the CT

or LE state can become the lowest one.

If we now include the dielectric environment, three dis-
tinct scenarios have to be considered, depending on the
choice of the state for geometry optimization: (i) ver-
tical absorption at the relaxed ground state structure,
as well as vertical emission at either (ii) the CT or (iii)
LE excited state structure. Let us begin with the op-
timized ground state structure (i). Under equilibrium
solvation conditions for each state (SS-PCM, solid lev-
els), we find a consistent stabilization for all states w.r.t.
the vacuum. The effect is more pronounced for the po-
lar CT state (-0.69 or -0.86 eV) than in the less polar
GS and LE state (-0.26 to -0.35 eV). Consequently, the
CT state is invariably the lowest excited state. How-
ever, this is not as unambiguous under non-equilibrium
conditions appropriate for modeling vertical absorption.
Without any relaxation of the final excited state reaction
field (0th-order neq., SSinitial, dashed levels), the relative
excited state levels remain almost unchanged compared
to the vacuum. In particular, the CT state experiences no
special stabilization since the non-polar GS only weakly
polarizes the dielectric environment. Only the relaxation
of the fast solvent DOFs to the specific excited state via
the ptSS-PCM (1st-order neq., dotted levels) drives the
CT below the LE states and yields lower CT absorp-

tion energies (E1st,CT
abs < E1st,LE

abs ). While the CT remains
equal for TDA-DFT and ∆DFT, the absorption energies
to the LE still reflect the initial gas phase energy discrep-
ancy.

Moving on to the excited state structures of CT (ii)
and LE (iii), we identify two main factors for the vertical
emission energies of either state at its optimal geometry,
namely, (a) the overall stabilization due to the dielectric
environment, and (b) the non-equilibrium effect on the
ground state. For factor (a), we begin again with equi-
librium solvation conditions. Compared to the ground
state structure, both states experience an additional en-
ergy lowering after state-specific geometry optimization.
This seems to be dominated by the geometric relaxation
of the solute as both CT and LE states respond similarly
(≈0.25-0.3 eV, with either TDA-DFT or ∆UKS).

As for vertical absorption, non-equilibrium solvation
(b) plays a crucial role for Eem. Whereas non-equilibrium
solvation effects increase vertical absorption energies,
vertical emission energies are consistently decreased com-
pared to treating all states in their respective equilib-
rium conditions. The polarized CT reaction field greatly
destabilizes the non-polar ground state (+0.4-0.6 eV for
0th-order and +0.2-0.3 eV 1st-order solvation) while non-
equilibrium effects for emission from the LE state are neg-
ligible (below 0.1 eV). This destabilization is mostly due
to the polarization work, which amounts to half of the
interaction energy of the initial state (here CT) with its
self-induced polarization. Because the polar CT strongly
polarizes the environment, the polarization work is large
whereas the interaction with the non-polar ground state
is small. Together, this results in a pronounced destabi-
lization of the GS.[69]

https://doi.org/10.26434/chemrxiv-2024-l0550 ORCID: https://orcid.org/0000-0001-9853-0410 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-l0550
https://orcid.org/0000-0001-9853-0410
https://creativecommons.org/licenses/by-nc-nd/4.0/


6

4.0

3.5

3.0

2.5

0.5

0

vacuum

Struct.:

Solv.:

Level:
En

er
gy

 re
la

tiv
e 

to
 th

e 
va

cu
um

 g
ro

un
d 

st
at

e 
[e

V]

GS/vac. GS/PCMGS/PCM CT/PCMCT/vac. LE/PCMLE/vac.

MCz-xT (1)

GS

CT CT
LE

LE

(pt)SS-PCM (pt)SS-PCM

∆UKSTDA-DFT

SS SSinitial ptSS

GS
CT
LE

FIG. 2. Energy level diagram for the TDA-DFT (left) and ∆UKS (right) calculation of absorption (dashed arrows) and
emission energies (solid arrows) for the lowest charge-transfer (CT, green) and locally excited (LE, red) states of MCz-XT
(molecule 1) in PPF matrix (ε = 5.00, n2 = 2.25) solvation. All calculations employ the OT-ωB97M-V functional. For each
possible initial state [ground state (GS, blue), CT, and LE], geometries indicated at the bottom are optimized (for TDA-DFT
without solvation due to the lack of analytical nuclear gradients for SS-PCM). At each geometry, all states are calculated under
equilibrium solvation conditions (SS-PCM, solid levels), in the reaction field of the initial state (SSinitial-PCM, dashed levels),
and under 1st-order non-equilibrium conditions (ptSS-PCM, dotted levels). For comparison, the experimental emission energies
are drawn in black.

Combined, the CT emission energy E1st,CT
em is lower

than E1st,LE
em by 0.62 and 0.79 eV for TDA-DFT and

∆UKS, respectively, confirming the assignment of the
experimental emission to the CT state. Again, the non-
equilibrium solvation effects for TDA-DFT and ∆UKS
occur largely in parallel, yielding very similar emission
energies for the CT state (ECT

em =2.51 vs 2.48 eV). Both
values agree excellently with the experiment (2.59 eV),
especially when compared with the calculation in vac-
uum or the frequently employed TDA-DFT/LR-PCM
(3.19 eV) level. These findings confirm that state-specific
solvation, including appropriate non-equilibrium condi-
tions for vertical transitions, cannot be neglected for ei-
ther absorption or emission energies of competing low CT
and LE states.

TDA-DFT — Following our detailed analysis of
MCz-XT, we continue with the statistical evaluation of
the entire STGABS27-EMS benchmark set, beginning
with the results for TDA-DFT. Figure 3a) presents the
statistical measures (mean absolute error MAE, mean
deviation MD, and standard deviation SD) for TDA-
DFT/ptSS-PCM with various density functionals.

A striking initial observation is the strong functional

dependence of Eem, which ranges from the promising
accuracy of OT-LRC-ωPBEh-D4 (green) to a substan-
tial underestimation with PBE0-D4 (purple, MD ≈
−MAE = −0.73 eV). The crucial factor influencing per-
formance is the fraction of non-local Fock exchange
within the functional incorporated either globally (global
hybrids) or range-dependent (range-separated hybrids).
Increasing the global admixture, e.g., from 25% in PBE0-
D4 to 37.5% in PBE38-D4 (blue), reduces the MAE
by more than a factor of two, primarily due to a de-
crease in the negative MD accompanied by a minor re-
duction in SD. Among the optimally tuned RSHs, OT-
LC-ωPBE-D4 (yellow, 0-100%) exhibits a similar error
to PBE38-D4, while OT-LRC-ωPBEh-D4 (20-100%) and
OT-ωB97M-V (red, 15-100%) are the most accurate.
Interestingly, further analysis reveals a correlation be-
tween performance and Fock exchange fraction effective
at the relevant electron-hole distance, as we already re-
ported in a previous work.[16] For OT-LRC-ωPBEh, this
fraction rises already around 0.7Å above the 37.5% of
PBE38-D4 compared to 1Å for OT-LC-ωPBE (see Fig-
ure 2 in ref. 16). To understand this curious trend of
decreasing errors with increasing Fock exchange, we re-
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FIG. 3. Plots of the MAE (solid outer bar), MD (hatched middle bar), and SD (dashed inner bar) for the calculated Eem relative
to the experimental reference. Values are shown for different functionals at the TDA-DFT/ptSS-PCM (a), UKS/ptSS-PCM
(b), and ROKS/ptSS-PCM (c) level of theory. All calculations employ the S1 optimized structures at the same level of theory
(for TDA-DFT without solvation due to the lack of analytical nuclear gradients for SS-PCM).

visit our previous interpretation of the Fock exchange
fraction as an effective dielectric screening between elec-
tron and hole (ε ≈ 1

ax
, see ref. 16 for details). Since

the SS-PCM already accounts for screening due to the
dielectric continuum, we suspect that only a limited fur-
ther screening (large ax) is required to mimic the effect of
orbital relaxation. Notably, the opposite is true for pre-
dicting singlet-triplet gaps, where as little as 10% Fock
exchange combined with an incomplete solvation model
achieved the best performance with the help of a sur-
prisingly stable error-compensation.[16] This highlights
the need for comprehensive testing across different prop-
erties to avoid methods, which work primarily due to
more or less stable fortuitous error cancellation. In gen-
eral, the observed performance of TDA-DFT/ptSS-PCM
is in line with previous studies, which reported MAEs
between 0.2-0.3 eV for the emission from CT states of
similar emitters.[22, 26, 106] Notably, these studies also
reported benefits from both system-specifically optimally
tuned RSHs and increased fractions of Fock exchange.

∆DFT — After exploring the accuracy of TDA-DFT,
we now turn to the ∆DFT-based methods. Figures 3
b) and c) illustrate the statistical analysis of the per-
formance of ∆UKS/ptSS-PCM and ∆ROKS/ptSS-PCM,
respectively. From the start, it is clear that both are more
consistent and provide much-improved emission energies
than TDA-DFT. Across all tested functionals, the MAE
and the magnitude of the MD are consistently below
0.2 eV, with the best-performing ∆UKS/OT-ωB97M-V
achieving exceptional accuracy. Notably, this improved

accuracy extends to the statistical error as measured by
the SD, which is nearly halved compared to even the best
TDA-DFT/SS-PCM method. This improvement of both
systematic and statistical errors confirms that ∆DFT not
only removes a systematic bias between experimental and
calculated Eem values but leads to an overall more accu-
rate description of the vertical emission process.

This improvement is clearly evident from the plot of
the absolute emission energies (Eem) against the exper-
imental references depicted in Figure 4 (see Support-
ing information for plots including all tested methods):
For OT-ωB97M-V, inspection shows that ∆DFT/ptSS-
PCM (UKS in solid red, and ROKS in dashed orange
lines) faithfully reproduces the relative trends in emis-
sion energies with only a few cases beyond the error range
of 0.2 eV, whereas TDA-DFT/ptSS-PCM (purple, dash-
dotted line) exhibits much larger deviations and more
than a third of the cases at or clearly outside the 0.2 eV
range. Selected examples include systems 14 and 15,
where TDA-DFT underestimates the emission energies
by over 0.5 eV, or 20, 21, and 22, which reverse their
relative order, and all of which are accurately described
by the ∆DFT-based methods. While seemingly accept-
able in a benchmark considering mostly statistical perfor-
mance, it should be noted that such severe deviations for
several of the studied molecules can critically deteriorate
the performance of screening and optimization tasks in
material design.[107, 108] In this respect, having no out-
liers > 0.3 eV is more important than eliminating small
statistical deviations of ≈ 0.1 eV
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FIG. 4. Experimental (black) and calculated emission energies Eem for the emitters of the STGABS27 benchmark set. The
calculated values are given for the OT-ωB97M-V functionals with TDA-DFT (red, dash-dotted), ∆UKS (green, solid), and
∆ROKS (blue, dashed) at the consistently optimized S1 geometry. Aside from 1st-order non-equilibrium state-specific solva-
tion conditions (ptSS-PCM, full colors), TDA-DFT/LR-PCM (shaded red) and ∆UKS/SS-PCM under equilibrium conditions
(shaded green) are plotted. ε and n2 were chosen for the measurement-specific solvent (see Table I). An estimated uncertainty
of ±0.2 eV for the experimental reference is marked by a gray band. MD, MAE, and SD values for the set are tabulated.

Furthermore, we want to emphasize the remarkable ro-
bustness of the ∆DFT approaches regarding functional
choice. In particular, the SD shows minimal variation
across different functionals, regardless of the amount of
admixed Fock exchange. Apart from a rather systematic
shift towards smaller emission energies (negative MD),
most functionals provide almost identical, highly accu-
rate values for Eem. A remarkable example is the sim-
ple PBE38-D4 functional with ∆UKS/ptSS-PCM, which
shows the lowest SD (0.13 eV) among all tested methods.
This is particularly advantageous since it allows screen-
ing workflows without a sophisticated RSH or the com-
putationally demanding system-specific optimal tuning
procedure.

Having established the generally superior performance
of time-independent ∆DFT/ptSS-PCM compared to the
more common TD-DFT approach, we now turn to the
choice of reference wavefunction for the open-shell sin-
glet state. In other words: Is the formally correct ROKS
approach so much better than UKS that the additional
computational cost is justified? Comparing the emis-
sion energies for UKS (red) and ROKS (orange) with
OT-ωB97M-V in Figure 4, both curves run largely par-
allel to each other, with ROKS predicting slightly higher
Eem values (between 0.07-0.17 eV increase in MD). This
systematic positive shift of ∆ROKS (less negative MD)

holds for all tested functionals. The explanation lies in
the inherent difference between UKS and ROKS wave-
functions. ROKS incorporates two determinants for
proper spin-adaptation, avoiding the unwanted admix-
ture of the energetically close but lower triplet state
known as spin-contamination. Interestingly, the statis-
tical measures suggest a slight benefit from the spin-
contamination in UKS. This even extends to the statisti-
cal error (SD) indicating that UKS is more accurate de-
spite its formally incorrect handling of open-shell singlets,
at least for the CT states studied herein. Hence, since the
additional effort for ROKS offers no improvement in ac-
curacy, the more widely available ∆UKS should be used
for generally accurate emission energies of CT states.

Solvation models — After a detailed discussion of
aspects of the electronic-structure method applied to the
solute, let us now examine the influence of the solvent
model for the dielectric environment. Figure 5 shows
the statistical measures for TDA-DFT and ∆UKS with
the OT-LRC-ωPBEh-D4 functional and different excited
state solvation models. For TDA, there are several
choices for the excited state solvation model: In addi-
tion to the physically complete LR-PCM or (pt)SS-PCM
models, one may use the ground-state PCM or SS-PCM
without first-order ptSS-corrections (SSinitial). Here, we
begin with TDA-DFT/SS-PCM under equilibrium con-
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FIG. 5. Plots of the MAE (solid outer bar), MD (hatched
middle bar), and SD (dashed inner bar) for the calculated
Eem relative to the experimental reference. Values are shown
for TDA-DFT and ∆UKS with different solvation models.
All calculations use the OT-LRC-ωPBEh-D4 functional and
S1 optimized structures (for TDA-DFT without solvation).

ditions for ground and excited states (Eeq
em, yellow bar),

which marginally overestimates the emission energies.
However, non-equilibrium effects must be considered to
account for the limited duration of the vertical emis-
sion process (see scheme in Figure 1). In the 0th-order
SSinitial approach (E0th

em , orange bar), which neglects any
solvent relaxation upon emission, Eem is systematically
overestimated (negative MD), as we already saw in the
exemplary case of MCz-XT (vide supra). Balanced emis-
sion energies require the relaxation of the fast electronic
solvent DOFs at 1st-order via the ptSS-PCM correction
(E1st

em , red bar). Notably, the ptSS-PCM treatment also
yields the lowest SD, which confirms the advantage of
non-equilibrium solvation for vertical transitions. A sim-
ilar trend emerges for the stepwise introduction of non-
equilibrium solvation in the ∆UKS calculations, albeit
at a substantially lower overall error (especially the SD).
We can again compare the explicit emission energies pre-
dicted in the non-equilibrium (bright green) and equi-
librium (shaded green) regimes displayed in Figure 4.
Accounting for non-equilibrium solvation generally re-
duces the emission energies, though not uniformly by
the same amount. The differences arise from the spe-

cific solvent used during measurement. Only polar sol-
vents, where the total (ε) and infinite frequency (ε∞)
dielectric constants deviate substantially, such as DCM
or PPF (Sys.: 1, 3, 11, 16, 18, 26, and 27), exhibit a sig-
nificant non-equilibrium effect. Meanwhile, for non-polar
solvents dominated by fast polarization, such as toluene,
equilibrium and non-equilibrium conditions deviate only
negligibly.
Knowing that sophisticated non-equilibrium solvation

with the SS-PCM model for TDA-DFT works well, we
also investigated the more widely available and often em-
ployed LR-PCM model. Benefits of LR-PCM compared
to state-specific approaches include that the solvent re-
sponse is treated for all states simultaneously and the
availability of analytical gradients. However, a straight-
forward application of LR-PCM (blue bar) yields large
errors stemming from a combined increase in the statis-
tical error (larger SD) and a systematic overestimation
of emission energies (positive MD). This is also appar-
ent from the Eem values plotted in Figure 4 (dash-dotted
shaded purple line). The substantial error arises from
the near-zero contribution in the transition-density-based
LR-PCM model, which is clearly a result of the vanish-
ing transition density of polar CT states. Consequently,
the simultaneous use of LR- and non-equilibrium SS-
PCM, as suggested in ref. 68, also changes the results
only slightly. Therefore, we conclude that any treat-
ment of CT states with excitation-based models should
include SS-PCM solvation since LR-PCM fails to recover
the large dielectric stabilization of such states.

VI. CONCLUSIONS

We presented an extension of the STGABS27 bench-
mark set for singlet-triplet gaps to experimental emis-
sion energies Eem, termed STGABS27-EMS. This new
data complements the existing singlet-triplet gaps ∆EST

for 27 TADF emitters, allowing a more robust test
for excited-state methods. The combined benchmark
data probes polar CT states not only relative to each
other[1, 16] but also relative to the non-polar ground
state, which allowed us to refine our recommendations
for treating charge transfer states in solution. In partic-
ular, STGABS27-EMS enabled us to explore the nuances
of functional choice and excited state solvation for verti-
cal transitions based on TDA-DFT and ∆DFT.
The primary result of this work is that ∆DFT/PCM-

based approaches can predict emission energies of CT
states of typical TADF emitters with higher accuracy
and robustness than TDA-based approaches, as evident
from the excellent mean absolute errors of 0.10 eV and
standard deviation of 0.13 eV for the best-performing
OT-ωB97M-V with ∆UKS/ptSS-PCM. Such deviations
fall within our assumed maximum uncertainty for the
reference Eem values, suggesting our initial estimate of
0.2 eV might be too conservative. Moreover, the ∆DFT
accuracy shows at least a four times smaller sensitivity to
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the functional choice than TDA-based approaches. Ac-
cordingly, the largest shift of the MD between the tested
functionals is 0.67 eV for TDA-DFT, whereas the respec-
tive shift is just 0.17/0.16 eV for UKS/ROKS. TDA in-
troduces systematic shifts in the emission energies and
the accuracy depends more on the functional. This is
evident from the SD, which varies between 0.23 and
0.32 eV for TDA, while it remains below 0.15/0.16 eV
with UKS/ROKS. Hence, TDA calculations for CT re-
quire state-of-art range-separated hybrids in combination
with optimal tuning and the sophisticated ptSS-PCM sol-
vation model, whereas a ∆DFT calculation can employ
any reasonable hybrid DFA, as evident from the good
performance UKS/PBE38-D4. Clearly, the newly imple-
mented non-equilibrium ptSS-PCM solvation for ∆DFT
further improves the vertical emission energies, highlight-
ing the general need for proper state-specific solvation.

In stark contrast, the most widely used excited state
method TD(A)-DFT with SS-PCM solvation exhibits
much larger deviations even with the best-performing
OT-LRC-ωPBEh-D4 functional (MAE: 0.19 eV, SD:
0.23 eV). Unlike in our prior studies of singlet-triplet
gaps, where a minimal admixture of ≈ 10% yields op-
timal error cancelation, emission energies require a large
fraction of Fock exchange (> 38%). Furthermore, we
again confirmed the benefit of state-specific excited state
solvation, as the commonly employed linear-response
variant yields only a negligible stabilization over the
vacuum. Although the best TDA-DFT/ptSS-PCM ap-
proach provides reasonable errors below 0.2 eV, it is not
generally reliable for CT states in TADF emitters.

In conclusion, the combined benchmarking of ∆EST

and Eem strongly suggests that ∆DFT/PCM methods
provide a generally robust and accurate account of polar
CT states in solution. This success can be attributed
to (i) the explicit account for orbital relaxation, (ii) an
inherently state-specific treatment of solvation, and (iii)
the avoidance of the long-range CT failure of TD-DFT.

SUPPORTING INFORMATION

Detailed description of the computational workflow,
methods, and used programs; complete plots of the emis-
sion energies for all used methods; investigation of basis
set effects; definition of the used statistical measures

All optimized geometries of both singlet and triplet
states as well as all used input and output files for the
presented results.
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