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ABSTRACT 

While innovative electrochemical approaches continue to emerge for carbon capture, open 

questions remain regarding the performance characteristics of these nascent concepts. A wide 

range of energy requirements have been reported; the different sources of performance loss and 

their relative magnitudes are not yet fully understood, challenging both quantitative comparisons 

between devices and identification of performance improvement pathways. Herein, we develop a 

mathematical framework to evaluate the energetics of four-stage electrochemical separation 

systems in which soluble capture chemistries are activated and deactivated in an electrochemical 

reactor, and bind and release carbon dioxide (CO2) in separate units. Specifically, we construct a 

dimensionless electrochemical reactor model, derive key groups associated with thermodynamics, 

kinetics, ohmic resistance, and mass transport, and, subsequently, evaluate their impact on 

energetic penalties. We also discuss the use of this model for exploring different performance 

improvement pathways. Ultimately, this work seeks to facilitate understanding of the interplay 

between material properties, operating conditions, and energy requirements. 
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1. INTRODUCTION 

Limiting global temperature rise will require a panoply of low-carbon, net-zero, and net-negative 

technologies.1 Carbon capture and utilization or storage (CCUS) represent a promising class of 

systems that are expected to aid in this transition by mitigating emissions of existing infrastructure, 

addressing hard-to-decarbonize sources, and enabling net-negative processes.1,2 The deployment 

of CCUS has grown in the past few years; at the time of writing, there are >500 CCUS projects (at 

various scales) in different development stages, ~40 of which are operational and have the 

collective capacity to remove >45 million metric tons of carbon dioxide (CO2) each year,3 or 

~0.1% of 2022 global CO2 emissions.4 Despite this growth, the projected carbon capture capacity 

in 2030 is only a third of the 1.2 Gt CO2 yr-1 called for in the Net Zero Emissions by 2050 Scenario.5 

This will need to scale further by 2050, when the expected requirement for carbon capture capacity 

increases to 6.2 Gt CO2 yr-1.5 A major limitation to achieving this scale is the cost of these 

technologies. When considering carbon capture and storage (i.e., CCS), the capture/separation step 

comprises ~70–90% of process costs due to the dilute CO2 concentration (and thus higher flow 

rates of gases that are handled per unit quantity of CO2 separated), the high energy requirements 

of the capture process, and the presence of impurities that may need to be removed prior to CO2 

separation.6 Accordingly, efforts have been dedicated to address these challenges and in so doing 

reduce CO2 separation costs. Common approaches to carbon capture involve absorption or 

adsorption, whereby CO2 is absorbed (or adsorbed) by a liquid solvent (or solid sorbent), which is 

an enthalpy-driven, spontaneous process at ambient temperatures. Then, the temperature is 

increased to overcome the positive enthalpy change and drive the release of CO2, while also 

regenerating the solvent (or sorbent).7–10 Of these types of processes, chemical absorption with 

amine-based solvents is currently the most mature and widely deployed carbon capture method.7 
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However, the high system energy requirements associated with the desorption step are a limiting 

factor, leading to high energy costs. In addition, these processes typically rely on fossil-fuel 

derived heat to drive separation, limiting their effectiveness for mitigating CO2 emissions.6 

Electrochemical CO2 separation is an emerging approach for carbon capture, where differences 

in electrical potential, rather than temperature, serve as a driving force.11 Specifically, the electrode 

potential is modulated to drive redox reactions that activate or deactivate the capture media, driving 

CO2 capture or release, respectively. Utilizing electrochemical technologies offers several 

advantages, such as the ability to achieve higher energetic efficiencies and to be directly coupled 

with renewable electricity sources, improving their ability for CO2 abatement. Other beneficial 

characteristics include modular design (enabling both scale up and down), as well as the ability to 

operate at (or near) ambient conditions. Research on electrochemical CO2 separation has 

developed over the past 10–20 years due, at least in part, to a growing recognition of the urgency 

of climate change. During this time, several different approaches for electrochemically-driven 

carbon capture have been introduced, which can broadly be classified as either direct or indirect 

processes.12 In direct methods, the capture molecule is redox-active, and its CO2 binding affinity 

is directly altered via electrode reactions. For indirect systems, the capture molecule itself is not 

redox-active; instead, a redox-active competitor molecule can be electrochemically 

reduced/oxidized to change its affinity for the capture molecule, thus impacting the ability for the 

capture molecule to bind/release CO2. A variety of these chemistry concepts have been 

experimentally studied in different laboratory set-ups, ranging from small-scale cells (e.g., 3-

electrode cells for electroanalytical studies, H-cells for bulk electrolysis) to bench-scale systems 

implementing flow-cells and auxiliary units (e.g., absorber).13 Such innovative, yet early-stage, 

demonstrations evince the feasibility of electrochemical CO2 separation and hint at its potential as 
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compared to current carbon capture methods. Specifically, recent work has estimated that CO2 can 

be separated in lab-scale prototypes with cell energy requirements of 35–430 kJ (mol CO2)-1 (for 

separation from ~15 mol% CO2 mixtures).14–19 These findings suggest that certain electrochemical 

processes may be competitive with state-of-the-art amine absorption processes used for post-

combustion capture, which typically require ca. 100–180 kJ (mol CO2)-1 of heat for the desorption 

step.20–22,22–25 Despite this promise, several open questions remain regarding the performance of 

electrochemical CO2 separation systems and how these conceptual processes may be effectively 

translated to engineered systems at scale. First, when considering the range of energy requirements 

reported, it is unclear what resistive losses contribute most significantly to the total energy needs, 

what pathways exist for reducing those losses through materials innovation, reactor engineering, 

and/or process design, and what tradeoffs must be managed to enable operation in energetically-

efficient regimes. Given the nascency of these separation approaches, engineering analyses, 

enabled by mathematical modeling, may serve as a useful guide, as has been the case for other 

emerging electrochemical technologies.26–30 Overall, cell and/or system modeling can aid in 

understanding performance characteristics of new concepts, identifying appropriate materials 

properties, scales, and conditions for efficient and economic operation, and facilitating quantitative 

comparisons with other current or emerging methods. 

For all modeling analyses, the minimum work of separation serves as a lower bound on energy 

requirements and can be determined from the Gibbs free energy difference between the inlet (CO2-

rich feed gas) and outlet (high-purity CO2 product and CO2-lean raffinate) streams. For a 

hypothetical case of “skimming”, where an infinitesimal quantity of CO2 is removed from a feed 

gas, the minimum work can be represented as:9 

𝑊𝑊min = −𝑅𝑅u𝑇𝑇 ln �
𝑃𝑃CO2,feed

𝑃𝑃0
�   1 
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Here, 𝑊𝑊min is the minimum work (J (mol CO2)-1), 𝑅𝑅u is the ideal gas constant (8.314 J mol-1 K-1), 

𝑇𝑇 is the absolute temperature (K), 𝑃𝑃CO2,feed is the partial pressure of CO2 in the feed gas (Pa), and 

𝑃𝑃0 is the ambient pressure (101325 Pa). In this equation, it is assumed that all gases (i.e., CO2-rich 

feed gas, CO2-depleted raffinate, and recovered CO2 product) are at temperature, 𝑇𝑇, and ambient 

pressure, 𝑃𝑃0. Considering a separation case where CO2 is captured from a 15 mol% feedstock, 

which is representative of flue gas compositions in post-combustion capture for coal-fired power 

plants,31 the minimum work in the limit of “skimming” is 4.7 kJ (mol CO2)-1. For a more practical 

scenario, where a certain fraction of the CO2 is removed from the feed gas, the minimum work can 

be determined using equations detailed in prior works.9,32 For 90% CO2 removal from a 15% 

feedstock, a common limit in post-combustion capture processes,8,33 the minimum work increases 

to 6.4 kJ (mol CO2)-1. 

Thermodynamic analyses have been the focus of prior modeling efforts to understand upper 

performance bounds of electrochemical separation processes (beyond 𝑊𝑊min) and to investigate 

how different system/molecular properties impact these limits.32,34,35 In brief, four system 

configurations have been proposed and evaluated, each resulting in a different thermodynamic 

cycle for separation and, thus, distinct performance characteristics.32,34,35 In a four-stage system, a 

capture molecule is activated, either directly or indirectly, in an electrochemical cell by cathodic 

reduction (stage 1). Following this step, the capture media is exposed to a CO2-containing feed gas 

for absorption (stage 2). The capture media is then deactivated in an electrochemical cell by anodic 

oxidation (stage 3) which is followed by CO2 release to a high-purity gas phase (stage 4). 

“Cathodic absorption” can be adopted to yield a three-stage system, where the capture media is 

exposed to the feed gas during the activation step, such that activation and binding occur 

simultaneously. Similarly, implementation of “anodic desorption” also results in a three-stage 
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system. In this configuration, the capture media is exposed to the product gas at the anode such 

that deactivation and release occur concurrently. The fourth configuration is referred to as a two-

stage system, which consists of both cathodic absorption and anodic desorption. Previous analyses 

have shown that implementing cathodic absorption and/or anodic desorption can lower 

thermodynamic energy requirements by eliminating the differences between the CO2 partial 

pressure following activation or deactivation and the CO2 partial pressure in the feed gas or product 

gas.32,34,36 This specifically results in chemical potential gradients between the ab-/adsorbed CO2 

and the external “reservoirs” of CO2, leading to irreversible mass transfer.37 If the capture media 

is considered as the system, and the external “reservoirs” of CO2 are considered as the 

surroundings, these losses can be referred to as external irreversibilities. Therefore, although an 

ideal thermodynamic cycle for a four-stage system is internally reversible, where the cycle is 

characterized by moving through a series of equilibrium states, the predicted separation work 

deviates from the minimum work due to external irreversibilities. It has also been shown that the 

chemical potential gradients, and thus penalties due to external irreversibilities, can be reduced in 

a four-stage (or three-stage) system by tuning molecular/system properties,32,34 but larger chemical 

potential gradients are also beneficial for operation at higher process rates (i.e., faster 

capture/release).36,38 

While this earlier thermodynamic modeling has provided foundational understanding, there are 

additional sources of irreversibility that further diminish performance in operating systems. For 

example, fluid dynamic losses in the process units and connecting piping will occur and result in 

larger energy requirements from liquid pumps and gas compressors. Further, thermal management 

systems may be needed to control temperature during operation. However, it is anticipated that 

irreversible losses within the electrochemical reactor, beyond what is predicted in equilibrium 
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thermodynamic models, will play a significant role in system energetics and efficiency.39 In 

general, there are several sources of irreversibility within an electrochemical device that increase 

the energy requirements beyond the thermodynamic limit. More specifically, operating a cell at 

elevated current densities, which is beneficial for process rates and reactor footprint, requires 

deviation from equilibrium (i.e., overpotentials) and thus, incurs energetic penalties. These 

overpotentials can occur due to a variety of sources, but are most commonly associated with 

reaction kinetics, electronic/ionic transport, and mass transport.40 Electrochemical reactions 

require polarization of the electrode surface to overcome the activation barrier and drive the 

reaction at a particular rate. The electronic/ionic resistance to the flow of current within the cell, 

which is referred to as the ohmic resistance, is a function of the physical properties and geometries 

of the constituent components (e.g., electrodes, membranes/separators, flow fields, etc.). Finally, 

reactant/product concentration gradients that form within the cell result in mass transport 

resistances. Beyond these traditional sources of resistive loss, electrochemical CO2 separation 

processes also involve solution-phase, homogeneous reactions (i.e., CO2 binding/release), the 

kinetics of which influence required cell overpotentials. Researchers have started to evaluate how 

different sources of irreversibility within the cell contribute to the total separation work through 

modeling of different types of indirect capture chemistries;36,39 however, more efforts are needed 

to identify the key molecular and cell properties that impact performance, to develop engineering 

guidelines for reducing energy requirements, and to highlight how current and emerging capture 

chemistries fit into this design space. 

To this end, we develop a dimensionless cell model for electrochemical CO2 separation systems 

to continue exploring energy requirements and irreversibilities, while specifically focusing on a 

four-stage system with a direct capture chemistry. We begin by explaining the modeling 
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framework and the dimensional equations required to determine species concentrations and 

electrode potentials. Then, we discuss the non-dimensionalization process, where we identify a 

reduced set of groups that govern overall performance. Finally, we describe how the separation 

work (i.e., energy requirements) is determined and discuss the computational approach/resources 

used to solve the outlined equations. Next, using this model, we revisit the thermodynamic cycle 

to set the lower limit on energy requirements for a four-stage system and quantify energetic 

penalties due to external irreversibilities. We independently probe and compare the relative 

magnitude of losses due to species electrochemical kinetics, homogeneous kinetics, ohmic 

resistance, and mass transport. Within each section, we discuss the key dimensionless variables 

associated with each phenomenon and explore how changing these parameters impact the 

energetics while also highlighting how coupling effects between different variables alter overall 

energy requirements. We use existing data from electrochemical CO2 separation systems, as well 

as from adjacent electrochemical technologies (e.g., redox flow batteries (RFBs)), reported in the 

peer-reviewed literature to estimate expected value ranges of these important variables for present-

day materials and cell designs. Finally, we assess the cumulative impact of all resistive losses and 

illustrate how the model can be used to explore pathways for reducing energy needs. Overall, this 

model can provide further insights into how different sources of system irreversibility may 

contribute to the energy requirements for separation, while also highlighting pathways to reducing 

energetic penalties and helping to develop engineering guidelines for molecular and system design. 

While we focus on a four-stage configuration with a direct capture chemistry, the methodologies 

presented here can be generalized to other system formats. 

 

2. MODELING FRAMEWORK 
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2.1 Overview of the Modeling Framework 

The model presented here describes an electrochemical reactor within a four-stage system 

(Figure 1a). Specifically, we consider a dissolved capture species (R) that undergoes two sequential 

electron transfer steps, forming a dianion (R2−) that can bind one CO2 molecule (i.e., 1 CO2 per 2 

e-). This mechanism is representative of several weakly complexing redox-active capture 

molecules in literature, including tetrachloro-1,4-benzoquinone, 2,7-dichloro-1,4-benzoquinone, 

2-chloro-9,10-anthraquinone, and 2,3-dichloro-1,4-naphthoquinone.41 While a simplified reaction 

mechanism is shown in Figure 1a, the model considers four heterogeneous, one-electron transfer 

reactions that may occur in the electrochemical cell. 

R + e− ⇌ R−   2 

R− + e− ⇌ R2−   3 

R(CO2) + e− ⇌ R(CO2)−   4 

R(CO2)− + e− ⇌ R(CO2)2−   5 

While all four reactions can occur on both electrodes; due to the reaction mechanism contemplated 

(i.e., weakly complexing capture species), specific subsets of reactions are expected to contribute 

the greatest current fraction on either electrode. At the cathode, the reactions shown in Equations 

2 and 3 are anticipated to dominate. This is because the capture molecule has a low binding affinity 

for CO2 in its neutral and anion states (due to the assumed weakly complexing mechanism), and 

therefore, concentrations of R(CO2) and R(CO2)− are low. At the anode, the reactions shown in 

Equations 2, 4, and 5 may all be important. The oxidation of R(CO2)2− will occur first to form 

R(CO2)− (Equation 5). This may lead to the release of CO2, followed by the oxidation of R− 

(Equation 2). However, depending on the CO2 release kinetics and/or properties that impact the 
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equilibrium of this reaction, the oxidation of R(CO2)− (Equation 4) may also occur to a significant 

extent and, in some situations, may even be the dominant reaction. 

As indicated above, homogeneous chemical reactions may also occur within the electrochemical 

cell. In the anodic half-cell, the release of CO2 may occur as the capture species is deactivated via 

oxidation. In the cathodic half-cell, binding of CO2 with the reduced/activated capture species can 

occur due to its finite solubility in the electrolyte. Further, comproportionation (or 

disproportionation) reactions may occur between chemical species of different (or similar) 

oxidation numbers. Therefore, in addition to the heterogeneous, electron-transfer reactions, we 

also consider homogeneous reactions within the model (i.e., CO2 binding/release and capture 

species comproportionation/disproportionation). These reactions and their associated equilibrium 

constants, 𝐾𝐾, are shown below where Equations 6–8 represent the CO2 binding/release reactions 

and Equations 9–12 represent the comproportionation/disproportionation reactions. 

R + CO2 ⇌ R(CO2) 𝐾𝐾CO2,1 =
�

𝐶𝐶R(CO2)
𝐶𝐶0

�

�𝐶𝐶R
𝐶𝐶0

��
𝐶𝐶CO2

𝐶𝐶0
�
 6 

R− + CO2 ⇌ R(CO2)− 𝐾𝐾CO2,2 =
�

𝐶𝐶R(CO2)−

𝐶𝐶0
�

�𝐶𝐶R−
𝐶𝐶0

��
𝐶𝐶CO2

𝐶𝐶0
�
 7 

R2− + CO2 ⇌ R(CO2)2− 𝐾𝐾CO2,3 =
�

𝐶𝐶R(CO2)2−

𝐶𝐶0
�

�
𝐶𝐶R2−

𝐶𝐶0
��

𝐶𝐶CO2
𝐶𝐶0

�
 8 

R + R2− ⇌ 2R− 𝐾𝐾comp,1 =
�𝐶𝐶R−

𝐶𝐶0
�

2

�𝐶𝐶R
𝐶𝐶0

��
𝐶𝐶R2−

𝐶𝐶0
�
 9 

R(CO2) + R(CO2)2− ⇌ 2R(CO2)− 𝐾𝐾comp,2 =
�

𝐶𝐶R(CO2)−

𝐶𝐶0
�

2

�
𝐶𝐶R(CO2)

𝐶𝐶0
��

𝐶𝐶R(CO2)2−
𝐶𝐶0

�
≡

𝐾𝐾CO2,2
2 𝐾𝐾comp,1

𝐾𝐾CO2,1𝐾𝐾CO2,3
 10 
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R + R(CO2)2− ⇌ R− + R(CO2)− 𝐾𝐾comp,3 =
�𝐶𝐶R−

𝐶𝐶0
��

𝐶𝐶R(CO2)−

𝐶𝐶0
�

�𝐶𝐶R
𝐶𝐶0

��
𝐶𝐶R(CO2)2−

𝐶𝐶0
�

≡ 𝐾𝐾CO2,2𝐾𝐾comp,1

𝐾𝐾CO2,3
 11 

R(CO2) + R2− ⇌ R− + R(CO2)− 𝐾𝐾comp,4 =
�𝐶𝐶R−

𝐶𝐶0
��

𝐶𝐶R(CO2)−

𝐶𝐶0
�

�
𝐶𝐶R(CO2)

𝐶𝐶0
��

𝐶𝐶R2−
𝐶𝐶0

�
≡ 𝐾𝐾CO2,2𝐾𝐾comp,1

𝐾𝐾CO2,1
 12 

𝐶𝐶𝑗𝑗 represents the concentration of species 𝑗𝑗 (mol m-3). We treat the liquid electrolyte as an ideal 

solution, such that the activity coefficient is 1 and the species activities are equivalent to the molar 

concentrations relative to the standard concentration, 𝐶𝐶0 (1000 mol m-3). Note that the equilibrium 

constants for three of the comproportionation reactions (𝐾𝐾comp,2, 𝐾𝐾comp,3, and 𝐾𝐾comp,4) are not 

independent and, accordingly, their relationships to the other equilibrium constants are also shown. 

We assume the electrochemical transformations (and any accompanying homogeneous 

reactions) occur within a series of electrochemical cells, each operating at the same constant 

current density (Figure 1b). Furthermore, we assume the number of cells in this series approaches 

infinity (𝑁𝑁 → ∞) such that species concentrations and the electrode potential curves can be 

represented as continuous functions. For this analysis, we do not consider pressure losses 

throughout the series of cells as we seek to provide lower bound estimates of energy requirements. 

We also assume that the membrane/separator implemented in each cell is perfectly selective, 

preventing any crossover of the active species or CO2. The series of cells is modeled as a pair of 

ideal packed bed reactors (PBRs), representing the series of porous cathodes and anodes, to predict 

concentration changes and electrode potential profiles (Figure 1c). We assume that a stagnant, 

concentration boundary layer (BL) is formed adjacent to the solid electrode surface as the liquid 

electrolyte passes through the electrode pores. While this is a simplification of typical reactor 

architectures, such treatments still capture important features of electrochemical cell behavior.42,43 

Accordingly, this model offers a general means of assessing performance trends and identifying 
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key variables with the benefit of reduced computational complexity. We provide an overview of 

the governing equations in the subsequent sections. A full list of the equations, and associated 

derivations, are included in Sections S1–S3 of the Supporting Information (SI). 

 

 
Figure 1. Overview of the electrochemical CO2 separation system and modeling approach. (a) An 
illustration of the four-stage configuration based on a recirculating electrolyte containing dissolved 
redox-active capture species. (b) The electrochemical reactor is approximated as a series of 
electrochemical cells that drive the electrochemical transformations. Each individual cell consists 
of two porous electrodes (an anode and a cathode) with a membrane/separator between them. (c) 
As the numbers of cells in the series approaches infinity, the reactor can be treated as two idealized 
packed bed reactors (PBRs), based on the series of cathodes and anodes, with continuous potential 
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curves. As the bulk solution flows through the PBRs, concentration boundary layers (BLs) are 
formed along the surface of the solid electrodes. The BL is assumed to be stagnant, planar, and 
1D. The boundary layer diagram is illustrative of the reduction reactions and any accompanying 
CO2 binding that may occur during the cathodic activation step. The model captures diffusive 
transport, heterogeneous (electrochemical) reactions, and homogeneous reactions within this 
stagnant BL region. The model also represents the ohmic overpotential associated with ionic 
current flow between the two PBR electrodes. Here, we assume the membrane/separator is only 
permeable to the cationic supporting salt species. 

 

2.2 Material Balances 

2.2.1 Bulk Solution 

The mole balance for each species, 𝑖𝑖, in the bulk electrolyte solution for both the series of 

cathodes and anodes can be generally represented by the following equation, which describes 

changes in bulk concentration for each species (𝐶𝐶𝑖𝑖
∞) along the length of the reactor (𝑧𝑧). 

𝑢𝑢p
𝑑𝑑𝐶𝐶𝑖𝑖

∞

𝑑𝑑𝑑𝑑
= ∑ 𝑠𝑠𝑖𝑖,𝑗𝑗𝑟𝑟𝑗𝑗

h,∞ − 𝑎𝑎v𝑓𝑓𝑖𝑖
∗   13 

Here, 𝑢𝑢p is the electrolyte velocity through the electrode pores (m s-1), 𝑟𝑟𝑗𝑗
h,∞ is the rate of 

homogeneous reaction 𝑗𝑗 expressed using bulk concentrations (mol m-3 s-1), and 𝑠𝑠𝑖𝑖,𝑗𝑗 is the 

stoichiometric coefficient of species 𝑖𝑖 in homogeneous reaction 𝑗𝑗 (-). For 𝑠𝑠𝑖𝑖,𝑗𝑗, reactants are 

represented with a negative value and products with a positive value. The last term in Equation 13 

couples the bulk region to the BL region, where 𝑎𝑎v is the total electrode surface area (and thus 

BL/bulk interfacial area) per electrode volume (m2 m-3) and 𝑓𝑓𝑖𝑖
∗ is the molar flux of species 𝑖𝑖 exiting 

the bulk region and entering the BL region (mol m-2 s-1). The “∗” superscript denotes that this flux 

value is determined from BL concentrations. The BL equations are detailed in Section 2.2.2 and 

the homogeneous reaction rates are defined in Section 2.3.2. 

https://doi.org/10.26434/chemrxiv-2024-875qd ORCID: https://orcid.org/0000-0002-7361-6637 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-875qd
https://orcid.org/0000-0002-7361-6637
https://creativecommons.org/licenses/by-nc-nd/4.0/


15 

 

The material balance expression described above is subject to an inlet condition. To define these 

inlet concentrations, we first assume that the electrolyte enters the reactor at some inlet state of 

charge, 𝑥𝑥a,in, where the state of charge, 𝑥𝑥a, is generally defined as follows. 

𝑥𝑥a =
𝐶𝐶R−  + 𝐶𝐶R(CO2)−  + 2𝐶𝐶R2−  + 2𝐶𝐶R(CO2)2−

𝐶𝐶tot
   14 

Here, 𝐶𝐶tot represents the total capture species concentration: 𝐶𝐶tot = 𝐶𝐶R + 𝐶𝐶R(CO2) + 𝐶𝐶R−  +

 𝐶𝐶R(CO2)−  +  𝐶𝐶R2−  +  𝐶𝐶R(CO2)2−. We assume that 𝐶𝐶tot is conserved (i.e., there are no phase changes 

or side reactions leading to degradation). Then, we assume that phase equilibrium is achieved in 

the absorption/desorption units, meaning the concentration of dissolved CO2 in the electrolyte 

entering the cathodic half-cell and the anodic half-cell is equal to 𝐻𝐻CO2𝑃𝑃CO2,feed and 𝐻𝐻CO2𝑃𝑃0, 

respectively. This is in accordance with Henry’s Law, where 𝐻𝐻CO2 is the Henry’s constant for CO2 

in the electrolyte solution (mol m-3 Pa-1). We further assume that the homogeneous reactions reach 

equilibrium within the absorption/desorption units according to the equilibrium constants 

described in Equations 6–12. Overall, the defined CO2 concentration and state of charge at the 

inlet, as well as the conservation of 𝐶𝐶tot and four of the equilibrium constants in Equations 6–12 

are used to determine inlet concentrations. 

 

2.2.2 Boundary Layer Solution 

Within BL, the mole balance for each species, 𝑖𝑖, is represented by the following equation, which 

describes concentration changes through the thickness of a stagnant BL (𝑦𝑦) due to diffusion and 

bulk homogeneous reactions. 

0 = 𝐷𝐷𝑖𝑖
𝑑𝑑2𝐶𝐶𝑖𝑖

∗

𝑑𝑑𝑦𝑦2 + ∑ 𝑠𝑠𝑖𝑖,𝑗𝑗𝑟𝑟𝑗𝑗
h,∗   15 
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Here, 𝐶𝐶𝑖𝑖
∗ is the concentration of species 𝑖𝑖 in the BL (mol m-3), 𝐷𝐷𝑖𝑖 is the diffusion coefficient of 

species 𝑖𝑖 (m2 s-1), 𝑠𝑠𝑖𝑖,𝑗𝑗 is the stoichiometric coefficient of species 𝑖𝑖 in homogeneous reaction 𝑗𝑗 (-), 

and 𝑟𝑟𝑗𝑗
h,∗ is the rate of homogeneous reaction 𝑗𝑗 expressed using BL concentrations (mol m-3 s-1). 

Similar to the bulk solution equations (described in Section 2.2.1), we note that 𝑠𝑠𝑖𝑖,𝑗𝑗 is positive for 

reactants and negative for products. The homogeneous reaction rate terms (𝑟𝑟𝑗𝑗
h,∗) are further defined 

in Section 2.3.2. Additionally, the “0” on the left-hand side of Equation 15 represents an 

assumption of steady-state. We also assume that the capture species diffusivities are the same in 

each of its different states, such that 𝐷𝐷R = 𝐷𝐷R(CO2) = 𝐷𝐷R−  = 𝐷𝐷R(CO2)− = 𝐷𝐷R2− = 𝐷𝐷R(CO2)2−. 

Accordingly, we generally refer to the diffusivity of the capture molecule in all states as 𝐷𝐷R. 

Solving Equation 15 requires two boundary conditions: one at the electrode surface (𝑦𝑦 = 0) and 

one at the interface between the bulk region and the BL region (𝑦𝑦 = 𝛿𝛿, where 𝛿𝛿 is the BL thickness). 

At 𝑦𝑦 = 𝛿𝛿, the BL concentrations are equivalent to the bulk values (𝐶𝐶𝑖𝑖
∞, as solved for with Equation 

13). At the electrode surface, 𝑦𝑦 = 0, the molar flux of species 𝑖𝑖 is set equal to the rate of the 

electrochemical reaction. Both boundary conditions are defined as follows. 

𝐶𝐶𝑖𝑖
∗|𝑦𝑦=𝛿𝛿 = 𝐶𝐶𝑖𝑖

∞   16 

−𝐷𝐷𝑖𝑖
𝑑𝑑𝐶𝐶𝑖𝑖

∗

𝑑𝑑𝑦𝑦
�

𝑦𝑦=0
= ∑ 𝑠𝑠𝑖𝑖,𝑘𝑘𝑟𝑟𝑘𝑘

e   17 

Here, 𝑠𝑠𝑖𝑖,𝑘𝑘 is the stoichiometric coefficient of species 𝑖𝑖 in electrochemical reaction 𝑘𝑘 (-) and 𝑟𝑟𝑘𝑘
e is 

the rate of electrochemical reaction 𝑘𝑘 (mol m-2 s-1). For the electrochemical reactions, which are 

defined in the reduction direction (Equations 2–5), 𝑠𝑠𝑖𝑖,𝑘𝑘 is defined here to be negative for reactants 

(more oxidized species) and positive for products (more reduced species) The electrochemical 

reaction rate terms are detailed in Section 2.3.1. 
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The molar flux term (𝑓𝑓𝑖𝑖
∗) introduced in Equation 13 is determined from the BL concentration 

profiles, as defined below. 

𝑓𝑓𝑖𝑖
∗  = 𝐷𝐷𝑖𝑖

𝑑𝑑𝐶𝐶𝑖𝑖
∗

𝑑𝑑𝑦𝑦
�

𝑦𝑦=𝛿𝛿
   18 

This expression in combination with Equation 16, effectively link the bulk and BL equations. 

 

2.3 Reaction Rates 

2.3.1 Heterogeneous (Electrochemical) Reaction Rates 

The rate of each electrochemical reaction 𝑘𝑘 (𝑟𝑟𝑘𝑘
e) is proportional to the local, surface-normal 

current density supporting that reaction (𝑖𝑖n,𝑘𝑘). Rate expressions for the four possible electrode 

reactions considered are shown below. 

R R−⁄  couple: 𝑟𝑟1
e = 𝑖𝑖n,1

𝐹𝐹
  19 

R− R2−⁄  couple: 𝑟𝑟2
e = 𝑖𝑖n,2

𝐹𝐹
  20 

R(CO2) R(CO2)−⁄  couple: 𝑟𝑟3
e = 𝑖𝑖n,3

𝐹𝐹
  21 

R(CO2)− R(CO2)2−⁄  couple: 𝑟𝑟4
e = 𝑖𝑖n,4

𝐹𝐹
  22 

Here, 𝐹𝐹 is the Faraday constant (96485 C mol-1). Generally, these reactions can be denoted as 𝑟𝑟𝑘𝑘
e =

𝑖𝑖n,𝑘𝑘 𝑛𝑛𝐹𝐹⁄  where 𝑛𝑛 (the number of electrons transferred) is equal to 1 here. Accordingly, since the 

number of electrons transferred is 1 in the considered electrochemical reactions, 𝑛𝑛 is dropped from 

subsequent equations (i.e., Butler-Volmer equation and Nernst equation). We note that the surface-

normal current densities for each reaction must sum to the overall operating surface-normal current 

density (𝑖𝑖n). 

𝑖𝑖n,1 + 𝑖𝑖n,2 + 𝑖𝑖n,3 + 𝑖𝑖n,4 = 𝑖𝑖n   23 
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We assume that the kinetics of the electrochemical reactions can be described by the Butler-

Volmer formalism. Accordingly, the surface-normal current density of each reaction, 𝑘𝑘, is related 

to the activation overpotential (𝜂𝜂act,𝑘𝑘) and the exchange current density (𝑖𝑖0,𝑘𝑘) for that specific 

reaction as shown below. 

𝑖𝑖n,𝑘𝑘 = 𝑖𝑖0,𝑘𝑘 �exp �𝛼𝛼a,𝑘𝑘𝐹𝐹
𝑅𝑅u𝑇𝑇

𝜂𝜂act,𝑘𝑘� − exp �−𝛼𝛼c,𝑘𝑘𝐹𝐹
𝑅𝑅u𝑇𝑇

𝜂𝜂act,𝑘𝑘��  24 

𝛼𝛼a,𝑘𝑘 and 𝛼𝛼c,𝑘𝑘 (-) are the charge transfer coefficients in the oxidative/anodic and reductive/cathodic 

directions, respectively, for each reaction. The activation overpotential, 𝜂𝜂act, is further defined in 

Section 2.4.3. The exchange current density, 𝑖𝑖0 (A m-2), can be expressed as a function of the 

heterogeneous rate constant, 𝑘𝑘0 (m s-1), and the reactant/product concentrations adjacent to the 

electrode surface (𝐶𝐶𝑖𝑖
s, defined at 𝑦𝑦 = 0 in the BL). 

𝑖𝑖0,𝑘𝑘 = 𝑘𝑘0,𝑘𝑘𝐹𝐹�𝐶𝐶red,𝑘𝑘
s �

𝛼𝛼c,𝑘𝑘  �𝐶𝐶ox,𝑘𝑘
s �

1−𝛼𝛼c,𝑘𝑘   25 

Here, the subscript “red, 𝑘𝑘” represents the reduced species and “ox, 𝑘𝑘” represents the oxidized 

species, respectively, in electrochemical reaction 𝑘𝑘. 

 

2.3.2 Homogeneous Reaction Rates 

The homogeneous CO2 binding rate expressions (𝑟𝑟b
h) are defined as follows. 

𝑟𝑟b,1
h = 𝑘𝑘bind,1𝐶𝐶R𝐶𝐶CO2 − 𝑘𝑘rel,1𝐶𝐶R(CO2)  𝐾𝐾CO2,1

𝐶𝐶0
= 𝑘𝑘bind,1

𝑘𝑘rel,1
 26 

𝑟𝑟b,2
h = 𝑘𝑘bind,2𝐶𝐶R−𝐶𝐶CO2 − 𝑘𝑘rel,2𝐶𝐶R(CO2)−  𝐾𝐾CO2,2

𝐶𝐶0
= 𝑘𝑘bind,2

𝑘𝑘rel,2
 27 

𝑟𝑟b,3
h = 𝑘𝑘bind,3𝐶𝐶R2−𝐶𝐶CO2 − 𝑘𝑘rel,3𝐶𝐶R(CO2)2−  𝐾𝐾CO2,3

𝐶𝐶0
= 𝑘𝑘bind,3

𝑘𝑘rel,3
 28 

Here, 𝑘𝑘bind,1, 𝑘𝑘bind,2, and 𝑘𝑘bind,3 are the forward rate constants for the three CO2 binding reactions 

(m3 mol-1 s-1). 𝑘𝑘rel,1, 𝑘𝑘rel,2, and 𝑘𝑘rel,3 are the reverse rate constants for the three CO2 binding 
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reactions, which can also be described as the CO2 release rate constants (s-1). For each reaction, 

the forward and reverse rate constants can be related to the equilibrium binding constant as shown 

above. 

The homogeneous comproportionation rate expressions (𝑟𝑟c
h) are defined as follows. 

𝑟𝑟c,1
h = 𝑘𝑘comp,1𝐶𝐶R𝐶𝐶R2− − 𝑘𝑘disp,1𝐶𝐶R−2   𝐾𝐾comp,1 = 𝑘𝑘comp,1

𝑘𝑘disp,1
 29 

𝑟𝑟c,2
h = 𝑘𝑘comp,2𝐶𝐶R(CO2)𝐶𝐶R(CO2)2− − 𝑘𝑘disp,2𝐶𝐶R(CO2)−

2  𝐾𝐾comp,2 = 𝑘𝑘comp,2

𝑘𝑘disp,2
 30 

𝑟𝑟c,3
h = 𝑘𝑘comp,3𝐶𝐶R𝐶𝐶R(CO2)2− − 𝑘𝑘disp,3𝐶𝐶R−𝐶𝐶R(CO2)− 𝐾𝐾comp,3 = 𝑘𝑘comp,3

𝑘𝑘disp,3
 31 

𝑟𝑟c,4
h = 𝑘𝑘comp,4𝐶𝐶R(CO2)𝐶𝐶R2− − 𝑘𝑘disp,4𝐶𝐶R−𝐶𝐶R(CO2)− 𝐾𝐾comp,4 = 𝑘𝑘comp,4

𝑘𝑘disp,4
 32 

In the above equations, 𝑘𝑘comp,1, 𝑘𝑘comp,2, 𝑘𝑘comp,3, and 𝑘𝑘comp,4 are the forward rate constants (m3 

mol-1 s-1) and 𝑘𝑘disp,1, 𝑘𝑘disp,2, 𝑘𝑘disp,3, and 𝑘𝑘disp,4 are the reverse rate constants (m3 mol-1 s-1) for the 

four comproportionation reactions (i.e., disproportionation rate constants). For each reaction, the 

ratio of forward and reverse rate constants represents the equilibrium comproportionation constant 

as shown above. Note that the CO2 binding and comproportionation rates outlined in Equations 

26–32 can be defined in terms of either bulk or BL concentrations (𝐶𝐶𝑖𝑖
∞ or 𝐶𝐶𝑖𝑖

∗, respectively). 

 

2.4 Cell Voltage, Electrode Potential, and Overpotentials 

The voltage of each cell (𝑉𝑉) in the series is represented by the difference in electrode potentials, 

plus an overpotential term representing ohmic losses of the cell (𝜂𝜂ohm). 

𝑉𝑉 = 𝐸𝐸cath − 𝐸𝐸an + 𝜂𝜂ohm   33 
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The subscripts “cath” and “an” represent the cathode and anode, respectively. We note that 𝑉𝑉 will 

be negative since the cells are operated electrolytically (thermodynamically non-spontaneous) in 

this process. 

The electrode potential (𝐸𝐸) can then be represented by the summation of an equilibrium potential 

(𝐸𝐸eq), the concentration overpotential (𝜂𝜂conc), and the activation overpotential (𝜂𝜂act), as shown 

below. 

𝐸𝐸 = 𝐸𝐸eq
∞ + 𝜂𝜂conc + 𝜂𝜂act   34 

The “∞” superscript in the equilibrium potential denotes the use of bulk species concentrations to 

determine this value. Under cathodic (i.e., negative) currents, the overpotentials are negative and 

the electrode potential is more negative than the equilibrium bulk potential. Conversely, for anodic 

(i.e., positive) currents, the overpotentials are positive and the electrode potential is more positive 

than the equilibrium bulk potential. However, these expectations may be impacted by any 

homogeneous reactions occurring near the electrode surface. 

 

2.4.1 Equilibrium Potential 

Under conditions of electrochemical equilibrium, the electrode potential is governed by the 

Nernst equation, which is defined by the following equation for each electrochemical reaction, 𝑘𝑘. 

𝐸𝐸eq,𝑘𝑘 = 𝐸𝐸𝑘𝑘,0 − 𝑅𝑅u𝑇𝑇
𝐹𝐹

ln �𝐶𝐶red,𝑘𝑘
𝐶𝐶ox,𝑘𝑘

�   35 

Here, 𝐸𝐸𝑘𝑘,0 is the standard reduction potential of the electrochemical reaction (V vs. an arbitrary 

reference). As described earlier, 𝐸𝐸eq
∞  in Equation 34 is determined with the bulk species 

concentrations, and the effects of surface concentration are captured in the concentration 
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overpotential (Section 2.4.2). The standard reduction potentials are also related via functions 

involving the equilibrium constants, which are shown in Section S1.3.1 of the SI. 

 

2.4.2 Concentration Overpotential 

During practical operation, the electrochemical reactions (and any accompanying chemical 

reactions) will produce concentration gradients between the bulk solution and the solution directly 

adjacent to the solid electrode (i.e., across the concentration BL). The concentration overpotential, 

𝜂𝜂conc, can be used to characterize potential differences due to the formation of these gradients. We 

define 𝜂𝜂conc as this potential difference between the electrode surface and the bulk solution which 

can be determined by the following equation for each electrochemical reaction, 𝑘𝑘. 

𝜂𝜂conc,𝑘𝑘 = 𝐸𝐸eq,𝑘𝑘
s − 𝐸𝐸eq,𝑘𝑘

∞ = − 𝑅𝑅u𝑇𝑇
𝐹𝐹

ln �
𝐶𝐶red,𝑘𝑘

s

𝐶𝐶red,𝑘𝑘
∞�

𝐶𝐶ox,𝑘𝑘
s

𝐶𝐶ox,𝑘𝑘
∞�

�  36 

The “s” subscript denotes that the value is evaluated adjacent to the electrode surface. 

 

2.4.3 Activation Overpotential 

The activation overpotential, 𝜂𝜂act, is defined as the difference between the electrode potential 

and the equilibrium potential considering the species concentrations adjacent to the electrode 

surface. This is the overpotential required to overcome the activation energy of a given 

electrochemical reaction, 𝑘𝑘, to achieve a specified surface-normal current density, 𝑖𝑖n,𝑘𝑘. The 

activation overpotential for each electrochemical reaction is defined below. 

𝜂𝜂act,𝑘𝑘 = 𝐸𝐸 − 𝐸𝐸eq,𝑘𝑘
s    37 

The relationship between the activation overpotential, the surface-normal current density, and 

species concentrations was described previously in Equation 24. 
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2.4.4 Ohmic Overpotential 

We assume that the electrolyte contains excess supporting electrolyte, such that the 

concentration of ions in the electrolyte remains nearly constant throughout the porous 

membrane/separator and electrodes. Under these conditions, the effects of migration are negligible 

and charge transfer through the electrolyte can be described by Ohm’s law. Accordingly, the ohmic 

overpotential, 𝜂𝜂ohm, is described by Equation 38. 

𝜂𝜂ohm = 𝑖𝑖g ∙ 𝐴𝐴𝐴𝐴𝑅𝑅   38 

Here, 𝑖𝑖g is the geometric current density (A m-2) and 𝐴𝐴𝐴𝐴𝑅𝑅 is the area specific resistance of the cell 

(Ω m2). 

The 𝑖𝑖g parameter considers the total current per geometric area of each electrochemical cell, and 

it is defined as a negative value such that 𝜂𝜂ohm < 0. In this study, it is assumed that each reactor in 

the series is operated at the same 𝑖𝑖g. The geometric current density can be related to the surface 

normal current density with Faraday’s law. Given our assumption that 𝑖𝑖n is constant throughout 

the entire electrode, the following expression can be derived. 

𝑖𝑖g = − 𝑎𝑎v𝑉𝑉elec|𝑖𝑖n|
𝐴𝐴g,elec

= −𝑎𝑎v𝐿𝐿elec|𝑖𝑖n|   39 

Here, 𝑉𝑉elec is the electrode volume (m3), 𝐴𝐴g,elec is the geometric area of the electrode (m2), and 

𝐿𝐿elec is the electrode thickness (m). The absolute value of 𝑖𝑖n is used as its sign is dependent on the 

electrode (i.e., cathode or anode). 

The 𝐴𝐴𝐴𝐴𝑅𝑅 of the cell is a summation of the ionic resistances of the membrane/separator and the 

electrolyte within the porous electrodes, the electronic resistances of the solid cell components 

(e.g., porous electrodes, current collectors, etc.), and the contact resistances between these different 
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components. In typical cell designs and operating regimes, the ionic resistances dominate the 𝐴𝐴𝐴𝐴𝑅𝑅, 

most often from the membrane/separator.44,45 

 

2.5 Dimensionless Model & Model Simplifications 

To simplify the modeling framework, physical dimensions were removed from the material 

balance equations. Non-dimensionalization of the governing equations helps to scale all variables 

from 0 to order 1, to identify key dimensionless groups that govern performance, and to decrease 

the number of parameters considered.46 Here, we provide an overview of the non-

dimensionalization procedure and define the derived equations. A more detailed description of this 

process can be found in Section S2 of the SI. 

The equations were non-dimensionalized by introducing the following dimensionless variables 

into the governing equations and boundary conditions. 

�̃�𝐶R,𝑖𝑖 = 𝐶𝐶R,𝑖𝑖
𝐶𝐶R,tot

,    �̃�𝐶CO2 = 𝐶𝐶CO2
𝐻𝐻CO2𝑃𝑃0

,    �̃�𝑧 = 𝑍𝑍
𝐿𝐿
,    𝑦𝑦� = 𝑦𝑦

𝛿𝛿
,    𝐸𝐸� = 𝐸𝐸

𝑅𝑅u𝑇𝑇
𝐹𝐹�
, 

𝜂𝜂� = 𝜂𝜂
𝑅𝑅u𝑇𝑇

𝐹𝐹�
,   𝚤𝚤̃n,1 = 𝑖𝑖n,1

𝑖𝑖n
,   𝚤𝚤̃n,2 = 𝑖𝑖n,2

𝑖𝑖n
,    𝚤𝚤̃n,3 = 𝑖𝑖n,3

𝑖𝑖n
,    𝚤𝚤̃n,4 = 𝑖𝑖n,4

𝑖𝑖n
 40 

In the defined variables above, 𝚤𝚤̃n,𝑘𝑘 can be described as the fraction of current going towards 

reaction 𝑘𝑘. 

With these new variables defined in Equation 40, the dimensionless BL material balance 

equations were first derived. The generalized forms of these equations are shown in Equations 41 

and 42 for the capture species and CO2, respectively. 

− 𝑑𝑑2�̃�𝐶R,𝑖𝑖
∗

𝑑𝑑𝑦𝑦� 2 = ∑ 𝑠𝑠𝑖𝑖,𝑗𝑗�̃�𝑟𝑗𝑗
h   41 

−
𝑑𝑑2�̃�𝐶CO2

∗

𝑑𝑑𝑦𝑦� 2 = 𝑟𝑟D
𝐻𝐻�CO2

�∑ 𝑠𝑠𝑖𝑖,𝑗𝑗�̃�𝑟𝑗𝑗
h�   42 
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In the above equations, 𝑟𝑟D is the diffusivity ratio of the capture species to CO2 and 𝐻𝐻�CO2 is the 

relative CO2 solubility. Both of these dimensionless groups are further defined in Table 1. 

Furthermore, �̃�𝑟𝑗𝑗
h is the dimensionless reaction rate expression for homogenous reaction 𝑗𝑗. The 

generalized form used for �̃�𝑟𝑗𝑗
h is defined by Equation 43 for reactions where the forward rate is 

dominant (reactions shown in Equations 8–12) and by Equation 44 where the reverse reaction is 

dominant (reactions shown in Equations 6 and 7). 

�̃�𝑟𝑗𝑗
h = 𝐷𝐷𝑎𝑎𝑗𝑗 �∏ �̃�𝐶𝑖𝑖

𝑁𝑁R
𝑖𝑖

−𝑠𝑠𝑖𝑖,𝑗𝑗 − 1
𝐾𝐾�𝑗𝑗

∏ �̃�𝐶𝑖𝑖
𝑁𝑁P
𝑖𝑖

𝑠𝑠𝑖𝑖,𝑗𝑗�   43 

�̃�𝑟𝑗𝑗
h = 𝐷𝐷𝑎𝑎𝑗𝑗 �𝐾𝐾�𝑗𝑗 ∏ 𝐶𝐶𝑖𝑖

𝑁𝑁R
𝑖𝑖

−𝑠𝑠𝑖𝑖,𝑗𝑗 − ∏ 𝐶𝐶𝑖𝑖
𝑁𝑁P
𝑖𝑖

𝑠𝑠𝑖𝑖,𝑗𝑗�   44 

Here, 𝑁𝑁R is the number of reactants, 𝑁𝑁P is the number of products, 𝐾𝐾�𝑗𝑗 is the re-scaled equilibrium 

constant of reaction 𝑗𝑗, and 𝐷𝐷𝑎𝑎𝑗𝑗 is the Damköhler number for reaction 𝑗𝑗. The Damköhler number 

describes the relative rates of reaction to diffusive mass transport, and is further defined in Table 

1. The re-scaled equilibrium constants for the CO2 binding/release reactions can be described as 

the gas-phase binding coefficients, and they are also further defined in Table 1. For the 

comproportionation/disproportionation reactions, the re-scaled equilibrium constants are 

equivalent to the comproportionation coefficients defined in Equations 9–12. 

The generalized forms of the dimensionless boundary conditions for the boundary layer solution 

are as follows. 

�̃�𝐶𝑖𝑖
∗�

𝑦𝑦�=1
= �̃�𝐶𝑖𝑖

∞   45 

− 𝑑𝑑�̃�𝐶𝑖𝑖
∗

𝑑𝑑𝑦𝑦�
�

𝑦𝑦�=0
= −𝛾𝛾mt ∑ 𝑠𝑠𝑖𝑖,𝑘𝑘𝚤𝚤̃n,𝑘𝑘   46 
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In the above equation, 𝛾𝛾mt is one representation of the dimensionless current density, and it is 

further described in Table 1. Then, the fractional currents (𝚤𝚤̃n,𝑘𝑘) are further defined with the 

dimensionless form of the Butler-Volmer equation shown below. 

𝚤𝚤ñ,𝑘𝑘 =
��̃�𝐶red,𝑘𝑘

s �𝛼𝛼c,𝑘𝑘��̃�𝐶ox,𝑘𝑘
s �𝛼𝛼a,𝑘𝑘

𝛾𝛾el
�exp�𝛼𝛼a,𝑘𝑘𝜂𝜂�act� − exp�−𝛼𝛼c,𝑘𝑘𝜂𝜂�act�� 47 

The derived 𝛾𝛾el parameter is another form of the dimensionless current density which is also 

defined in Table 1. This variable can be defined in terms of 𝛾𝛾mt as such: 𝛾𝛾el = 𝛾𝛾mt 𝜆𝜆⁄ . The 𝜆𝜆 

parameter is the intrinsic rate of the electrochemical reaction relative to the rate of mass transport, 

and it is defined in Table 1 and discussed further in Section 3.3. 

For the bulk solution, the dimensionless material balance equations for the capture species and 

CO2 are defined in Equations 48 and 49, respectively. 

𝑑𝑑�̃�𝐶R,𝑖𝑖
∞

𝑑𝑑𝑑𝑑�
= ω�∑ 𝑠𝑠𝑖𝑖,𝑗𝑗�̃�𝑟𝑗𝑗

h� − 2∆𝑥𝑥a
|𝛾𝛾mt| �𝑑𝑑�̃�𝐶R,𝑖𝑖

∗

𝑑𝑑𝑦𝑦�
�

𝑦𝑦�=1
�   48 

𝑑𝑑�̃�𝐶CO2
∞

𝑑𝑑𝑑𝑑�
= ω

𝐻𝐻�CO2
�∑ 𝑠𝑠𝑖𝑖,𝑗𝑗�̃�𝑟𝑗𝑗

h� − 2∆𝑥𝑥a
|𝛾𝛾mt|

1
𝑟𝑟D

�
𝑑𝑑�̃�𝐶CO2

∗

𝑑𝑑𝑦𝑦�
�

𝑦𝑦�=1
�  49 

The derived ω parameter represents the ratio of the reactor time scale (i.e., residence time, 𝜏𝜏) to 

the diffusion time scale. Then, ∆𝑥𝑥a is the state of charge swing, which is the difference in state of 

charge between the inlet and outlet of the electrochemical reactor. We note that ∆𝑥𝑥a is identical 

for the cathode and anode PBR reactors. Both ω and ∆𝑥𝑥a are defined in Table 1. Additionally, the 

derivation of the 2∆𝑥𝑥a |𝛾𝛾mt|⁄  term in Equations 48 and 49 is detailed in Section S2.2.3 of the SI. 

The dimensionless inlet condition for the bulk solution is shown in Equation 50. 

�̃�𝐶𝑖𝑖
∞�

𝑑𝑑�=0
= �̃�𝐶𝑖𝑖

in   50 

The “in” subscript denotes inlet concentration. For CO2, �̃�𝐶CO2
in = 𝑃𝑃�CO2,feed for the cathode inlet and 

�̃�𝐶CO2
in = 1 for the anode inlet. 𝑃𝑃�CO2,feed is the dimensionless partial pressure of CO2 in the feed gas 

https://doi.org/10.26434/chemrxiv-2024-875qd ORCID: https://orcid.org/0000-0002-7361-6637 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-875qd
https://orcid.org/0000-0002-7361-6637
https://creativecommons.org/licenses/by-nc-nd/4.0/


26 

 

(𝑃𝑃�CO2,feed = 𝑃𝑃CO2,feed 𝑃𝑃0⁄ ). Then, with the dimensionless inlet CO2 concentration defined, the inlet 

concentrations of the other species can be determined by assuming a state of equilibrium according 

to the equilibrium constants in Equations 6–12, and by assuming an inlet state of charge. 

Finally, the equations defining the dimensionless equilibrium potential and overpotentials are 

shown in Equations 51–54. 

𝐸𝐸�eq,𝑘𝑘 = 𝐸𝐸�𝑘𝑘,0 − ln ��̃�𝐶red,𝑘𝑘
�̃�𝐶ox,𝑘𝑘

�   51 

𝜂𝜂�conc,𝑘𝑘 = 𝐸𝐸�eq,𝑘𝑘
s − 𝐸𝐸�eq,𝑘𝑘

∞ = − ln �
�̃�𝐶red,𝑘𝑘

s

�̃�𝐶red,𝑘𝑘
∞�

�̃�𝐶ox,𝑘𝑘
s

�̃�𝐶ox,𝑘𝑘
∞�

�  52 

𝜂𝜂�act,𝑘𝑘 = 𝐸𝐸� − 𝐸𝐸�eq,𝑘𝑘
s    53 

𝜂𝜂�ohm = −𝜎𝜎|𝛾𝛾mt|   54 

In the dimensionless ohmic overpotential (Equation 54), 𝜎𝜎 is the ratio of the ohmic resistance to 

the mass transport resistance in the boundary layer. This parameter is defined in Table 1 and further 

discussed in Section 3.5. 

To streamline the subsequent analyses in this work, we make several important assumptions. 

We assume that the heterogeneous rate constant (denoted as 𝑘𝑘0) is equivalent for each of the 

electrochemical reactions and the charge transfer coefficients (𝛼𝛼) are identical for each 

electrochemical reaction and are of equal magnitude for the anodic and cathodic reactions. 

Furthermore, we limit our analyses to two bounding cases for the cell model. In the first case, we 

assume fast homogeneous kinetics such that each homogeneous reaction reaches equilibrium at all 

points (𝐷𝐷𝑎𝑎𝑗𝑗 >> 1). In the second case, we assume slow homogeneous reactions such that 𝐷𝐷𝑎𝑎𝑗𝑗 = 0. 

In these two cases, the governing equations can be simplified as outlined in Section S3 of the SI. 
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Table 1. Definitions of dimensionless parameters and groupings. 

Parameter Definition Equation 

𝛾𝛾mt 
Reaction rate (electrochemical)
Mass transport rate in the BL

 
𝑖𝑖n𝛿𝛿

𝐹𝐹𝐷𝐷R𝐶𝐶R,tot
 

𝛾𝛾el 
Reaction rate (electrochemical)

Intrinsic electrochemical reaction rate
 

𝑖𝑖n

𝑘𝑘0𝐹𝐹𝐶𝐶R,tot
 

𝐷𝐷𝑎𝑎 
Reaction rate (homogenoeus)
Mass transport rate in the BL

 𝑘𝑘bind𝛿𝛿2𝐻𝐻CO2𝑃𝑃0

𝐷𝐷R
   or   𝑘𝑘rel𝛿𝛿2

𝐷𝐷R
   or   𝑘𝑘comp𝛿𝛿2𝐶𝐶R,tot

𝐷𝐷R
 

𝜔𝜔 
Reactor residence time

BL mass transport time scale
 

𝜏𝜏𝐷𝐷R

𝛿𝛿2  

𝜎𝜎 
Ohmic resistance

BL mass transport resistance
 

𝐹𝐹2𝑎𝑎v𝐷𝐷R𝐿𝐿elec𝐶𝐶R,tot𝐴𝐴𝐴𝐴𝑅𝑅
𝛿𝛿𝑅𝑅u𝑇𝑇

 

𝜆𝜆 
Intrinsic electrochemical reaction rate

BL mass transport resistance
 

𝛿𝛿𝑘𝑘0

𝐷𝐷R
 

𝐾𝐾CO2(g),1 R binding constant defined for gas-phase CO2 
𝐻𝐻CO2𝑃𝑃0

𝐶𝐶0
𝐾𝐾CO2,1 

𝐾𝐾CO2(g),2 R− binding constant defined for gas-phase CO2 
𝐻𝐻CO2𝑃𝑃0

𝐶𝐶0
𝐾𝐾CO2,2 

𝐾𝐾CO2(g),3 R2− binding constant defined for gas-phase 
CO2 

𝐻𝐻CO2𝑃𝑃0

𝐶𝐶0
𝐾𝐾CO2,3 

𝐻𝐻�CO2  Relative CO2 Solubility 
𝐻𝐻CO2𝑃𝑃0

𝐶𝐶R,tot
 

𝑟𝑟D Diffusivity ratio 
𝐷𝐷R

𝐷𝐷CO2

 

∆𝑥𝑥a State of charge swing �𝑥𝑥a,out −  𝑥𝑥a,in�
cath

≡ �𝑥𝑥a,in −  𝑥𝑥a,out�
an

 

 

2.6 Quantifying Separated CO2 & Work 

The amount of CO2 captured and released is quantified using the difference in total CO2 in 

solution after absorption (anode PBR inlet) and after desorption (cathode PBR inlet). Here, we 

consider the normalized quantity of total CO2 in solution, 𝑥𝑥CO2, which is defined as follows. 

𝑥𝑥CO2 = �̃�𝐶R(CO2) + �̃�𝐶R(CO2)− + �̃�𝐶R(CO2)2− + 𝐻𝐻�CO2�̃�𝐶CO2  55 
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Here, we consider the work (𝑊𝑊) required to operate the electrochemical cell in the four-stage 

system configuration. Under the assumption that the electrochemical process step occurs over an 

infinite series of cells, with each operating with an infinitely small state of charge swing, 𝑊𝑊 can 

be determined by taking the path integral of electrode potential, 𝐸𝐸, vs the state of charge, 𝑥𝑥a, with 

an added penalty to represent the ohmic resistance of the separator/membrane between the 

electrodes. The equation for 𝑊𝑊 is shown in the following equation. 

𝑊𝑊 = 2𝐹𝐹 ∮ 𝐸𝐸 𝑑𝑑𝑥𝑥a
∆𝑥𝑥CO2

+ 2𝐹𝐹𝜂𝜂ohm∆𝑥𝑥a
∆𝑥𝑥CO2

   56 

In the above equation, the 2 represents that this is an overall two-electron transfer process between 

the activated and deactivated states of the capture molecule. Then, ∆𝑥𝑥CO2 represents the difference 

in 𝑥𝑥CO2 entering the anode PBR reactor (after absorption) and entering the cathode PBR reactor 

(after desorption). The path considered for the above 𝐸𝐸 vs 𝑥𝑥a path integral is defined as follows: 

(1) cathode PBR inlet → (2) cathode PBR outlet → (3) anode PBR inlet → (4) anode PBR outlet 

→ (1) cathode PBR inlet. We also note that in our evaluations throughout Section 3, we use an 

electrode potential deviation, 𝐸𝐸 − 𝐸𝐸1,0, in our work calculations rather than the electrode potential, 

𝐸𝐸. This does not impact work calculations as the standard reduction potential, 𝐸𝐸1,0, is a constant 

value. For brevity, we refer to 𝐸𝐸 − 𝐸𝐸1,0 as the electrode potential throughout our discussions. 

 

2.7 Computational Resources & Methods 

In this modeling framework, the governing equations were solved using MATLAB R2022b. For 

the limiting case of 𝐷𝐷𝑎𝑎 → ∞ (equilibrium homogeneous reactions), a system of nonlinear 

equations had to be solved at each point along the length of the reactor, 𝑧𝑧, to determine the species 

concentrations throughout the bulk and BL regions. For the equilibrium concentrations, there is a 
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set of seven equations with seven unknown concentrations. Through a method of substitution, this 

was rearranged into one nonlinear equation with one unknown (as described in Section S3.1 of the 

SI). This equation was solved using the built-in fzero function. After solving for the concentrations, 

the values were used to determine fractional currents, overpotentials, equilibrium potentials, and 

the work. For the case of 𝐷𝐷𝑎𝑎 = 0, concentrations and fractional currents were solved 

simultaneously. The bulk material balances were defined as a function of ordinary differential 

equations (ODEs) that were solved using the built-in ode15s function. Within the function defining 

the ODEs, there is a call to a separate user-defined function to solve for the surface concentrations 

and the fractional currents at each incremental length along the PBRs. This is required to solve for 

the species derivative terms used to define fluxes between the bulk and BL, 
𝑑𝑑�̃�𝐶𝑗𝑗

∗

𝑑𝑑𝑦𝑦�
�

𝑦𝑦�=1
, which appear 

in the bulk material balance equations. First, to solve for the fractional currents, a system of 

nonlinear equations is derived (as described in Section S3.2 of the SI) and solved using the built-

in fsolve function. Then, the fractional currents are used to determine BL concentrations. The BL 

concentration profiles are used to define the BL/bulk fluxes (as described above) and enable 

solving the material balances for the bulk concentrations. The resolved concentrations (both bulk 

and BL) and fractional currents are used to determine overpotentials, equilibrium potentials, and 

work. The simulations in this work were performed using a Dell Latitude 7290 laptop with an 

Intel® Core™ i7-8650U Processor (CPU @ 1.90 GHz, 4 Cores, 8 Logical Processors). Each 

individual simulation took ~1–20 s. 

 

3. RESULTS & DISCUSSION 

Using the derived electrochemical reactor model, we evaluate and compare energetic penalties 

from internal and external irreversibilities within the cells due to mass transport, electrochemical 
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kinetics, homogeneous kinetics, and ohmics. We independently explore each of the key 

dimensionless variables associated with these phenomena across a range of relevant values, and 

then evaluate their cumulative impact on the overall energy requirements. For this analysis, we 

specifically consider a separation scenario where CO2 is captured from a 15 mol% feedstock and 

recovered as a pure product (100 mol% CO2). This is representative of flue gas compositions in 

post-combustion capture from coal-fired power plants.31 For the base case, we assume the 

following parameter values: ∆𝐸𝐸0 = 𝐸𝐸1,0 − 𝐸𝐸2,0 = 0.85 V, ∆𝑥𝑥a = 0.8, 𝐻𝐻�CO2 = 0.1, 𝑟𝑟D = 0.5, 𝐾𝐾CO2(g),1 

= 10-4, 𝐾𝐾CO2(g),2 = 10-3, and 𝐾𝐾CO2(g),3 = 7320. This selection is based on current electrolyte 

formulations in the field, which typically comprise quinone capture molecules dissolved in 

nonaqueous electrolytes.47 A ∆𝐸𝐸0 value of 0.85 V is based on the average value of several quinones 

reported by Simeon et al.41 A relative CO2 solubility, 𝐻𝐻�CO2, of 0.1 is representative of electrolytes 

based on propylene carbonate or dimethylsulfoxide solvents, which have a CO2 solubility of ca. 

0.1 M atm-1,48 and a capture species concentration of 1 M. A diffusivity ratio, 𝑟𝑟D, of 0.5 was also 

selected based on reported diffusivity values of quinones and CO2 in nonaqueous solvents. The 

relative diffusivity of quinone to CO2 in such solvents is generally in the range of ca. 0.1–1.49–53 

The binding coefficient of the dianionic species, 𝐾𝐾CO2(g),3, was selected based on (1) reported 

values for 𝐾𝐾CO2,3 in molecules that undergo weakly-complexing mechanisms,41 and (2) an assumed 

𝐻𝐻CO2 value of 0.1 M atm-1. Then, the binding coefficients of the neutral and anionic states of the 

molecule, 𝐾𝐾CO2(g),1 and 𝐾𝐾CO2(g),2, were set to values ≪ 1 to reflect the assumed weakly-

complexing mechanism. 

We vary some of these base case parameters throughout the Results & Discussion section to 

explore their impact on system performance. The chosen set of parameters allows for up to >99.9% 
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capture of CO2, which is greater than the typical 90% threshold.8,33 However, for this analysis, we 

assume that the system is used to capture 90% of CO2 from the feed gas which sets the minimum 

work of separation to 6.4 kJ (mol CO2)-1. This impacts the quantification of the energetic penalty 

from external irreversibilities (described in Section 3.1). However, if a higher capture fraction were 

chosen, the minimum work would only change by < 1 kJ (mol CO2)-1, and therefore, would not 

significantly impact the analysis. 

 

3.1 Thermodynamic Cycle & External Irreversibilities 

Representing the electrochemical CO2 separation system as an ideal thermodynamic cycle 

provides information about the minimum energy requirements, including 𝑊𝑊min and energetic 

penalties associated with external irreversibilities. This approach has been previously employed 

for different configurations of electrochemical systems with mobile capture species.32,34,35 We 

employ the same approach here; however, we note that these previous analyses were conducted 

assuming concerted electron transfer mechanisms, whereas here we assume sequential electron 

transfer events, which is more aligned with the recent literature.41 To conduct this thermodynamic 

analysis, we assume all electrochemical and chemical reactions are at equilibrium within the cell. 

For the electrode reactions, this means that Nernstian kinetics apply (𝛾𝛾el → 0), where the electrode 

potentials are represented by the Nernst equation (Equation 35 or 51) rather than the Butler-Volmer 

equation (Equation 24 or 47). We also assume that the surface concentrations approach the bulk 

concentrations (𝛾𝛾mt → 0). 

Figure 2 demonstrates the thermodynamic cycle for a four-stage system using the base case set 

of material and system properties. The first stage of the cycle is defined as cathodic activation, 

where the capture molecule is electrochemically reduced and thus activated for CO2 binding. The 
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first plateau region represents the R + e− → R− reaction. Then, as the subsequent electron transfer 

reaction (R− + e− → R2−) begins, the potential sharply decreases. The shoulder before the second 

plateau region is caused by the binding reaction with CO2 dissolved in electrolyte solution, R2− +

CO2 → R(CO2)2−, which removes the electrochemical products (R2−) and favorably shifts the 

electrode potential in the positive direction. Given its low concentration, the dissolved CO2 is 

quickly depleted, and thus the binding reaction ceases and the electrode potential transitions to the 

more negative plateau region. The second stage of the cycle is absorption, which involves mass 

transfer accompanied by a CO2 binding reaction. Mass transfer between gaseous CO2 in the feed 

gas (e.g., flue gas) and dissolved CO2 is driven by CO2 chemical potential differences between the 

two phases. The simultaneous binding of CO2 by the capture molecule reduces the dissolved CO2 

concentration, further driving mass transfer from the gas to the liquid. The third stage of the cycle 

is referred to as anodic deactivation, where the capture molecule is electrochemically oxidized and 

thus deactivated for CO2 binding. The first plateau represents the R(CO2)2− → R(CO2)− + e− 

reaction accompanied by CO2 release, R(CO2)− → R− + CO2, due to the low binding affinity of 

R− towards CO2. Then, the second plateau represents the R− oxidation reaction, R− → R + e−. 

Finally, to complete the cycle, the fourth stage is the CO2 release reaction accompanied by a mass 

transfer step between the deactivated electrolyte and the CO2-rich product driven by chemical 

potential differences between dissolved CO2 in the deactivated electrolyte and CO2 in the product 

gas. The energy required to separate CO2 in this example case is 24.1 kJ (mol CO2)-1 and can be 

compared to the minimum work of separation to quantify system energy penalties. Considering 

𝑊𝑊min for 90% CO2 removal from a 15 mol% feedstock, which is 6.4 kJ (mol CO2)-1, this translates 

to an energy penalty of 17.7 kJ (mol CO2)-1 for the cycle in Figure 2. These losses are due to CO2 

chemical potential gradients between the system and the CO2-containing gases, termed external 
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irreversibilities. These gradients are necessary to drive finite-rate CO2 mass transfer from the 

higher CO2 concentration feed gas to the lower CO2 concentration electrolyte during absorption, 

and from the higher CO2 concentration electrolyte to the lower CO2 concentration product gas 

during desorption. 

 

 

Figure 2. The ideal thermodynamic cycle for a four-stage system for the base case. The black 
curves represent the electrode potentials. The dotted lines trace the cycle path and stages including 
cathodic activation, CO2 absorption from the feed gas, anodic deactivation of the capture species, 
and CO2 desorption to the product gas. The following parameter values were used for this example: 
𝑇𝑇 = 298.15 K, ∆𝑥𝑥a = 0.8, 𝐻𝐻�CO2 = 0.1, 𝑟𝑟D = 0.5, 𝐾𝐾g,1 = 10-4, 𝐾𝐾g,2 = 10-3, 𝐾𝐾g,3 = 7.32 × 103, and 
𝐸𝐸1,0 − 𝐸𝐸2,0 = 0.85 V. 
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The energy penalties due to external irreversibilities associated with the thermodynamic cycle 

are dependent upon various material and system properties. Two key parameters are the binding 

strength of R2− for gas-phase CO2, 𝐾𝐾CO2(g),3, and the relative CO2 solubility, 𝐻𝐻�CO2. If 𝐾𝐾CO2(g),3 is 

varied from 100 to 1015, which aligns with reported values of the binding constant (𝐾𝐾CO2,3) and 

Henry’s constant for CO2 (𝐻𝐻CO2),48,54 the resulting energetic losses span a range of ~100 kJ (mol 

CO2)-1. When varying 𝐾𝐾CO2(g),3 from 100 to 1015 at the intermediate relative CO2 solubility value 

considered in the base case (𝐻𝐻�CO2 = 0.1), the energy penalty ranged from 0 to 77.2 kJ (mol CO2)-

1. Increasing 𝐻𝐻�CO2 to 0.3 resulted in slightly reduced penalties of 0–68.3 kJ (mol CO2)-1, whereas 

decreasing 𝐻𝐻�CO2 to 0.01 yielded slightly greater penalties of 4.2–84.4 kJ (mol CO2)-1, all for the 

same range of 𝐾𝐾CO2(g),3 values. When considering the trends of 𝐾𝐾CO2(g),3, increasing the CO2 

binding strength of the activated species leads to lower CO2 concentrations in the electrolytes 

following the activation step. In turn, this increases the chemical potential gradient between the 

higher CO2 concentration feed gas and the lower CO2 concentration electrolyte during absorption. 

At the largest 𝐾𝐾CO2(g),3 value of 1015, the energy penalty falls within the range of 68.3–84.4 kJ 

(mol CO2)-1. These values are significant, approaching the total energy requirements for state-of-

the-art thermochemical systems (≥100 kJ (mol CO2)-1).20–22,22–25 As 𝐻𝐻�CO2 is decreased from 0.3 to 

0.01, the energy penalty may increase by up to ca. 16 kJ (mol CO2)-1, primarily due to the chemical 

potential gradients in the desorption stage. When 𝐻𝐻�CO2 is at its lower bound of 0.01, the capture 

species concentration is much greater than the physical solubility of CO2 (at atmospheric pressure, 

𝑃𝑃0). Therefore, as the capture species is deactivated and CO2 is simultaneously released, the 

electrolyte is rapidly saturated with CO2 beyond the solubility limit (i.e., 𝐻𝐻CO2𝑃𝑃0). This results in 

a higher chemical potential gradient between the electrolyte containing deactivated capture species 
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and the CO2-rich product stream during desorption. Increased values of 𝐻𝐻�CO2 reduce this chemical 

potential gradient, and, in turn, lower the energy requirements. Consequently, materials selection 

plays an important role in determining the system energetic efficiency. 

It is important to note that system optimization is not solely dependent on minimization of energy 

losses. Performance tradeoffs may occur as properties are changed, such as that between the 

energetic efficiency and the faradaic efficiency (i.e., the moles of CO2 separated per mole of 

electron transferred, also referred to as the electron utilization).32 While lower 𝐾𝐾CO2(g),3 values 

increase energetic efficiency, this simultaneously decreases faradaic efficiency. Furthermore, 

higher 𝐻𝐻�CO2 values lead to improved energetic efficiency but reduce the faradaic efficiency as the 

quantity of CO2 that remains dissolved in solution is higher relative to the amount that is 

bound/unbound by the capture molecule. The fraction of CO2 that can be removed from the feed 

gas is also reduced at decreased 𝐾𝐾CO2(g),3 and increased 𝐻𝐻�CO2 values. As such, optimization of 

material and system properties by balancing performance tradeoffs will require further analyses 

accounting for process economics that are beyond the scope of this contribution. 

 

3.2 Mass Transport Within the Cell 

Next, we evaluate the impact of mass transport on cell performance by varying 𝛾𝛾mt, which 

represents the rate of the electrochemical reaction at the electrode surface (𝑖𝑖n 𝐹𝐹⁄ ) relative to the 

rate of species mass transport between the electrode surface and bulk solution (𝐷𝐷R𝐶𝐶tot 𝛿𝛿⁄ ). The 

𝛾𝛾mt parameter can also be thought of as the ratio of the normal current density to the normal 

limiting current density, 𝑖𝑖n 𝑖𝑖n,lim⁄ , where 𝑖𝑖n,lim = 𝐹𝐹𝐷𝐷R𝐶𝐶tot 𝛿𝛿⁄ . To isolate the effect of mass 

transport, we assume that the homogeneous reactions are at equilibrium, and that electron transfer 

rates can be described by Nernstian kinetics (i.e., 𝛾𝛾el → 0). Figure 3 illustrates the impact of 𝛾𝛾mt 
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on system energetics for the base set of parameters described previously. At low values of 𝛾𝛾mt (≪ 

1), the mass transport rate is high relative to the electrochemical reaction rate, and species 

concentrations at the electrode surface are similar to those in the bulk. Therefore, mass transfer 

resistances across the BL are negligible and the concentration overpotential approaches 0. As 𝛾𝛾mt 

increases, the slowing rates of mass transport (relative to the electrochemical reaction rate) cause 

the formation of concentration gradients across the BL, increasing overpotentials (i.e., 

concentration overpotential/polarization). As 𝛾𝛾mt approaches 0.2, the system begins to experience 

mass transport limitations at the ends of cathodic activation and anodic deactivation where 

reactants become depleted. This can result in marked energy penalties, up to 22.5 and 18.5 kJ (mol 

CO2)-1 at the cathode and anode, respectively. The penalties from both electrodes can reduce the 

energetic efficiency by up to 16.6% as compared to the case of thermodynamic equilibrium. 

Further increasing 𝛾𝛾mt beyond 0.2 reduces the accessible state of charge swing (∆𝑥𝑥a < 0.8) and 

dramatically increases the energy requirements associated with species mass transport. 

From the energetic penalty values shown in Figure 3, it is evident that asymmetries exist between 

the reduction/activation and oxidation/deactivation stages. This is due to the simultaneous 

occurrence of the homogeneous CO2 binding and release reactions with the heterogeneous 

electrode reactions. The extent of CO2 binding that occurs during cathodic activation is far less 

than that of CO2 release during anodic deactivation because the binding reaction is limited by 

relatively low concentrations of CO2 dissolved in the electrolyte (as compared to the concentration 

of the capture molecule). The greater extent of CO2 release that occurs during anodic deactivation 

favorably shifts the potential difference between the observed plateaus, which reduces penalties 

due to mass transport.55 In comparison, the observed potential difference between the two main 

plateaus during cathodic activation is larger, leading to greater energy losses during this stage. The 
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observed asymmetries are also influenced by the molecular properties including 𝐾𝐾CO2(g),1, 

𝐾𝐾CO2(g),2, 𝐾𝐾CO2(g),3, 𝐻𝐻�CO2, 𝑟𝑟D, and 𝐸𝐸1,0 − 𝐸𝐸2,0. 

Aside from lowering 𝛾𝛾mt, different operating strategies can be employed to help reduce energy 

penalties from mass transport. Figure S1a explores a case where the state of charge swing is 

reduced to 40% and the cell is operated asymmetrically such that the state of charge swing is 

restricted to the range of 50% and 90%. At the highest 𝛾𝛾mt value of 0.199, the total energy penalty 

is reduced from 41.0 kJ (mol CO2)-1 (Figure 3) to 21.4 kJ (mol CO2)-1. Additionally, the quantity 

of CO2 captured and released is not significantly impacted (∆𝑥𝑥CO2 = 0.7140 for the symmetric case 

vs. ∆𝑥𝑥CO2 = 0.7133 for the asymmetric case) because the anionic form of the capture species, R−, 

does not significantly bind CO2 (𝐾𝐾2 ≪ 1). Thus, this strategy reduces overpotentials associated 

with the R R−⁄  transformation and directly cycles between the anionic and dianionic forms of the 

capture molecule. Mass transport losses can also be diminished by implementing capture 

molecules with a reduced difference between the standard electrode potentials of the R R−⁄  and 

R− R2−⁄  couples (∆𝐸𝐸0 = 𝐸𝐸1,0 − 𝐸𝐸2,0). Figure S1b shows the electrode potential curves when ∆𝐸𝐸0 

= 0 V, which decreases the energy penalty to 6.7 kJ (mol CO2)-1. These findings align with prior 

observations for RFBs with two-electron transfer chemistries and molecular engineering 

approaches developed in this field may be applicable to electrochemical CO2 separation.55 Indeed, 

for the purposes of electrochemical CO2 separation, both inter- and intramolecular hydrogen bond 

donors have been shown to shift the potential of the R− R2−⁄  more positive, although this has also 

been shown to result in chemistry-specific variations in the CO2 binding strength of the capture 

species.56,57 
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Figure 3. The impact of mass transport on electrode potentials for the base case. 𝛾𝛾mt is varied from 
0.01 to 0.199, and energy penalties are computed for each electrode by comparing to the 
equilibrium case (dashed lines, also shown in Figure 2). For each 𝛾𝛾mt value, the computed cathode 
penalties are 1.2, 5.7, 11.1, 16.7, and 22.5 kJ (mol CO2)-1, and the anode penalties are 1.0, 4.7, 9.2, 
13.8, and 18.5 kJ (mol CO2)-1. The following parameter values were kept constant for this example: 
𝑇𝑇 = 298.15 K, ∆𝑥𝑥a = 0.8, 𝐻𝐻�CO2 = 0.1, 𝑟𝑟D = 0.5, 𝐾𝐾g,1 = 10-4, 𝐾𝐾g,2 = 10-3, 𝐾𝐾g,3 = 7.32 × 103, and 
𝐸𝐸1,0 − 𝐸𝐸2,0 = 0.85 V. 

 

Thus far, we have shown that species mass transport can impact system energy requirements. 

However, as evident from the definition of 𝛾𝛾mt, achievable current densities will also be affected. 

Electrochemical systems with poor mass transport properties are limited to lower operating current 

densities, requiring more electrode surface area (and thus more cells) to capture a given quantity 

of CO2, which generally results in higher capital costs.58–61 Typically, when considering system-

level performance and costs for electrochemical technologies, the geometric current density is of 

interest. Given the model assumptions, we can redefine 𝛾𝛾mt as a function of the geometric current 
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density: 𝛾𝛾mt = 𝑖𝑖n 𝑖𝑖n,lim⁄ ≡ 𝑖𝑖g 𝑖𝑖g,lim⁄ . The geometric limiting current density can then be defined as 

𝑖𝑖g,lim = 𝑎𝑎v𝑘𝑘m,R𝐿𝐿elec𝐹𝐹𝐶𝐶tot, where 𝑎𝑎v is the electrode area per unit electrode volume (m2 m-3), 𝑘𝑘m,R 

is the mass transfer coefficient of the capture species (m s-1), and 𝐿𝐿elec is the electrode thickness.62–

65 Here, the mass transfer coefficient (𝑘𝑘m,R ≡ 𝐷𝐷R 𝛿𝛿⁄ ) is defined as the mass transport of the capture 

species through the BL in the absence of homogeneous reactions. In general, this parameter is 

critical to performance for various technologies that involve mass transfer between a fluid and a 

solid surface66,67 and is an empirical value dependent on various fluid properties (e.g., density, 

viscosity, species diffusivities), surface geometry/properties, and fluid dynamic conditions. While 

a direct dependence on the species diffusivity (𝐷𝐷𝑗𝑗) is apparent from the definition of 𝑘𝑘m,𝑗𝑗, all of 

the properties listed are assumed to impact the BL thickness, 𝛿𝛿.67 

To assess the possible values of 𝑘𝑘m,𝑗𝑗 (and thus 𝛾𝛾mt), we hypothesize that cell designs for 

electrochemical CO2 separation will be similar to contemporary RFB cells, as these formats have 

been used in recent experimental studies.14,18,19,35 Prior studies have predicted mass transfer 

coefficients across a wide range of ca. 5.9 × 10-8 – 6.0 × 10-4 m s-1 depending on the redox 

electrolyte composition, cell configuration, and method of analysis.65,68–71 Given the uncertainties 

in predicted mass transfer coefficients, it is also common to consider the multiplicative product of 

𝑎𝑎v and 𝑘𝑘m,𝑗𝑗, which is referred to as the volumetric mass transfer coefficient, 𝑎𝑎v𝑘𝑘m,𝑗𝑗 (s-1). Prior 

RFB studies have predicted volumetric mass transfer coefficients in the range of ca. 0.1–100 s-1 

for RFBs.65,70,72 To avoid the variability associated with reported 𝑎𝑎v values, we use reported 𝑎𝑎v𝑘𝑘m,𝑗𝑗 

values rather than 𝑘𝑘m,𝑗𝑗 to estimate 𝛾𝛾mt values. While we use the aforementioned range of 𝑎𝑎v𝑘𝑘m,𝑗𝑗 

values for this analysis, we note that these values depend electrolyte properties, electrode/cell 

properties, and fluid dynamic conditions,73 all of which remain an open area of research for 
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electrochemical CO2 separation. Assuming a capture species concentration of 1 M and an electrode 

thickness of 500 μm, the lower and upper bound values for 𝑎𝑎v𝑘𝑘m,R translate to limiting normal 

current densities of 𝑖𝑖g,lim = 480 and 4.8 × 105 mA cm-2, respectively. For relatively slow mass 

transport (𝑘𝑘m,R = 0.1 s-1) and assuming an 80% state of charge swing (i.e., 𝛾𝛾mt < 0.2), the system 

may be limited to geometric current densities < 96 mA cm-2, slightly below ranges typically cited 

as desirable in the literature (i.e., 𝑖𝑖g ≥ 100 mA cm-2).74–77 When cell and system properties that 

enable faster mass transport (𝑎𝑎v𝑘𝑘m,𝑗𝑗 = 100 s-1) are adopted, increased geometric current densities 

may be realizable. Overall, the design or selection of electrodes and electrolytes that enable facile 

mass transport will be important for achieving target conversion rates (i.e., state of charge swings) 

with adequate current densities. Other parameters, such as electrolyte flow rates, will also 

influence electrode mass transfer; therefore, molecular and electrolyte properties must be balanced 

with operational strategies to achieve optimal performance regimes. 

 

3.3 Heterogeneous Kinetics 

Next, we consider the role of heterogeneous kinetics on performance using the 𝛾𝛾el parameter, 

which represents the rate of the electrochemical reaction relative to its intrinsic rate. Figure 4 shows 

the impact of 𝛾𝛾el on the electrode potentials for 𝛾𝛾el = 0.01–1. We assess the effect of heterogeneous 

kinetics in isolation by setting 𝛾𝛾mt to a sufficiently low value (𝛾𝛾mt = 10-5). As 𝛾𝛾el approaches zero 

(ca. 𝛾𝛾el ≤ 0.01), energy losses due to electrochemical reaction kinetics become negligible. In 

contrast, with increasing kinetic limitations represented by 𝛾𝛾el values of 0.05, 0.17, 0.5, and 1, total 

energy losses (summation of the cathodic reduction and anodic oxidation steps) also increase to 

7.6, 16.7, 29.62, and 41.2 kJ (mol CO2)-1, respectively. Asymmetries between the cathode and 

anode overpotentials are again evident, despite imposing equivalent 𝛾𝛾el parameters at both 
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electrodes. In Figure 4, when 𝛾𝛾el is set to 1, the energy loss at the cathode is 14.9 kJ (mol CO2)-1, 

while that at the anode is 26.1 kJ (mol CO2)-1. This difference is due to the disparate concentrations 

of the capture species in its different forms during the cathodic and anodic processes. Under the 

assumption of equilibrium homogeneous reactions, this is driven solely by the differences in CO2 

concentrations, which directly impact the relative concentrations of bound and unbound forms of 

the capture species. Overall, these concentrations alter the exchange current density and therefore 

the relationship between the current density and activation overpotential (see Equations 24 and 

25). 

 
Figure 4. The impact of electrochemical kinetics on electrode potentials investigated by varying 
𝛾𝛾el. In this case, the effects of mass transfer are negligible (𝛾𝛾mt = 10-5). The penalty for each 𝛾𝛾el 
value is 0.7, 2.1, 4.7, 9.6, and 14.9 kJ (mol CO2)-1 at the cathode and 1.2, 5.2, 11.8, 19.8, and 26.1 
kJ (mol CO2)-1 at the anode. For this case, the homogeneous reactions were assumed to be at 
equilibrium (𝐷𝐷𝑎𝑎 → ∞), and the additional constant parameter values are as follows: 𝑇𝑇 = 298.15 K, 
∆𝑥𝑥a = 0.8, 𝐻𝐻�CO2 = 0.1, 𝑟𝑟D = 0.5, 𝐾𝐾g,1 = 10-4, 𝐾𝐾g,2 = 10-3, 𝐾𝐾g,3 = 7.32 × 103, and 𝐸𝐸1,0 − 𝐸𝐸2,0 = 0.85 
V. 
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These results can be related to experimental molecular and system properties to estimate 

penalties of present-day chemistries associated with heterogeneous kinetics.  Accordingly, we 

relax the assumption that 𝛾𝛾mt = 10-5 to represent more practical operating current densities. Figure 

S2 in the SI demonstrates the impact of varying 𝛾𝛾el values when 𝛾𝛾mt = 0.199. There are slight 

differences between the penalty values associated with electrochemical kinetics for 𝛾𝛾mt = 0.199 

(Figure S2) and 𝛾𝛾mt = 10-5 (Figure 4), which is due to coupling effects of the different variables 

(detailed in Section 3.6). However, the trends of penalties from electrochemical kinetics are similar 

for different 𝛾𝛾mt values; therefore, we use these results to investigate how we expect current 

chemistries and system designs to compare. To do so, we express 𝛾𝛾el as the ratio of 𝛾𝛾mt to a new 

variable, 𝜆𝜆 (i.e., 𝛾𝛾el = 𝛾𝛾mt 𝜆𝜆⁄ ), which we define as the intrinsic rate of the electrochemical reaction 

relative to the rate of mass transport (𝜆𝜆 = 𝛿𝛿𝑘𝑘0 𝐷𝐷R⁄ = 𝑘𝑘0 𝑘𝑘m,R⁄ ). For the case of symmetrically 

operating an 80% state of charge swing, where 𝛾𝛾mt < 0.2, we predict that chemistries and cell 

designs with 𝜆𝜆 ≥ 20 (and thus 𝑘𝑘0 ≥ 20𝑘𝑘m,R) will have sufficiently facile heterogeneous kinetics. 

In Section 3.2, we highlighted that 𝑘𝑘m,𝑗𝑗 values are estimated within the range of ca. 5.9 × 10-8 – 

6.0 × 10-4 m s-1 for RFBs. Further, for organic molecules in aprotic solvents, which is a typical 

chemistry for direct electrochemical CO2 separation, heterogeneous (i.e., electrochemical) rate 

constants (𝑘𝑘0) have been reported in the range of ca. 10-3 – 1 cm s-1 for relevant redox species (i.e., 

quinones, phenazine, 2,1,3-benzothiadiazole).78–83 Considering these parameter value ranges, 𝜆𝜆 

values may be expected to fall within the range of 1.7 × 10-2 to 1.7 × 104. At a 𝛾𝛾mt of ca. 0.199, 

this yields a 𝛾𝛾el in the range of 1.2×10-2 – 12, suggesting that energy losses associated with 

heterogeneous kinetics may be significant. Accordingly, careful measurement of electrochemical 

reaction kinetics (as well as cell mass transfer coefficients) will be important for emerging capture 
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chemistries. While there are several studies that report rate constants for relevant molecules in 

their unbound states, as cited above, these values may change for the CO2-bound capture 

molecules. This will particularly important for the activation overpotential during the anodic 

deactivation stage, where R(CO2)2− → R(CO2)− + e− is a dominant reaction. 

 

3.4 Homogeneous Kinetics 

Within the four-stage system configuration, external unit operations (e.g., absorption column, 

degasser) are used to drive CO2 absorption and release. However, as alluded to earlier, the 

homogeneous reactions involving CO2 may also occur within the electrochemical reactor. Due to 

its finite solubility within the electrolyte, CO2 is present in the electrochemical cell during cathodic 

activation. Thus, any R2− formed during this reduction step can bind dissolved CO2. During anodic 

deactivation, R(CO2)− is directly formed from the oxidation reaction and, due to its low affinity 

for CO2 in the assumed mechanism, this species can undergo a CO2 release reaction within the 

cell. Both homogeneous reactions present in the electrochemical cell shift the relative 

concentrations of the capture species, and, in turn, impact the electrode potentials. To assess the 

impact of homogeneous kinetics, Figure 5 compares two bounding cases: (1) equilibrium 

homogeneous reactions (𝐷𝐷𝑎𝑎 → ∞) and (2) no homogeneous reactions (𝐷𝐷𝑎𝑎 → 0, 𝜔𝜔𝐷𝐷𝑎𝑎 → 0). When 

the rates of these homogeneous reactions are slow relative to the relevant timescales of the 

electrochemical reactor (i.e. in the case of 𝐷𝐷𝑎𝑎 → 0), the cell energy requirements increase. The 

important specific timescales include the PBR reactor residence time (𝜏𝜏) and the diffusion time 

(𝛿𝛿2 𝐷𝐷𝑖𝑖⁄ ) for the bulk and BL solutions, respectively. For the example considered here, the total 

energy penalty of such slow reactions is 22.9 kJ (mol CO2)-1, which would have a relatively 

significant impact on the system energetic efficiency (ca. 12.9% decrease as compared to the case 
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of thermodynamic equilibrium). This penalty is a result of how CO2 binding and release reactions 

impact the electrode potentials. When these homogeneous reactions occur rapidly (𝐷𝐷𝑎𝑎 → ∞), the 

products of the electrochemical reactions are removed, favorably shifting the electrode potentials. 

When the reactions are infinitely slow (𝐷𝐷𝑎𝑎 = 0), this effect is diminished, leading to the observed 

penalty. 

We again observe significant asymmetry between the cathode and anode in Figure 5, which 

exhibit energetic penalties of 3.8 and 19.1 kJ (mol CO2)-1, respectively, due to a higher possible 

extent of reaction for CO2 release at the anode as compared to CO2 binding at the cathode. Recall 

that, during cathodic activation, the amount of CO2 present is limited by the physical solubility of 

CO2 in the electrolyte and its concentration is generally much lower than the capture species. 

Therefore, CO2 binding is reactant-limited and turning this reaction “off” by assuming slow 

kinetics does not significantly impact cathode potential. Conversely, anodic deactivation directly 

produces the only reactant for the CO2 release (R(CO2)−); thus, this reaction is not operating under 

a reactant-limited regime and can occur to a greater extent than CO2 binding at the cathode. This 

then results in a greater potential shift at the anode when this reaction has sluggish kinetics. 
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Figure 5. The impact of homogeneous kinetics on electrode potentials by comparing the case of 
equilibrium kinetics to the case of no homogeneous reactions (𝐷𝐷𝑎𝑎 = 0). In the latter case, the 
penalty at the cathode and the anode is 3.8 and 19.1 kJ (mol CO2)-1, respectively. The additional 
constant parameter values are as follows: 𝑇𝑇 = 298.15 K, ∆𝑥𝑥a = 0.8, 𝐻𝐻�CO2 = 0.1, 𝑟𝑟D = 0.5, 𝐾𝐾g,1 = 10-

4, 𝐾𝐾g,2 = 10-3, 𝐾𝐾g,3 = 7.32 × 103, and 𝐸𝐸1,0 − 𝐸𝐸2,0 = 0.85 V. 

 

 

Based on these results, the impact of homogeneous reactions within the electrochemical cell 

cannot be overlooked when considering the energetic efficiency of a four-stage configuration. 

Characterizing the kinetic rates of these reactions, especially the rate of CO2 release, will be 

important when considering cell energy penalties. However, we note that this analysis does not 

contemplate the potential for or effect of degasification following CO2 release. The formation of 

gas bubbles within a constant-volume anode compartment can lead to increased overpotentials by 

displacing liquid electrolyte, which decreases ionic conductivity and/or blocks reaction sites.84,85 
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Therefore, while CO2 release at the anode can remove electrochemical products and favorably shift 

the potential, if the reaction rate is not properly controlled, bubbles may disrupt system operation. 

 

3.5 Ohmics 

To understand the impact of ohmic resistance, we introduce a dimensionless parameter, 𝜎𝜎 

(defined in Table 1), which represents the ratio of the resistance to ionic transport across the 

membrane/separator to the mass transport resistance within the porous electrode. When 𝜎𝜎 ≪ 1, the 

ohmic resistance is relatively small and the associated energy penalty is negligible. Conversely, 

when 𝜎𝜎 ≫ 1, the ohmic resistance is dominant and can lead to large energy penalties. In the latter 

case, the operating current density may be limited by the ohmic resistance (rather than by mass 

transport) in order to manage cell energy requirements. To quantify the impact of 𝜎𝜎, we assume 

𝛾𝛾mt is at its maximum value of 0.199. For 𝜎𝜎 values of 0.01, 0.1, 1, 10 and 100, the ohmic 

overpotential is 0.051, 0.51, 5.1, 51, and 510 mV, respectively. Assuming ∆𝑥𝑥a = 0.8 and ∆𝑥𝑥CO2 = 

0.714 (base case conditions), the associated energy penalties are 0.011, 0.11, 1.1, 11, and 110 kJ 

(mol CO2)-1, respectively. 

To estimate expected 𝜎𝜎 values of present-day material sets and capture chemistries, we again 

find RFB systems to be a useful analog. An important property to characterize 

membranes/separators, and used to define 𝜎𝜎 in this work, is the area-specific resistance, 𝐴𝐴𝐴𝐴𝑅𝑅 (Ω 

m2). For state-of-the-art devices, 𝐴𝐴𝐴𝐴𝑅𝑅 values are typically in the range of ca. 0.5–20 Ω cm2.86–90 

To get a lower bound on expected 𝜎𝜎 values, we assume mass transport is slow (𝑎𝑎v𝑘𝑘m,R = 0.1 s-1). 

With the assumption that 𝐶𝐶tot = 1 M and 𝐿𝐿elec = 500 μm, 𝜎𝜎 ranges from 9–375 and increases 

further if 𝑎𝑎v𝑘𝑘m,R becomes larger. Based on the estimated 𝜎𝜎 values (9–375), ohmic losses can result 

in penalties of up to 415 kJ (mol CO2)-1, which can reduce the energetic efficiency by up to 25% 
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compared to the case of thermodynamic equilibrium. Therefore, the ohmic resistance of the 

membrane/separator has the potential to be the most significant energy penalty source within the 

four-stage configuration for electrochemical CO2 separation systems. These losses can be 

mitigated through careful selection of component materials, electrolyte formulations, and cell 

configurations to enable lower 𝜎𝜎 values and/or by operating at lower current densities (i.e., lower 

𝛾𝛾mt). 

 

3.6 The Additive Effects of Different Penalty Sources 

Next, we focus on the cumulative impact of energetic penalties for these different sources on the 

PBR electrode models. Note that ohmic losses are not included here as they are an extra additive 

penalty outside of the PBR electrode models within the developed framework, but are discussed 

in a subsequent section. We specifically generate electrode potential curves including penalties 

from all previously described sources to determine the cumulative energy requirements and to 

explore the interplay between reaction kinetics and mass transport. Then, the penalties associated 

with each phenomenon are evaluated using an approach similar to voltage-breakdown analyses of 

polarization curves.91 Such analyses are important for identifying performance-limiting processes 

and highlighting opportunities for the greatest improvement. To this point, we have considered 

each loss in isolation; however, when considering multiple sources at a time, their isolated effects 

do not directly translate and sum to the overall observed energy requirements. Therefore, to 

evaluate penalties associated with each mechanism we employ a cumulative limiting case analysis, 

where one source is removed at a time from the overall polarization curve to quantify its associated 

contribution. 
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Figure 6 highlights the cumulative impact of mass transport, homogeneous kinetics, and 

heterogeneous kinetics at their bounding values of 𝛾𝛾mt = 0.199, 𝐷𝐷𝑎𝑎 = 0, and 𝛾𝛾el = 1, in addition to 

the thermodynamic cycle. The total energy required for this example case is 111.3 kJ (mol CO2)-

1. The dark red and blue curves represent the anode and cathode potential traces, respectively. Each 

of the red and blue shaded regions represents energetic penalties resulting from resistive losses 

associated with mass transport, homogeneous kinetics, and heterogeneous kinetics. The gray 

shaded region indicates the work of the internally reversible thermodynamic cycle (i.e., has 

external irreversibilities) for this four-stage system. For this analysis, the impact of mass transport 

was evaluated first by taking the difference between the total energy requirements and the value 

when the impact of mass transport is removed (i.e., 𝛾𝛾mt = 5×10-5, while 𝐷𝐷𝑎𝑎 and 𝛾𝛾el are held 

constant at 0 and 1, respectively). The computed penalty associated with mass transport is 24.2 kJ 

(mol CO2)-1 for the cathode and 14.8 kJ (mol CO2)-1 for the anode. Subsequently, the penalties 

from homogeneous kinetics were assessed by calculating the difference between the case where 

only the mass transport impact was removed (𝛾𝛾mt = 5×10-5, 𝐷𝐷𝑎𝑎 = 0, and 𝛾𝛾el = 1) to a case where 

both the mass transport and homogeneous kinetics impacts are removed (𝛾𝛾mt = 5×10-5, 𝐷𝐷𝑎𝑎 → ∞, 

and 𝛾𝛾el = 1). The cathode and anode penalties associated with homogeneous kinetics in this case 

are 0.6 and 6.6 kJ (mol CO2)-1, respectively. The penalties associated with heterogeneous kinetics 

were then evaluated by calculating the difference between the case of isolated heterogeneous 

kinetics (𝛾𝛾mt = 5×10-5, 𝐷𝐷𝑎𝑎 → ∞, and 𝛾𝛾el = 1) and the thermodynamic cycle potentials. These values 

are equivalent to those from Figure 4, which are 14.9 kJ (mol CO2)-1 and 26.1 kJ (mol CO2)-1 for 

the cathode and anode, respectively. Finally, the energy required for the reversible thermodynamic 

cycle was determined to be 24.2 kJ (mol CO2)-1 and the energy penalty associated with the external 
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irreversibilities of the system was calculated to be 17.8 kJ (mol CO2)-1 by comparing to the 

minimum work of capturing 90% of the CO2 from a 15% CO2 feed gas composition. 

From this breakdown, we note that the penalties from mass transport and homogeneous kinetics 

evaluated in Figure 6 are distinct from those shown in Figures 3 and 5, when their effects were 

explored in isolation. Specifically, a coupling effect exists between concentration changes due to 

homogeneous kinetics and the bulk equilibrium potential, concentration overpotential, and 

activation overpotential for each electrochemical reaction. First considering the mass transport 

impact, operating at a high 𝛾𝛾mt value of 0.199 depletes the electrochemical reactants near the 

electrode surface and enriches the nearby electrolyte solution with the products. These 

concentrations directly impact the exchange current density (see, Equation 25), and therefore the 

activation overpotential (see, Equation 24). Then considering the effect of homogeneous kinetics, 

eliminating homogeneous reactions alters the concentration profiles throughout the electrodes, 

which also impacts the exchange current density (see, Equations 24 and 25). Concentration 

changes associated with homogeneous kinetics can also impact observed concentration 

overpotentials. Due to these interconnectivities, energy penalties associated with each 

phenomenon are dependent upon the order in which they are evaluated. To demonstrate this, 

Figure S3 in the SI switches the order of heterogeneous kinetics and homogeneous kinetics, such 

that the heterogeneous kinetics mechanism is removed before homogeneous kinetics. Under this 

scenario, the penalty attributed to heterogeneous kinetics is smaller than that in Figure 6, whereas 

the penalty from homogeneous kinetics is larger. Accordingly, caution is required when utilizing 

loss breakdown techniques, since the order in which each effect is removed matters. Nonetheless, 

if a consistent order is used, breakdown methods can be helpful for estimating the relative impact 

of each individual penalty source on the overall, cumulative energy requirements. At the base case 
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conditions used here, it is apparent that all penalty sources make non-negligible contribution and 

must be considered when contemplating the energetics of electrochemical CO2 separation systems. 

 

 
Figure 6. The combined effect of mass transport (𝛾𝛾mt = 0.199), homogeneous kinetics (𝐷𝐷𝑎𝑎 = 0), 
and heterogeneous kinetics (𝛾𝛾el = 1), on top of the thermodynamic cycle (which includes external 
irreversibilities). The figure quantifies the energetic penalty, 𝑊𝑊p (kJ (mol CO2)-1), of each source 
and demonstrates how these penalties contribute to the overall, cumulative energy requirements of 
111.3 kJ (mol CO2)-1. The minimum work is considered for a case of 90% CO2 capture from a 
15% CO2 feed gas source (𝑊𝑊min = 6.4 kJ (mol CO2)-1), which is used to compute the penalty from 
external irreversibilities. Additionally, other constant parameter values are as follows: 𝑇𝑇 = 298.15 
K, ∆𝑥𝑥a = 0.8, 𝐻𝐻�CO2 = 0.1, 𝑟𝑟D = 0.5, 𝐾𝐾g,1 = 10-4, 𝐾𝐾g,2 = 10-3, 𝐾𝐾g,3 = 7.32 × 103, and 𝐸𝐸1,0  − 𝐸𝐸2,0 = 
0.85 V. 

 

3.7 Exploring Pathways to Reduce System Energy Requirements 

Building on the previous section, the model can also be used to explore different energy 

reduction pathways through material innovations, reactor engineering, and/or modifying operating 

conditions. As we now consider the full cell, penalties from ohmics are considered along with 
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mass transport, homogeneous kinetics, heterogeneous kinetics, and external irreversibilities. We 

note that the individual energy penalty from each mechanism within the electrodes (i.e., mass 

transport, homogeneous kinetics, and heterogeneous kinetics) was determined using the approach 

described in Section 3.6, Then the ohmic overpotential was added on as an additional penalty. To 

demonstrate this utility, we show an example pathway for lowering energy requirements in Figure 

7. Here, we again consider 90% capture of CO2 from a feed gas containing 15% CO2. For the 

initial case, we consider a capture chemistry with a standard potential difference, ∆𝐸𝐸0 or 𝐸𝐸1,0 −

𝐸𝐸2,0, of 0.85 V, the base case of our previous calculations. We assume that the electrochemical 

reactor is operated at its maximum current density (𝛾𝛾mt = 0.199), both heterogeneous and 

homogeneous kinetics are slow (i.e., 𝜆𝜆 = 0.199, 𝐷𝐷𝑎𝑎 = 0), and the ohmic resistance is moderately 

high (𝜎𝜎 = 50). All other assumed parameter values are listed in the caption of Figure 7. Under these 

conditions, the energy required for separation is 167 kJ (mol CO2)-1; however, through a series of 

system improvements, this can be lowered to 54 kJ (mol CO2)-1. In the first incremental 

improvement, we contemplate a scenario where a capture chemistry with a reduced standard 

potential difference of 0.5 V between the R R−⁄  and R− R2−⁄  couples is selected, resulting in a 20 

kJ (mol CO2)-1 diminution. As described in Section 3.2, this reduces mass transport penalties due 

to decreased concentration overpotentials. In the second improvement, 𝛾𝛾mt is reduced to 0.1, which 

is approximately half of its initial value, resulting in a 39 kJ (mol CO2)-1 decrease. Independently 

decreasing 𝛾𝛾mt, as such, can be thought of as lowering the operating current density of the 

electrochemical reactor. As such, all resistive contributions are reduced; however, in a process 

design scenario, this would need to be balanced with increased cell area and capital costs. The 

third improvement considers faster kinetics for both heterogeneous (𝜆𝜆 = 2) and homogeneous (𝐷𝐷𝑎𝑎 

→ ∞) reactions. Based on these parameter values, the penalty for electrochemical kinetics is 
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significantly reduced, and that associated with the homogeneous reactions is eliminated. This leads 

to a 40 kJ (mol CO2)-1 decrease in the energy requirements. Finally, the fourth improvement sees 

a decrease in the ohmic resistance of the cell to from 𝜎𝜎 = 50 to σ = 25, in line with current estimated 

values (see Section 3.5). In practice, reducing 𝜎𝜎 could be realized by using a thinner and/or more 

conductive membrane/separator. This results in a 14 kJ (mol CO2)-1 reduction, lowering the total 

energy requirements to 54 kJ (mol CO2)-1. We note that this is but one example of how the model 

can be used to explore different routes to lowering energy requirements, and the pathway shown 

is not necessarily optimal. Indeed, other pathways can be considered as the feasibility of changing 

the variables defined in this model may depend on chemistry, reactor design, or application needs. 

 

 
Figure 7. An example use of the electrochemical reactor model for exploring pathways to reduce 
energy requirements. The bar graph shows the cumulative effective of minimum work, external 
irreversibilities, electrochemical kinetics, mass transport, homogeneous kinetics, and ohmics on 
the total energy requirements for five different cases. The initial case assumes the following 
parameter values: 𝛥𝛥𝐸𝐸0 = 0.85 V, 𝛾𝛾mt = 0.199, 𝜆𝜆 = 0.199, 𝐷𝐷𝑎𝑎 = 0, and 𝜅𝜅 = 50. For all cases, the 
minimum work is considered assuming 90% CO2 capture from a 15% CO2 feed gas source (𝑊𝑊min 

https://doi.org/10.26434/chemrxiv-2024-875qd ORCID: https://orcid.org/0000-0002-7361-6637 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-875qd
https://orcid.org/0000-0002-7361-6637
https://creativecommons.org/licenses/by-nc-nd/4.0/


53 

 

= 6.4 kJ (mol CO2)-1). For all cases, the additional constant parameter values are as follows: 𝑇𝑇 = 
298.15 K, ∆𝑥𝑥a = 0.8, 𝐻𝐻�CO2 = 0.1, 𝑟𝑟D = 0.5, 𝐾𝐾g,1 = 10-4, 𝐾𝐾g,2 = 10-3, and 𝐾𝐾g,3 = 7.32×103. 

 

4. CONCLUSIONS 

In this study, we presented a dimensionless electrochemical reactor model to predict the cell 

energy requirements for electrochemically-mediated CO2 separations. In developing the model, 

we specifically considered a four-stage system configuration with soluble, redox-active capture 

molecules (i.e., direct capture method), a post-combustion capture application, where 90% of CO2 

is removed from a 15% feedstock, and a baseline set of conditions informed by current literature. 

We derived a set of key dimensionless groups to explore the impact of different sources of 

energetic penalties, including mass transport, heterogeneous kinetics, homogeneous kinetics, and 

ohmics. We first revisited thermodynamic modeling to establish an upper performance bound for 

a given system. We specifically modeled the ideal thermodynamic cycle of a four-stage system, 

and compute the work by accounting for the minimum work of separation and losses due to 

external irreversibilities. Then, we systematically investigated the impact of mass transport, 

heterogeneous kinetics, homogeneous kinetics, and ohmics by varying their corresponding 

dimensionless parameters across a range of values. We use material properties harvested from 

experimental literature on electrochemical CO2 separators as well as adjacent electrochemical 

technologies (e.g., RFBs) to estimate where current chemistries and cell designs may fall within 

these parameter ranges. Finally, we investigated the cumulative effects of various sources of 

irreversibility on the total cell energy requirements and highlighted how the model could be used 

to identify energy reduction pathways. Collectively, this work (1) offers an understanding of why 

a wide range of energy requirements appears in the published literature, (2) clarifies how different 

resistive losses contribute to system energetics and the interplay between the underlying 
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phenomena, and (3) highlights pathways and key variables for improving performance. Finally, 

while this model was developed for a specific system configuration and capture scenario, we 

anticipate that this analytical approach can be generalized to other approaches potentially enabling 

better comparisons across the ever-growing field. Some areas of interest include the evaluation of 

distinct reaction chemistries, the refinement of reactor configurations, and the consideration of 

different CO2 capture applications. 
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NOMENCLATURE 

Latin Variables and Symbols 

𝑎𝑎v Total electrode surface area per electrode volume (m-1) 

𝐴𝐴g,elec Geometric electrode of the electrode (m2) 

𝐴𝐴𝐴𝐴𝑅𝑅 Area specific resistance (Ω m2) 

𝐶𝐶0 Standard concentration (1000 mol m-3) 

𝐶𝐶𝑖𝑖 Concentration of species 𝑖𝑖 (mol m-3) 

𝐶𝐶R,tot Total capture species concentration (mol m-3) 

𝐷𝐷𝑎𝑎 Damköhler number (-) 

𝐷𝐷𝑖𝑖 Diffusivity of species 𝑖𝑖 (m2 s-1) 

𝑓𝑓𝑖𝑖
∗ Molar flux of species 𝑖𝑖 exiting the bulk solution and entering the BL solution 

(mol m-2 s-1) 
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𝐸𝐸 Electrode potential (V vs an arbitrary reference electrode) 

𝐸𝐸0,𝑘𝑘 Standard reduction potential of reaction 𝑘𝑘 (V vs an arbitrary reference 
electrode) 

𝐹𝐹 Faraday constant (96,485 C mol-1) 

𝐻𝐻CO2 Henry’s law constant for CO2 (mol m-3 Pa-1) 

𝐻𝐻�CO2 Relative CO2 Solubility, i.e., solubility of CO2 at 101,325 Pa partial pressure 
relative to maximum binding capacity, which is 𝐶𝐶tot (-) 

𝑖𝑖0 Exchange current density (A m-2) 

𝑖𝑖g Geometric current density (A m-2) 

𝑖𝑖n Local, surface-normal current density (A m-2) 

𝑖𝑖n,1 Portion of local, surface-normal current density going towards electrochemical 
reaction 1, the R R−⁄  couple (A m-2) 

𝑖𝑖n,2 Portion of local, surface-normal current density going towards electrochemical 
reaction 2, the R− R2−⁄  couple (A m-2) 

𝑖𝑖n,3 Portion of local, surface-normal current density going towards electrochemical 
reaction 3, the R(CO2) R(CO2)−⁄  couple (A m-2) 

𝑖𝑖n,4 Portion of local, surface-normal current density going towards electrochemical 
reaction 4, the R(CO2)− R(CO2)2−⁄  couple (A m-2) 

𝑘𝑘0 Heterogeneous rate constant (m s-1) 

𝑘𝑘bind Forward rate constant for CO2 binding (m3 mol-1 s-1) 

𝑘𝑘rel Reverse rate constant for CO2 binding, i.e., CO2 release rate constant (s-1) 

𝑘𝑘comp Forward rate constant for comproportionation (m3 mol-1 s-1) 

𝑘𝑘disp Reverse rate constant for comproportionation, i.e., disproportionation (m3 mol-

1 s-1) 

𝐾𝐾CO2,1 Equilibrium constant for binding between dissolved CO2 and R (-) 

𝐾𝐾CO2,2 Equilibrium constant for binding between dissolved CO2 and R− (-) 

𝐾𝐾CO2,3 Equilibrium constant for binding between dissolved CO2 and R2− (-) 

𝐾𝐾CO2(g),1 Equilibrium constant for binding between gas-phase CO2 and R (-) 
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𝐾𝐾CO2(g),2 Equilibrium constant for binding between gas-phase CO2 and R− (-) 

𝐾𝐾CO2(g),3 Equilibrium constant for binding between gas-phase CO2 and R2− (-) 

𝐾𝐾comp,1 Equilibrium constant for comproportionation with R and R2− (-) 

𝐾𝐾comp,2 Equilibrium constant for comproportionation with R(CO2) and R(CO2)2−  (-) 

𝐾𝐾comp,3 Equilibrium constant for comproportionation with R and R(CO2)2− (-) 

𝐾𝐾comp,4 Equilibrium constant for comproportionation with R(CO2) and R2− (-) 

𝐿𝐿elec Electrode thickness (m) 

𝑛𝑛 Number of electrons transferred in a given electrochemical reaction (-) 

𝑃𝑃0 Ambient pressure (101,325 Pa) 

𝑃𝑃CO2 Partial pressure of CO2 (Pa) 

𝑟𝑟𝑗𝑗
h Rate of homogeneous reaction 𝑗𝑗 (mol m-3 s-1) 

𝑟𝑟b,1
h  Rate of the homogeneous binding reaction between R and CO2 (mol m-3 s-1) 

𝑟𝑟b,2
h  Rate of the homogeneous binding reaction between R− and CO2 (mol m-3 s-1) 

𝑟𝑟b,3
h  Rate of the homogeneous binding reaction between R2− and CO2 (mol m-3 s-1) 

𝑟𝑟c,1
h  Rate of the homogeneous comproportionation reaction between R and R2− 

(mol m-3 s-1) 

𝑟𝑟c,2
h  Rate of the homogeneous comproportionation reaction between R(CO2) and 

R(CO2)2− (mol m-3 s-1) 

𝑟𝑟c,3
h  Rate of the homogeneous comproportionation reaction between R and 

R(CO2)2− (mol m-3 s-1) 

𝑟𝑟c,4
h  Rate of the homogeneous comproportionation reaction between R(CO2) and 

R2− (mol m-3 s-1) 

𝑟𝑟D Diffusivity ratio of the capture species to CO2 (-) 

𝑟𝑟𝑘𝑘
e Rate of electrochemical reaction 𝑘𝑘 (mol m-2 s-1) 

𝑅𝑅u Ideal gas constant (8.314 J mol-1 K-1) 

𝑠𝑠𝑖𝑖,𝑗𝑗 Stoichiometric coefficient of species 𝑖𝑖 in homogeneous reaction 𝑗𝑗 (-) 

𝑠𝑠𝑖𝑖,𝑘𝑘 Stoichiometric coefficient of species 𝑖𝑖 in electrochemical reaction 𝑘𝑘 (-) 
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𝑇𝑇 Temperature (K) 

𝑢𝑢p Electrolyte velocity through electrode pores (m s-1) 

𝑉𝑉 Cell voltage (V) 

𝑉𝑉elec Electrode volume (m3) 

𝑊𝑊 Work (kJ (mol CO2)-1) 

𝑊𝑊min Minimum work (kJ (mol CO2)-1) 

𝑥𝑥a State of charge (-) 

∆𝑥𝑥a State of charge swing (-) 

𝑥𝑥CO2 Normalized quantity of total CO2 in solution (-) 

𝑦𝑦 Length dimension of the boundary layer (m) 

𝑧𝑧 Length dimension of the PBR electrode reactors (m) 

 

Greek Variables and Symbols 

αa Anodic charge transfer coefficient (-) 

αc Cathodic charge transfer coefficient (-) 

𝛾𝛾el Dimensionless parameter representing the ratio of the electrochemical reaction 
rate to the intrinsic electrochemical reaction rate (-) 

𝛾𝛾mt Dimensionless parameter representing the ratio of the electrochemical reaction 
rate to the mass transport rate in the boundary layer (-) 

δ Boundary layer thickness (m) 

𝜂𝜂 Overpotential (V) 

𝜆𝜆 Dimensionless parameter representing the ratio of the intrinsic electrochemical 
reaction rate to the mass transport rate in the boundary layer (-) 

𝜎𝜎 Dimensionless parameter representing the ratio of the ohmic resistance to the 
boundary layer mass transport resistance (-) 

𝜏𝜏 Residence time of the PBR electrode (s) 

𝜔𝜔 Dimensionless parameter representing the ratio of the reactor residence time to 
the boundary layer mass transport time scale (-) 
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Subscripts and Superscripts 

∞ Bulk electrode pore solution 

∗ Boundary layer solution 

act Activation 

an Anode 

cath Cathode 

conc Concentration 

eq Equilibrium 

feed Feed gas mixture 

in Inlet 

ohm Ohmic 

out Outlet 

ox Oxidized species in the electrochemical reaction 

red Reduced species in the electrochemical reaction 

s Electrolyte solution directly adjacent to the solid electrode surface 

 

Accents 

~ Denotes a dimensionless variable 
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