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Theoretical spectroscopy plays a crucial role in understanding the properties of materials and molecules. One
of the most promising methods for computing optical spectra of chromophores embedded in complex envi-
ronments from the first principles is the cumulant approach, where both (generally anharmonic) vibrational
degrees of freedom and environmental interactions are explicitly accounted for. In this work, we verify the
capabilities of the cumulant approach in describing the effect of complex environmental interactions on linear
absorption spectra by studying Crystal Violet (CV) in different solvents. The experimental absorption spec-
trum of CV strongly depends on the nature of the solvent, indicating strong coupling to the condensed-phase
environment. We demonstrate that these changes in absorption lineshape are driven by an increased splitting
between absorption bands of two low-lying excited states that is caused by a breaking of the D3 symmetry of
the molecule, and that in polar solvents this symmetry-breaking is mainly driven by electrostatic interactions
with the condensed phase environment, rather than distortion of the structure of the molecule, in contrast
with conclusions reached in a number of previous studies. Our results reveal the importance explicitly in-
cluding a counterion in the calculations in nonpolar solvent due to electrostatic interactions between CV
and the ion. In polar solvent, these interactions are strongly reduced due to solvent screening effects, thus
minimizing the symmetry breaking. Computed spectra in methanol are found to be in reasonable agreement
with experiment, demonstrating the strengths of the outlined approach in modeling strong environmental
interactions.

I. INTRODUCTION configuration and a pyramidal Cs configuration. The
calculated absorption bands of these isomers in ethanol
agreed well with the experiment.* Korppi-Tommola and
Yip hold a different point of view, suggesting that the de-

generacy of the Sy state is lifted due to solvation in polar

Crystal Violet (CV) is a triarylmethane dye with com-
pelling optical properties. The low-energy absorption
lineshape of CV contains two peaks, the splitting be-

tween which depends on the solvent and temperature.! solvents and interaction with a counterion in nonpolar

Korppi-Tommola and Yip observed that the overlap be-
tween absorption bands strongly depends on the solvent
polarity, so that in nonpolar solvents there are two dis-
tinct peaks, whereas in polar solvents the bands overlap
strongly.? The nature of the higher energy peak has been
debated for decades and remains uncertain.' 8

There are two main theories describing this phe-
nomenon: 1) the ground state of CV is inhomogeneous
and this causes the appearance of the second peak in
absorption lineshape; or 2) solute-solvent interactions in-
duce the D3 symmetry of CV to break and cause the
lifting of the degeneracy of the excited state. For in-
stance, Lewis et al. suggested the idea that in a solvent
there is a thermal equilibrium between two isomers of
CV! one of those is symmetrical helical type (D3 sym-
metry) and the other one is distorted helical type (Cs
symmetry). Even though the existence of the particu-
lar C; isomer was not supported by the experiment, the
D3 isomerization was confirmed by femtosecond pump-
probe measurement.* Maruyama et al. suggested that
the structural changes between the two ground states
cannot be large, so that CV is present as a planar Dgj
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ones, the last interaction being stronger, which leads to
greater separation between the absorption bands.? This
theory was supported by McHale et al. using polarized
resonance Raman scattering, fluorescence emission data,
and semiempirical molecular orbitals (MO) calculations,?
the latter were also used to indicate the energy barrier for
torsional isomerization, which was found to exceed kgT,
thus is was shown that rotation of the phenyl groups
is unlikely. However, Lovell et al. later stated, based
on the polarization and analysis of the previous stud-
ies, that the two theories are not mutually exclusive,’
and that the ground state of CV exists as an equilib-
rium of two isomers, one of which has a non-degenerate
S state. Additionally, it was shown that the absorption
lineshape depends on the solvatochromic parameters of
the solvent, again arguing against the inhomogeneity of
the ground state.® The most recent studies either do not
support both theories,” or suggest that the center of the
absorption band of CV corresponds to the excitation of
the symmetric molecule, and the edges correspond to the
S; and So transitions of the symmetry-broken molecules
according to QM calculations and time-resolved polar-
ized spectroscopy data.® Thus, the dominant factor in
the appearance of a shoulder in absorption spectrum of
CV remains unclear, and can be ascribed to either the
existence of two isomers of the ground state, torsional
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disorder of the molecule, environmental interactions, or
a combination of these factors.

The ongoing debate with regards to the origin of peak
splittings in the lineshape of the molecule, as well as the
strong dependence of the splitting on solvent interactions,
make CV an ideal target for a detailed study using the-
oretical /computational spectroscopy predictions. First-
principles computational predictions of optical properties
of solvated dyes can serve as an excellent tool to pro-
vide insight and interpretation of experimental data.% !
However, to obtain truly predictive simulated spectra in
real condensed phase systems, it is often necessary to ex-
plicitly describe the interaction of the chromophore with
its complex environment, which may demand large-scale
electronic structure calculations.'? '® Very accurate cal-
culations of a complicated system are resource-intensive,
thus a good trade-off between the accuracy and compu-
tational cost is essential.!¢:19-22

To accurately model absorption lineshapes of
molecules embedded in complex environments, vibronic
couplings, direct solute-solvent interactions, temperature
effects and environmental polarization effects all have
to be accounted for.'"2327 In recent years, signifi-
cant efforts have been dedicated to developing robust
and computationally affordable approaches to capture
these effects from first principles.?%2830 The most
widely-used method, the Franck-Condon (FC)2431°33
approach, captures vibronic effects by approximating
the ground and excited state potential energy surfaces
(PESs) of the chromophore as harmonic around their
respective minima. In addition to the approximations
inherent in this method, the FC method often neglects
direct solvent interactions, since the calculations of
ground- and excited state vibrational frequencies require
optimized molecular geometries that are only straight-
forwardly accessible when representing the solvent
environment through polarizable continuum models.?4:35
The ensemble method,'33641 although capable of
capturing anharmonicity and solvent effects due to a
molecular dynamics (MD) sampling of solute-solvent
configurations, treats nuclear degrees of freedom purely
classically and thus cannot describe vibronic effects. A
number of hybrid approaches combining features of both
methods*? 4% have been introduced recently, but they
often require an arbitrary timescale separation between
slow solvent and fast chromophore motions that might
not be applicable in systems like CV that undergo
collective chromophore-environment motion.

The shortcomings of both the ensemble and the
Franck-Condon method in describing vibronic effects and
condensed phase interactions can be overcome by the cu-
mulant approach.?846-50 The method constructs the lin-
ear absorption spectrum directly from equilibrium time-
correlation functions of fluctuations of the electronic
excitation energy, which can be conveniently sampled
along ground-state molecular dynamics (MD) simula-
tions of the system in its complex environment. While
the method is computationally expensive, requiring the

computation of tens of thousands of vertical excitation
energies, it treats chromophore and environment fluctu-
ations on the same footing, while the direct MD sam-
pling approximately accounts for anharmonic effects.?”43
Additionally, the computational cost of the approach
can potentially be significantly reduced using machine-
learning techniques,®*®? making it a reliable and com-
putationally competitive framework for modeling opti-
cal spectra in systems that strongly interact with their
environments. 280,53

In the present work, we investigate the effect of
symmetry-breaking due to chromophore motion, solvent
interactions and counterions on the lineshape of CV from
first principles. We consider two solvents: toluene, a
weakly interacting solvent; and methanol, a polar protic
solvent expected to interact much stronger with the chro-
mophore. The strong dependence of the experimentally
observed spectral lineshape on solvent polarity indicates
a significant coupling of CV to its condensed-phase envi-
ronment, making it an ideal system to verify the accuracy
of the cumulant method in this limit.

Il. METHODS
A. Theoretical Background

For a two-level system consisting of an electronic
ground- and excited state, the absorption lineshape o(w)

can be expressed as*6:50

o) = ale) [ dre (o 1)

where a(w) is a frequency-dependent prefactor?* and y(t)
is the linear response function of the transition dipole
moment given by:

X(8) = Tr [pgfrge(t) - freg(0)] - (2)

Here, the subscripts g and e denote the electronic ground-
and excited state respectively, p, is the ground state den-
sity matrix of nuclear degrees of freedom, and the trace
is carried out over all nuclear degrees of freedom.*6

In practice, Eqn. 2 is impossible to evaluate for realistic
condensed-phase systems, and suitable approximations
have to be found. In the cumulant scheme,*® the linear
response function is defined as an infinite expansion with
respect to cumulants of the energy gap fluctuation oper-
ator. Under the Condon approximation,®® the electronic
transition dipole moment is independent of nuclear de-
grees of freedom, and we can write:

¢
x(t) ~ |uge|2 e Wegl Ty {pg exp, [—1/ dr 5U(¢j,7’)”
0

= |pge|? e “estexp [~ Goo (t)] (3)

where

Gm(t) = Zgn(t) (4)
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is the mth order approximation to the exact lineshape
function G (t) and g, (t) is the nth order cumulant con-
tribution. The cumulants are explicit functionals of in-
creasingly higher order quantum correlation functions of
the energy gap fluctuation operator 6U(§,t) defined as

oU(g,t) = U(4,t) — wiy

eg
=H,— Hy — w2, (5)

wey = Trlpg U(Q)]. (6)

Here, wfj is the thermal average of the energy gap op-

erator and fIg and I;fe denote the nuclear Hamiltonians
in the electronic ground- and excited state respectively.
While Eqn. 3 is exact for a two-level system within the
Condon approximation, no closed form expressions for
Goo(t) exist except in model systems with simplified po-
tential energy surfaces.’® Thus in practice, to get a suit-
able closed-form expression for realistic systems, the in-
finite order cumulant expansion is truncated at finite or-
der. We denote the approximate response function due
to an mth order cumulant expansion, which in turn can
be represented by the mth order approximation of the
line shape function, as

Xon () = | preg|* 7 st~ Gm), (7)

Most commonly, the cumulant expansion is truncated at
second order, such that Ga(t) = g2(t), which yields the
exact lineshape within the Condon approximation for a
two-level system where the energy gap fluctuations follow
Gaussian statistics. For non-Gaussian energy gap fluctu-
ations, which can be induced by anharmonic PESs and
mismatches in ground and excited state PES curvatures,
higher order cumulants can become important.5:55:56
While it is possible to compute these higher order correc-
tion terms to the lineshape function in both model po-
tentials and realistic systems,?®%® for the purpose of this
work we limit ourselves to the second order cumulant ap-
proximation only. The second order cumulant go(t) has
the closed-form expression

galt) = - /OOO do? ) [coth (%’) [1 — cos(wt)] +

™ w

(®)

i[sin(wt) — wt]} ,
with
J(w) =i0(w) /dt et Im [Csyr.(1)], (9)

Here, J(w) is the spectral density of system-bath cou-
pling, f(w) is the Heaviside function and Csy is the en-
ergy gap fluctuation quantum autocorrelation function
given by:

Csu = Tr[py 6U (4,1) 6U (4, 0)] - (10)

In the condensed phase systems that form the focus
of this work, an additional approximation has to be in-
troduced, as the exact quantum autocorrelation function

is generally inaccessible. A common strategy is based on
using the purely classical autocorrelation function, which
is generally much easier to calculate, to approximately
reconstruct its quantum counterpart using quantum cor-
rection factors.?” %1 While the choice of correction factor
is not unique, in this work we make use of the harmonic
quantum correction factor throughout. The spectral den-
sity can then be written in terms of the classical auto-
correlation function as:

J(w) = G(w)% /dt O (t). (11)

This quantum correction factor has been extensively uti-
lized for computing linear spectra of chromophores in
complex environments and has demonstrated good per-
formance in a variety of systems.?83%:62 Using Eqn. 11 the
spectral density J(w) can be constructed directly from
classical excitation energy fluctuations sampled along a
ground-state MD trajectory.

The cumulant approach outlined here relies on two
major approximations: That the system of interest can
be described as a two-level system or a combination of
two-level systems that are non-interacting, and that the
Condon approximation is valid. The CV molecule ex-
hibits two bright low-energy transitions that contribute
to the visible spectrum, from HOMO to LUMO (S;) and
from HOMO-1 to LUMO (S3) (see Sec. IITA). These
two excitations are relatively close in energy, meaning
that nonadiabatic interactions®®%® between the two ex-
cited states that go beyond a two-level treatment of the
system cannot necessarily be ignored. However, for CV,
we find that the two excited states stay sufficiently well
separated along the MD trajectory, with transition dipole
moments associated with S; and as So remaining largely
orthogonal, thus indicating only weak nonadiabatic cou-
pling between the two excited states. It is therefore as-
sumed that the optical spectrum of CV can be computed
by summing the contributions of independent S; and So
spectra calculated using the cumulant approach.

Additionally, the Condon approximation neglects the
effects of nuclear motion on the electronic transition
dipole moment between the electronic ground- and ex-
cited state. Non-Condon contributions® to the opti-
cal spectra, such as Herzberg-Teller effects,?324 are of-
ten considered to be negligible for bright transitions with
a large average transition dipole moment. For CV, the
mean S; transition dipole moment along the QM/MM
trajectories 3.66 D (with a standard deviation of 0.18 D)
in toluene and 3.63 D (with a standard deviation of
0.18 D) in methanol. Similarly, the mean Sy transition
dipole moment is 3.00 D (with a standard deviation of
0.24 D) in toluene and 3.16 D (with a standard deviation
of 0.29 D) in methanol. The relatively small standard
deviation and large mean value of both transition dipole
moments indicate that the Condon approximation likely
provides an accurate description of the lineshape of CV.
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FIG. 1. The optimized geometry of CV displaying D3 sym-
metry, and the CV molecule solvated in a 32 A sphere of
toluene. The counterion is depicted as green.

B. Computational Details
1. Static calculations

To assess the importance of symmetry breaking in
understanding the optical properties CV, Kohn-Sham
molecular orbitals, excited state energies and transi-
tion densities were computed for selected static config-
urations of the molecule. Optimized geometries and
molecular orbitals were computed for the chromophore
in vacuum using Gaussian,%® excited state energies and
transition densities were computed using TeraChem.%6-67
The wb97x% functional with the 6-314+G*% basis set
were used throughout for results presented in the main
text, and detailed analysis of the dependence of low-
lying excitation energies on DFT functional choice can
be found in SI Sec. 5. Since CV is a cationic organic
dye, calculations were performed both on the isolated
chromophore and on the chromophore in the presence
of a chloride counterion. In each case, the ground state
geometry was optimized using density-functional theory
(DFT) and the excited state energies were computed us-
ing full time-dependent DFT (TDDFT) in the linear-
response formalism.”® Transition densities for S; and S
were computed using TDDFT within the Tamm-Dancoff
approximation.”72

2. Molecular Dynamics

To study the effects of solvent interactions and chro-
mophore vibrations on the absorption spectrum of
CV, mixed quantum mechanical/molecular mechani-
cal (QM/MM) dynamics™ were carried out using the
TeraChem®:67 (QM) and AMBER™ (MM) software
interface.” Two different condensed phase environments
were considered: The nonpolar solvent toluene and the
polar protic solvent methanol. This choice was moti-
vated by the significant differences in the experimentally

reported lineshapes of CV in these solvents (see Ref. 2
and Fig. 3). Force-field parameters for CV and toluene
were generated using the generalized AMBER force field
(GAFF)™ and antechamber.”” For methanol, a standard
non-polarizable AMBER FF was used. An MD timestep
of 0.5 fs was used throughout, both for initial FF equili-
brations and QM/MM dynamics.

For CV in methanol, the chromophore was solvated in
a pre-equilibrated solvent sphere of 32 A, containing 1887
methanol molecules. The system was heated to 300 K us-
ing a Langevin thermostat with a collision frequency of
1 ps~!, followed by a 100 ps equilibration under open
boundary conditions. A 26 ps QM/MM trajectory was
then generated, with the temperature held at 300 K us-
ing the Langevin thermostat. CV was treated at the QM
level using the wh97x% functional with the 6-31+G* ba-
sis set.59 The first 2 ps of the trajectory were discarded
to allow for additional equilibration after switching the
chromophore from the MM to the QM Hamiltonian. This
procedure was repeated three times to obtain three inde-
pendent trajectories. The 100 ps equilibration was car-
ried out each time with different random number seeds,
such that the QM/MM dynamics was started with dif-
ferent initial configurations of the system.

Since CV is a cationic organic dye, the influence of
a chloride counterion on the system dynamics and com-
puted spectra was also considered. For this purpose, CV
together with a Cl~ ion was solvated in a sphere, con-
taining 1887 methanol molecules, with the counterion
initialized as a contact ion pair with CV. A static FF
for CV likely does not yield a correct description of the
electrostatic interactions with the C1~ ion, as DFT cal-
culations in vacuum reveal a significant redistribution of
electronic charge on the N atoms to stabilize a contact
ion pairing (see SI Sec. 7). Thus, the MM equilibration
step was skipped and a pure 77 ps QM/MM simulation
was performed for CV with the ion in methanol, with
only the CV molecule treated at the QM level. The first
41 ps were discarded to allow for an equilibration of the
chromophore-ion configuration (see SI Sec. 4), generating
36 ps of usable trajectory. Since interactions between CV
and the Cl~ were expected to be weak due to the polar
nature of methanol solvent environment, only a single
trajectory was generated explicitly including the counte-
rion.

A cubic toluene box with 700 toluene molecules and a
side length of 40 A was generated using packmol.”® The
energy of the box was minimized, it was heated from
0 to 300 K using Langevin dynamics for 300 ps, and
then equilibrated at constant temperature and pressure
(NPT ensemble) for 400 ps. Since toluene is nonpolar,
interactions between CV and the Cl~ counterion were ex-
pected to be stronger than in methanol. For this reason,
CV and Cl1™ in a contact ion pair configuration were sol-
vated in a 32 A sphere, containing 588 toluene molecules
(see Fig. 1), with the toluene positions taken from the
equilibrated box configuration. A 48.5 ps QM/MM tra-
jectory was generated, using the same settings as for CV
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in methanol. The first 12.5 ps were discarded for equili-
bration of the ion position, yielding 36 ps of usable dy-
namics (see SI Sec. 4). To probe the effect of the Cl~
on the computed dynamics, a single 24 ps trajectory for
CV in toluene without a counterion was also produced,
following the same computational protocol as outlined
for CV in methanol. First, the chromophore was sol-
vated in a toluene sphere of 32 A, which was pre-heated
to 300 K using Langevin thermostat for 300 ps and pre-
equilibrated for 400 ps NPT ensemble. Then the system
was equilibrated in the MM regime under open bound-
ary conditions, followed by 26 ps of QM/MM dynamics,
where the first 2 ps of the trajectory was discarded to
allow for equilibration after switching to the QM/MM
Hamiltonian.

To understand the effect of the condensed phase envi-
ronment on the computed spectra, we also generated pure
ab-initio MD (AIMD) trajectories of CV with and with-
out the C1~ counterion in vacuum using TeraChem. Both
trajectories were carried out at 300 K using a Langevin
thermostat and were 10 ps in length, with the first 2 ps
being discarded for equilibration. For CV with the CI~
counterion, the initial structure was taken from the opti-
mized geometry in vacuum, and both Cl~ and CV were
treated fully quantum mechanically during the dynamics.

3. \Vertical Excitation Energies

Vertical excitation energies were calculated along the
generated QM/MM MD and AIMD trajectories using
full linear-response TDDFT as implemented in the Ter-
aChem code.%%57 The trajectories were sampled every
2 fs, yielding 12,000 snapshots per trajectory for each of
the 24 ps MD trajectories generated for CV in methanol
and toluene respectively, 18,000 snapshots per MD tra-
jectory generated for CV in the presence of a counte-
rion in the two solvents, and 4,000 snapshots per each
MD trajectory of CV and CV with the Cl™ in vacuum.
In all solvated calculations, only CV was treated at the
QM level and the solvent environment and the counterion
were included in the calculation as classical fixed point
charges taken directly from the AMBER force fields. For
the vacuum trajectory including the chloride ion, CV was
treated at the QM level and the counterion was included
as a classical point charge when computing vertical exci-
tation energies.

All calculations were performed using the wbh97x den-
sity functional and the 6-31+G™* basis set to be fully con-
sistent with the QM/MM dynamics. This was done to
avoid well-known issues in the computation of spectral
densities that arise from a mismatch between the Hamil-
tonian used to propagate the system and the Hamiltonian
used to compute vertical excitations.” The effect of DFT
functional choice in both QM/MM dynamics and verti-
cal excitation energies on resulting optical spectra was
analyzed in detail, with results reported in SI Sec. 5.

5

HSplitLing\Exp. splitting‘AEgl gz‘ Es, ‘ Es, ‘
GS opt CV - - 0.002  [2.998 [0.890]]3.000 [0.885
GS opt CV with CI - - 0.521 [2.863 [1.014]|3.384 [0.730
CV in vacuum (8 ps MD) 0.070 - 0.096 |2.897 [0.894]|2.993 [0.779]
CV with Cl in vacuum (8 ps MD) 0.559 - 0.559 [2.820 [0.883]]3.379 [0.725
CV in methanol (24 ps MD) 0.135 0.126 0.177 ]2.870 [0.907]|3.047 [0.786]
CV with CI in methanol (36 ps MD)|| 0.141 0.126 0.189 |2.854 [0.912]]3.043 [0.771
CV in toluene (24 ps MD) 0.119 0.256 0.145 ]2.858 [0.930]|3.003 [0.780]
CV with Cl in toluene (36 ps MD) 0.475 0.256 0.512 |2.797 [0.920]|3.309 [0.734

TABLE 1. Computed excitation energies (eV) and oscilla-
tor strengths (unitless, in brackets) for CV in different en-
vironments. Splitting denotes the energy difference (eV) be-
tween the two maxima in the computed absorption spectrum,
whereas AFEg, /s, denotes the difference between the TDDFT
excitation energies Eg, and Eg,. For all MD-based calcu-
lations, Eg, and Eg, are computed from the average exci-
tation energies along the MD trajectory. The experimental
splitting™? is computed directly from data presented in the
references.

4. Calculation of spectra

All spectra presented in this work were calculated us-
ing the cumulant approach as implemented in our open-
source spectroscopy Python package.8? The vertical ex-
citation energies computed along the MD trajectories
were used to construct classical autocorrelation func-
tions, that, following Eqns. 11 and 8, yield the linear
response function and thus the absorption spectrum for
a given electronic transition. Nonadiabatic effects®® were
assumed to be negligible (see Sec. IT A), such that the full
absorption spectrum was computed as the sum of the S;
and the Sy spectrum respectively.

All spectra reported in this work were normalized to
have an equal maximum intensity with the experimental
spectra. Furthermore, spectra were shifted such that the
position of the maximum intensity peak in the computed
spectrum agrees with the experimental lineshape.

IIl. RESULTS AND DISCUSSION

A. Crystal Violet: symmetry and molecular orbital
degeneracy

The ground state optimized structure of CV possesses
D3 symmetry, as shown in Fig. 1. This symmetry causes
a degeneracy in the two lowest lying excitations, both
of which are dipole-allowed. Static (TD)DFT calcula-
tions of the optimized chromophore in vacuum reveal
that this degeneracy is caused by the degeneracy of two
specific canonical molecular orbitals (MOs), the HOMO
and the HOMO-1 orbitals, with S; being dominated by a
HOMO to LUMO (S;) and S; a HOMO-1 to LUMO (S2)
transition (see Fig. 2). When the HOMO and HOMO-
1 orbitals are degenerate, the S; and S, excitations are
found to be equal in energy, respectively, with an os-
cillator strength of 0.89. Thus without the presence of
symmetry-breaking chromophore motion or environmen-
tal interactions lifting the degeneracy of the low-lying
excited states, one would expect the optical absorption
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FIG. 2. The relationship between the symmetry and degen-
eracy of MOs in CV. (a) optimized geometry of CV and cor-
responding MO energy diagram. CV has D3z symmetry, and
the HOMO and HOMO-1 MOs are degenerate; (b) Configu-
ration taken from an MD trajectory of CV in methanol; (c)
optimized geometry of CV in vacuum in the presence of a
chloride ion. In structures (b) and (c), CV no longer has D3
symmetry, as a result of which the MOs are no longer degen-
erate. All MOs were shifted for the structures (b) and (c)
(by 0.74 eV and -2.67 eV respectively) in order to align all
HOMO energies. The LUMO was shifted by -3 eV for better
visualization for all structures. (d), (e), and (f) represent the
S1 and S, transition densities for the structures in (a), (b),
and (c) respectively. The corresponding excitation energies
and oscillator strengths are displayed beneath the structures.
An isosurface value of 2.5 x 107" e~ /A® was used for all struc-

tures.

spectrum to be dominated by a single spectral feature.

In contrast, the experimental absorption spectrum for
CV (see Ref. 2 and Fig. 3) consists of two separate peaks,
and the splitting between them is found to be highly
dependent on the nature of the solvent. For instance,
the splitting in water, methanol, acetone, chloroform,
benzene, and toluene is 0.145 eV, 0.126 eV, 0.113 eV,
0.102 eV, 0.255 eV, and 0.253 eV, respectively.? The re-
sults indicate that CV undergoes solvent-dependent sym-

Vd = Methanol (exp)
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I\
! \ Methanol
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2 I \ ATehene ~ 0,25 eV
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FIG. 3. Top part: The experimental spectra of CV taken
from Ref. 2. The solid black line is the experimental spec-
trum of CV in methanol, the dashed black line in toluene.
Bottom part: Calculated spectra for CV within the cumulant
approach. The solid red line corresponds to the calculated
spectrum of CV in methanol based on a 24 ps of QM/MM
trajectory, blue is the spectrum in toluene based on a 24 ps
QM/MM trajectory, and green is the spectrum in vacuum
based on an 8 ps of trajectory. All calculations are performed
without the presence of a counterion. The methanol, toluene,
and vacuum spectra are shifted by -0.724 eV, -0.778 eV, and
-0.700 eV, respectively, to ease comparison with the experi-
mental spectra.

metry breaking, which can be caused by a number of dif-
ferent factors, such as the torsional rotation of the three
aryl rings and specific interactions with the condensed
phase environment. To capture the explicit coupling be-
tween the low-frequency torsion of the rings and the sol-
vent environment, and assess their effect on the electronic
structure of CV, it is necessary to go beyond a static
description of the molecule based on a single optimized
geometry.

Ground state MD simulations reveal that a breaking
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of the D3 symmetry due to torsion of the aryl rings oc-
curs both in vacuum and in solvent environments. If the
dihedral angles defining the orientation of the rings (see
Table S1) are not equal, the symmetry of the molecule is
broken. Asshown in Fig. 2, the degeneracy of the HOMO
and HOMO-1 orbitals is preserved in the optimized ge-
ometry with equal dihedral angles (a), but is lifted in the
geometry taken from an MD snapshot in methanol (b),
with a corresponding lifting of the degeneracy of the Sy
and Sy excitation energies. Furthermore, it is found that
the amount of torsional motion of the aryl rings varies
in different environments. The MD trajectory in vacuum
shows almost identical average values of the three dihe-
dral angles to those in the optimized vacuum structure,
but with a large standard deviation indicating relatively
unrestricted torsional motion of the rings (see Table S1).
This dihedral motion causes a 0.08 eV energy splitting in
the broad S; and So absorption bands computed along
the vacuum trajectory using the cumulant approach (see
ST Sec. 1). The large amount of spectral broadening ob-
served in vacuum is a result of the unconstrained rotation
of the aryl rings, resulting in the combined spectrum due
to both S; and Sy excitations only exhibiting a very mi-
nor peak splitting of 0.07 eV (see Fig. 3).

The average values of the aryl ring dihedral angles
in solution, computed along the MD trajectories in
methanol and toluene, show a larger deviation from the
values of the optimized ground state geometry when com-
pared with the vacuum trajectory, indicating that some
amount of torsion and thus a broken symmetry of the
molecule is permanently stabilized by the solvent envi-
ronment. Specifically, the recorded mean dihedral an-
gles for two aryl rings in toluene are found to differ by
almost 6°, indicating a sustained symmetry-breaking of
the chromophore structure along the MD trajectory (see
Table S1). This observation may be related to the bulk-
iness of the toluene molecule and w-stacking interactions
with the aryl rings, which prevents free rotation observed
in vacuum. Additionally, the standard deviations of the
dihedral angles are found to be higher in vacuum than in
toluene, further suggesting that the rotation of the aryl
rings in toluene is significantly constrained by the con-
densed phase environment. In contrast, the inclusion of
a Cl~ counterion in the MD dynamics for both methanol
and toluene condensed phase environments was found to
have only a negligible effect on the computed mean and
standard deviation of the dihedral angles of the aryl rings
(see SI Sec. 1), as compared with trajectories generated
by ignoring the presence of the counterion. However,
from Fig. 2 (c) it is clear that a close association of CV
with C17, as is observed in the optimized structure in vac-
uum, leads to a strong breaking of the molecular orbital
degeneracy, with a corresponding S;-So splitting that is
significantly larger than for an MD snapshot taken from
the trajectory in methanol (Fig. 2 (b)).

The symmetry breaking of CV and the resulting split-
ting of the S; and S absorption band found in experi-
ment thus arises from a combination of two main factors:

the rotation of the aryl rings and the interaction with
the condensed-phase environment (such as solvent and
the C1~ counterion). To probe the effect of the solvent
environment on the spectral lineshape, we compute cu-
mulant spectra for MD trajectories for CV in methanol
and toluene in the absence of a counterion. The re-
sults are displayed in Fig. 3, in comparison with the ex-
perimental CV spectra in toluene and methanol taken
from Ref. 1 and 2, respectively. The calculated spec-
trum in methanol is found to be good agreement with
the experimental spectrum in terms of the lineshape and
peak positions, showing an S;1-So splitting that is larger
than in vacuum (see Table I). The origins of this good
agreement will be discussed in detail in Sec. ITI B. How-
ever, the same method, when applied to calculate the
absorption spectrum in toluene, yields a poor agreement
with experiment, as the splitting between the peaks is
is severely underestimated compared to what is observed
experimentally. Indeed, the observed S;1-So splitting is
only slightly larger than that observed for CV in vac-
uum and smaller than in methanol, in contrast to the
experimentally observed trend of increased splitting in
nonpolar solvent. This apparent failure of the MD-based
cumulant approach to qualitatively describe the absorp-
tion lineshape of CV in toluene will be investigated in
section IIIC.

B. The absorption spectrum of CV in methanol

Methanol, being a polar solvent, can interact with CV
via electrostatic interactions. Due to the solvent polarity,
it is assumed that CV and its counterion exist in a fully
solvated form in methanol,?° and that solvent molecules
prevent the direct interaction of CV and its counterion
due to screening effects.®! To investigate the influence of
the C1~ on the lineshape, a 36 ps QM/MM trajectory
of CV together with a chloride ion in methanol was col-
lected, on the basis of which an absorption spectrum was
computed using the cumulant approach calculated (see
Fig. 4 for the resulting spectrum). Analyzing the coun-
terion position with respect to CV during the simulation
(see Fig. S5 (¢), (d) and Fig. S14), we find that, after an
initial equilibration time, the ion is mostly screened by
the solvent environment, minimizing electrostatic inter-
actions with CV.

We also examine radial distribution functions (RDFs)
between the three nitrogen atoms of CV and the and
oxygen atoms of the surrounding methanol molecules, as
well as the counterion along the QM/MM trajectory in
methanol (see Fig. S7). Along the 24 ps trajectory of CV
with the counterion in methanol, the oxygen atoms are
located closer to the nitrogen atoms of the CV molecule
compared to the N-Cl~ distance (see Fig. S7 (b) and (¢)),
which indicates a mostly screened interaction between
CV with the counterion. There is also a noticeable imbal-
ance between the number of O atoms of nearest neighbor
methanol molecules with respect to different N atoms
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FIG. 4. Computed absorption spectra of CV in Methanol. Left: The purple line corresponds to the average spectrum of
CV without a counterion calculated based on three individual 24 ps (12,000 snapshots) QM/MM trajectories. The red line
corresponds to the cumulant spectrum of CV in the presence of a Cl™ counterion based on a single 36 ps (18,000 snapshots)
QM/MM trajectory. The lines are shifted to match the experimental data by -0.724 ¢V and -0.708 eV, respectively. Right:
The black line shows the cumulant spectrum based on an 8 ps QM/MM trajectory where the solvent and counterion are
included as classical point charges in the TDDFT calculation. The blue line is same solvated trajectory but with the solvent
and the counterion stripped away when computing vertical excitation energies with TDDFT. The lines are shifted to match
the experimental data by -0.717 eV and -0.746 eV, respectively. The experimental spectrum? is shown in gray.

of CV. One of the nitrogen atoms is found to have on
average more neighboring oxygen atoms along the entire
MD trajectory, meaning that the electrostatic interaction
stabilizes more of a positive charge located around that
particular N atom. An analogous solvation of the CV
molecule occurs for the trajectory without the counte-
rion (Fig. S7 (a)), with a symmetry-broken local solvent
environment being stabilized over the entire trajectory
length of 24 ps. The RDFs reveal a relatively long-lived
symmetry-broken configuration for CV in methanol, that
is caused by an imbalance in local solvent environment
around the three aryl rings.

Comparing the spectral lineshape based on trajecto-
ries with and without the Cl~ explicitly included in the
dynamics, we observe only minor differences (see Fig. 4).
Both spectra are in reasonable agreement with the ex-
perimental lineshape. Since both approaches, with and
without the explicit inclusion of a C1~ in the dynamics,
produce almost identical lineshapes, all further analysis
of the optical spectrum of CV in methanol is based on
the system in the absence of a counterion.

To obtain a converged calculated spectrum of CV in
methanol, three independent 24 ps MD simulations were
performed without the presence of a counterion. The
computed absorption spectra based on these individual
trajectories produce very similar lineshapes (Fig. S13),

indicating that slow collective solute-solvent motions are
sufficiently sampled even by a small number of trajec-
tories. The average spectrum obtained from these three
trajectories correlates well with the experimental data
(Fig. 4), with the exception of a slight underestimation
of the second peak intensity and the overall width of the
spectrum. Analysis performed in SI Sec. 5 suggests that
the discrepancy in peak heights can be partially ascribed
to DFT functional choice, whereas the overall lack in
broadening is likely due to neglecting dynamic polariza-
tion effects in the spectral density due to representing
the solvent environment as fixed classical point charges,
as shown by some of our previous work.2” The results
show that the explicit inclusion of the chloride ion in
the calculation is not critical for modeling the absorp-
tion lineshape of CV in methanol. The splitting between
the S; and S, peaks in the calculated absorption spec-
trum with and without the counterion is 0.137 eV and
0.141 eV, respectively, compared to the the experimental
value of 0.126 eV. The shape of the spectral line indi-
cates that the degeneracy of the HOMO and HOMO-1
orbitals is broken by explicit interactions between CV
and its polar solvent environment.

To analyze the origin of the obtained S;-S, splitting
of CV in methanol, we aim to decompose it into two
distinct contributions: 1) from torsional rotation of the

https://doi.org/10.26434/chemrxiv-2024-lv9db-v2 ORCID: https://orcid.org/0009-0006-2283-717X Content not peer-reviewed by ChemRxiv. License: CC BY 4.0


https://doi.org/10.26434/chemrxiv-2024-lv9db-v2
https://orcid.org/0009-0006-2283-717X
https://creativecommons.org/licenses/by/4.0/

aryl rings stabilized by the solvent environment; and 2)
from non-covalent interactions between CV and its sol-
vent environment. To quantify the amount of splitting
that can be directly ascribed to solute-solvent interac-
tions, we compute cumulant spectra along an 8 ps part
of a single trajectory of CV in methanol in the presence
of a counterion, but where the electrostatic environment
is stripped away when computing vertical excitation en-
ergies with TDDFT. The results can be found in the right
panel of Fig. 4. The stripped solvent calculations show
only a very minor splitting between S; and S, peaks of
about 80 meV. This energy splitting for CV with its sol-
vent environment stripped away is even smaller than the
splitting observed for the trajectory performed in vacuum
(see Fig. 3 and Table I), indicating that the solvent envi-
ronment restricts the motion of CV and thus diminishes
the dihedral contribution to the symmetry breaking. Ad-
ditionally, we notice a significant dampening in the peak
intensities for the high-frequency modes of the spectral
density when the solvent is stripped from the TDDFT
calculations (Fig. S11 (a), (b)), due to a strong coupling
between localized chromophore modes coupling to the en-
ergy gap fluctuations and collective electrostatic effects
due to the polar solvent environment.

The results presented in Fig. 4 demonstrate that the
S1-So peak splitting of the absorption spectrum of CV in
methanol is largely driven by symmetry breaking induced
through electrostatic interactions with the polar solvent
environment around the molecule, rather than symmetry
breaking due to solvent-induced slow chromophore mo-
tion driven by the twisting of the aryl rings, in contrast
with the results presented in a recent study.®

C. The absorption spectrum of CV in toluene

In toluene, CV interacts with solvent molecules
through non-covalent interaction such as m-stacking. The
torsion angle of the aryl rings of CV in toluene has a
smaller standard deviation compared to vacuum (Ta-
ble S1), suggesting that bulky solvent molecules hinders
rotation. When constructing the cumulant spectrum, we
find that the predicted spectral lineshape for CV in pure
toluene solvent has an incorrect splitting between the
peaks with a value of 0.119 eV compared to the exper-
imental value 0.256 eV considering only the above con-
tributions (see Fig. 3 and Table I). Being a nonpolar
solvent, toluene cannot screen the interactions between
the cationic CV and its Cl~ counterion, in contrast to
the polar solvent methanol. This interaction, especially
a close association between CV and the ion through the
formation of a contact ion pair, can break the D3 sym-
metry of CV. According to the ground state optimized
structure of CV in the presence of a counterion in vac-
uum, the distance between the closest nitrogen atom to
the ion and the chloride ion is 4.4 A and this configura-
tion yields a substantial energy difference between S; and
So transition of 0.52 eV (see Fig. 2). To investigate the

influence of thermal fluctuations on the position of the
counterion, we perform a 8 ps AIMD trajectory of CV
with the Cl~ ion in vacuum. We find that the average
distance between the closest nitrogen and the counterion
is 4 A along the trajectory, even less than for the opti-
mized geometry in vacuum. The dynamic calculations
again reveal a strong direct electrostatic interaction be-
tween CV and the chloride ion, leading to a large S; and
S splitting in the computed absorption lineshape in the
cumulant approach, with the value of 0.57 eV (Fig. S1).

To investigate the influence of the counterion on CV in
a nonpolar solvent, three individual MD simulations are
performed for the chromophore in toluene. All three tra-
jectories are initialized in the identical contact ion pair
configuration, but have different solvent configurations.
We find that all three trajectories reach the same steady-
state counterion configuration after different equilibra-
tion times (see Fig. S15), meaning that solvent-induced
disorder has only a limited influence on CV-ion config-
urations. Since all trajectories reach the same steady
state, we focus on only a single trajectory with the fastest
equilibration time for the chloride ion to compute optical
spectra in the cumulant approach.

Once the trajectory is equilibrated, the ion is located
between two nitrogen atoms in a stable configuration that
lasts for the full 36 ps of computed QM/MM trajectory
(Fig. S8), with an average distance to the two nearest
nitrogens of 5.2 A and 5.3 A respectively. The close
association with the N atoms throughout the entire tra-
jectory suggests that the chloride ion forms a stable con-
tact ion pair with CV. Interestingly, while the optimized
geometry for CV in vacuum has the counterion mainly
associated with a single N, in toluene the ion is found to
have a higher tendency to be equidistant to both N (see
Fig. S10). The equidistant positioning of the ion leads
to less symmetry breaking of the CV electronic structure
compared to the optimized vacuum position, leading to
an overall smaller energy splitting between the S; and S,
excitations compared to the vacuum configuration. An
example of an equidistant is shown in Fig. S5 (a). The
greater the difference in distance to the two nearest ni-
trogens, the greater the symmetry breaking of the CV
molecule, resulting in a larger S;-So energy difference (see
Fig. S5 (b), as well as Fig. S8). Along the 36 ps trajec-
tory of CV in toluene, the average difference in distance
to the two N atoms is 0.75 A and the average S;-Ss en-
ergy difference is 0.51 eV, resulting in a wide splitting of
0.475 eV between the peaks in the simulated absorption
spectrum (Fig. 5), that is nevertheless smaller than the
splitting for CV in the presence of a counterion in vacuum
(see Table T and Fig. S1). To further analyze the origin
of the large S1-Ss splitting in nonpolar solvents, we per-
formed vertical excitation energy calculations along the
same MD trajectory snapshots in toluene, but with the
counterion omitted from the calculation. The resulting
spectrum is shown in the right panel of Fig. 5, confirm-
ing that the main contribution to the symmetry breaking
and strong S1-So splitting in the absorption lineshape is
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FIG. 5. Computed absorption spectra of CV in toluene. Left: The purple line is the cumulant spectrum of CV without a
counterion calculated based on a single 24 ps (12,000 snapshots) QM /MM trajectory. The red line corresponds to the cumulant
spectrum of CV with the counterion calculated based on a 36 ps (18,000 snapshots) QM/MM trajectory. The lines are shifted
to match the experimental data by -0.759 eV and -0.692 eV, respectively. Right: The black line is the cumulant spectrum
computed based on an 8 ps QM /MM trajectory where the solvent is treated as classical point charges in the TDDFT calculation.
The blue line is same solvated trajectory but with the counterion stripped away when computing vertical excitation energies
with TDDFT. The lines are shifted to match the experimental data by -0.662 eV and -0.738 eV, respectively. The experimental

spectrum? is shown in gray.

due to the electrostatic interaction between CV and the
chloride ion. When removing the ion, the absorption line-
shape exhibits a strongly reduced splitting of 0.108 eV,
which is significantly smaller than the experimentally ob-
served splitting.

We note that the splitting in the calculated spectrum
in toluene is considerably overestimated compared to the
experimental one (see Fig. 5). There are several possible
reasons that could explain this discrepancy: 1) an over-
sampling of contact ion configurations that cause large
symmetry-breaking and S;-So splitting; 2) errors in the
CV-CI~ dynamics and computation of vertical excitation
energies due to the treatment of the counterion as a clas-
sical point charge; 3) errors in the computed S;-Sy split-
tings for the strongly symmetry-broken configuration due
to the choice of DFT functional.

First, while all QM/MM MD calculations are initial-
ized with Cl™ in a contact ion pair configuration taken
from CV in vacuum, all trajectories equilibrate to the
same configuration distinct from the optimized vacuum
configuration, that remains stable over 10s of ps, suggest-
ing that the contact-ion pairing is indeed highly stable.
We have tested other initial configurations for Cl~, such
as the ideal position chosen by AMBER to minimize the
electrostatic potential, yielding similar final spectra (see
SI Sec. 2). While the position of the counterion in the

real solution might be combination of contact ion pair-
ings and configurations with the ions further separated,
the strong-electrostatic interactions in nonpolar solvents
and the long-timescale stability of the contact-ion pair-
ing in our simulation means we likely sufficiently sample
the configurations that dominate the experimental line-
shape. Second, we have carried out calculations where
Cl™ is included in the QM region for both the QM /MM
dynamics and the calculation of vertical excitation en-
ergies (see SI Sec. 5), with only minor influence on the
resulting spectra, confirming that a FF treatment of C1~
is not a dominant factor in the discrepancy with experi-
mental lineshapes. Finally, we note that for the strongly
symmetry-broken configuration caused by direct contact
ion pairing, the S; state of CV has significantly less
charge-transfer (CT) character than the Sy state. This
causes functionals with different treatment of long-range
exchange to predict a range of S;-So splittings for the
same CV-Cl™ configurations (see SI Sec. 5), with the
CAM-B3LYP functional resulting in a much closer agree-
ment with experiment for a short QM/MM trajectory of
CV in toluene (Fig. S16). However, the CAM-B3LYP
functional does not yield the correct description of CV
in Methanol, significantly overestimating the intensity
of the second spectral peak (Fig. S18), suggesting that
due to the different strengths of environmental symmetry
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breaking, standard DFT functionals do not describe CV
in both condensed phase environments equally well. We
conclude that the dominant factor causing the discrep-
ancy between computed spectra of CV in toluene and
experiment is likely errors in description of the CT char-
acter of the symmetry-broken Sy state in the (TD)DFT
calculations of vertical excitation energies.

D. The importance of counterions

While the inclusion of a counterion has no significant
effect on the absorption lineshape of CV in polar solvent
(Fig. 4), its presence becomes crucial in nonpolar solvent.
Fig. 6 illustrates the distribution of the counterion along
the 36 ps trajectory in toluene, where (a) shows the de-
pendence of the S1-So energy splitting on the counterion
position. We quantify the counterion position relative to
CV through the mean distance to the two nearest nitro-
gen atoms, as well as the dimensionless difference in the
distances to both atoms, defined through the unsigned
difference in distance divided by the mean distance. The
purple region in Fig. 6 (a) corresponds to almost zero
splitting (i.e. degenerate S; and Ss states), and for those
configurations the counterion is almost equidistant from
both N atoms. The maximum splitting of the excitation
energies occurs when the counterion is much closer to the
one of the nitrogen atoms than the other, represented by
yellow to red regions on the heat map. Hence, for the
contact ion pair configuration with CV, the main contri-
bution to the energy splitting is due to the difference in
the distance between the counterion and the two nitro-
gen atoms, since an increase in the difference in distance
leads to an increase in the mean distance.

In Fig. 6 (b)), the probability distribution of the coun-
terion positions, as computed along the 36 ps MD tra-
jectory of CV in toluene, is displayed. We find that in
toluene, the counterion is preferentially located equidis-
tant between the two nearest nitrogens, a configuration
that is associated with a comparatively lower S;1-Ss split-
ting than the fully symmetry-broken configuration where
the C1™ ion is mainly associated with a single N. This is
in contrast to the behavior of CV in vacuum (see Fig. S9),
where the difference in the distance to the two nearest
N atoms is significantly larger. Fig. S9 shows not only
a clear relationship between the distance difference and
the S1-So energy splitting, but also the relative position
of the ion with respect to the nearest atom N and the
energy difference. The average dimensionless difference
in distance is 0.44, the average mean distance is 5.13 A,
and the dimensionless difference in energy is 0.18 along
the vacuum trajectory, compared to the same quantities
of 0.14, 5.24 A, and 0.16 along the toluene trajectory.
This suggests different counterion positions are sampled
along these trajectories, with a greater S;-So splitting
along the vacuum trajectory. Consequently, we can con-
clude the solvent environment restrains the motion of the
counterion, explaining the origin of the larger S1-Ss split-
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ting observed in vacuum as compared to CV in toluene.

A similar heatmap of ion configurations can also be
constructed for CV in methanol (see Fig. S19). We note
that in the polar solvent, the mean distance to the N is
significantly increased to approximately 8.2 A along the
trajectory, suggesting that the ion is mostly screened by a
solvation shell of methanol molecules. Additionally there
is much less of a correlation between the ion position and
the S1-Ss splitting, again confirming that the influence of
the counter ion is effectively screened by the polar solvent
as soon as Cl™ is not forming a contact ion pair with CV.

We conclude that the location of the counterion along
the trajectory plays a crucial role in determining the
splitting of the peaks in the absorption spectral lineshape
in nonpolar solvents. Long QM/MM trajectories of the
scale of 10s to 100s of ps are required to efficiently sample
these configurations in the condensed phase, highlighting
the challenge of modeling complex environmental inter-
actions between chromophores and counter ions from first
principles.

IV. CONCLUSIONS

In this study, we have calculated and analyzed the ab-
sorption spectra of CV in vacuum, methanol, and toluene
using the cumulant approach. We confirmed that the
degeneracy of the S; and the S, state is lifted through
a symmetry-breaking of the molecule and its condensed
phase surroundings, by either the presence of solvent and
counterion interactions, or aryl ring torsion.

In polar solvents, we find that the presence of a coun-
terion in the calculation has only minor influence on the
predicted spectral lineshapes, with the calculated absorp-
tion spectrum of CV in methanol in absence of a counte-
rion agreeing well with both the experimental spectrum
and the spectrum computed by explicitly including a C1~
in the dynamics. An analysis of the ion dynamics reveals
that Cl~ is screened by a solvation shell of methanol, thus
diminishing its effect on the optical spectrum. Addition-
ally, our analysis demonstrates that the dominant factor
responsible for the symmetry breaking of CV and the re-
sulting splitting of S; and S, peaks in methanol is the
non-covalent interaction between the CV and the solvent
environment rather than torsional disorder, in contrast
to the results presented in a recent study.®

In nonpolar solvents, we find that CV preferentially
forms a contact ion configuration with Cl~, leading to
strong symmetry breaking and a substantially larger S;-
So splitting than in methanol. Interestingly, our re-
sults demonstrate that the chromophore-ion configura-
tions sampled during the MD in toluene, where the Cl™ is
preferentially located equidistant between two N atoms,
are qualitatively different to the configurations sampled
in vacuum, where the Cl~ is more preferentially associ-
ated with a single N. This highlights that an explicit
treatment of the condensed phase environment, as pro-
vided by MD sampling, is crucial in describing the com-
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FIG. 6. (a) Relationship between the difference in distance between one nitrogen atom in the CV molecule to the counterion

and another nitrogen atom to the counterion %, the mean distance between the counterion and two nitrogen atoms %,
2
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and the energy difference between the S; and Sy excitations w The 2D heat map was calculated based on the 36 ps
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trajectory in toluene. (b) Distribution of different counterion positions along the 36 ps trajectory in toluene. The color bar
represents the number of occurrences of a certain difference in the distance between the two nitrogen atoms in the CV molecule
and the counterion, and the average distance of the counterion to these nitrogen atoms, which determines which solvation shell

the ion is in.

plex interplay between chromophore, counterion and sol-
vent dynamics that shapes the optical spectrum in this
system. Additionally, given that the position of the coun-
terion breaks the symmetry of the electron density on the
CV molecule (Table S2), static force fields are likely in-
sufficient in describing their interactions, highlighting the
necessity of performing long QM/MM dynamics, which
can be computationally costly. The computed spectra for
CV in methanol are in good agreement with the exper-
imental lineshape. In toluene, our calculations overesti-
mate the experimentally observed S;-So splitting. How-
ever, given the sensitivity of the splitting on the choice
of DFT functional for the contact ion pair configurations
due to the significant amount of CT character in the S
state (see Fig. S16), we can likely ascribe this discrepancy
to an error in the chosen DFT functional, rather than a
shortcoming of the cumulant method.

Our results highlight the strengths of the cumulant
approach in modelling chromophores in the condensed
phase. While more computationally demanding than
the widely used Franck-Condon approach, generally re-
quiring QM/MM dynamics and vertical energy calcula-
tions on 10s of thousands of MD snapshot, the method
can describe environmental polarization effects, direct so-
lute solvent interactions and slow collective chromophore-
environment interactions from first principles. These
types of interactions are ubiquitous in a wide variety
of systems, ranging from semi-flexible solvated dyes to
pigment-protein complexes.
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