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Abstract 

Active learning (AL) is a specific instance of sequential experimental design and uses machine 

learning to intelligently choose the next data point or batch of molecular structures to be evaluated.  

In this sense it closely mimics the iterative design-make-test-analysis cycle of laboratory experiments 

to find optimized compounds for a given design task.  Here we describe an AL protocol which 

combines generative molecular AI, using REINVENT, and physics-based absolute binding free energy 

molecular dynamics simulation, using ESMACS, to discover new ligands for two different target 

proteins, 3CLpro and TNKS2.  We have deployed our generative active learning (GAL) protocol on 

Frontier, the world’s only exa-scale machine. We show that the protocol can find better binders 

compared to baseline, a surrogate ML docking model for 3CLpro and compounds with 

experimentally determined binding affinities for TNKS2.  The ligands found are also chemically 

diverse and occupy a different chemical space than the baseline.  We vary the batch sizes that are 

put forward for free energy assessment in each GAL cycle to assess the impact on their efficiency on 

the GAL protocol and recommend their optimal values in different scenarios. Overall, we 

demonstrate a powerful capability of the combination of physics-based and AI methods which yields 

effective chemical space sampling at an unprecedented scale, of immediate and direct relevance for 

modern, data-driven drug discovery. 

 

1. Introduction 

Designing optimised molecules for specific purposes is fundamental to chemistry and is central to 

the discovery of new medicines and new materials.  In practice, experimentally this is an iterative, 

slow, and expensive process (Schlander et al., 2021; Wouters et al., 2020) commonly achieved 

through a DMTA (design-make-test-analysis) cycle where newly created compounds need to be 

tested for their properties and inform the design used in the next iteration (Wesolowski & Brown, 

2016; Schneider et al., 2020). Thus, there is a natural desire to turn to computation to find better 

compounds more quickly and cheaply. 

Active learning (AL) is a commonly applied machine learning (ML) method that queries an 

information source, which could be a human expert (human-in-the-loop) or accurate computational 

predictor, to label large amounts of data interactively.  An AL algorithm seeks to find an optimal way 

to label only a small subset of the data out of a vast amount of unlabeled data and thus accelerate 
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the learning process.  The subset is selected actively, i.e. intelligently, to minimize the number of 

iterations and only forwards samples to the expert which the algorithm predicts will increase 

knowledge or is uncertain about.  A passive algorithm to construct a prediction model would choose 

the subset at random and often not in an iterative manner.  AL is thus classed as a semi-supervised 

learning strategy as the expert can only explicitly label a small amount of the dataset.  These labels 

inform a predictive model (the surrogate) which can eventually be used to label the whole dataset as 

needed. 

The relationship of AL to Bayesian optimization (BO) (Garnett, 2023) has been noted, in particular to 

pool-based AL (Di Fiore et al., 2023).  AL algorithms define an efficient way to label data and so 

improve the predictive model while BO seeks to find the global optimum of an unknown (“black 

box”) function. In pool-based AL the distribution of the data is unknown and consequently only a 

discrete subset of examples can be queried or vice versa rather than the whole dataset being 

available upfront. In contrast, in population-based AL the distribution is known, and the goal is to 

find the optimal density of the distribution (Sugiyama & Nakajima, 2009). Here, we will discuss an 

algorithm that seeks to optimize for ligand-protein binding affinity while still maintaining a high level 

of exploration (that is, of diversity to promote discovery of a wide range of new molecules). 

AL for molecule design often make use of large libraries or vendor catalogs as the pool as the pool 

(Gentile et al., 2020; Graff et al., 2021; Marin et al., 2023), when the size of the data set is known a 

priori.  The size of these libraries can easily range into the millions and, indeed, even billions of 

compounds (Bellmann et al., 2022).  In AL a, typically, computationally expensive method like 

docking or MD simulation is used to assign new labels e.g., a free energy of binding (also known as 

the binding affinity) or a docking score as proxy for the affinity.  AL approaches that efficiently 

optimize compounds for binding affinity with RBFE (relative binding free energy) methods, (also 

referred to as FEP=free energy perturbation) have only appeared recently in the literature (Crivelli-

Decker et al., 2023; de Oliveira et al., 2023; Gorantla et al., 2024; Gusev et al., 2023; Khalak et al., 

2022; Knight et al., 2021; Konze et al., 2019; Mohr et al., 2022; Thompson et al., 2022) but have also 

been used to optimize an RBFE protocol itself (de Oliveira et al., 2023).  Combining Generative AI 

with active learning (GAL) has only started very recently (Filella-Merce et al., 2023) including a proof-

of-concept study with peptides (Hernandez-Garcia et al., 2023) and an application with ABFE 

(absolute binding free energy) (Eckmann et al., 2024).  The latter focuses on multi-fidelity surrogate 

modelling: docking, experimental results from BindingDB (Liu et al., 2007), and a double-decoupling 

ABFE method (Heinzelmann & Gilson, 2021). 

AL relies on an oracle (a term which refers to either a human expert or a more expensive 

computational method) for labelling which is the ground-truth in this scheme.  A surrogate model is 

created with the aim to reproduce the predictions of the oracle but at a much lower computational 

cost.  Typical algorithms used here are classical ML methods used in QSAR modeling such as random 

forest or state vector machines, but they can also be more a sophisticated artificial neural networks 

or Gaussian processes, the latter especially being often the preferred choice with Bayesian 

optimization.  The surrogate model can then be used to compute a much larger subset of the library 

or even its entirety to create the labels and so eventually replaces the expensive oracle.  An 

acquisition function (often called infill sampling criteria in BO) would then be applied to select a new, 

small subset for evaluation with the oracle.  Informativeness, representativeness and diversity have 

been proposed previously as three criteria for the acquisition function [Wu2018]. The quality of the 

surrogate model and the acquisition strategy are crucial to the design of the AL algorithm as the final 

goal, as in this study, is to find optimized molecules while using the minimal resources and/or time 

possible.  Alternatively, the final goal may be the construction of an optimal surrogate model to 
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replace the oracle in making further predictions—for instance, the surrogate model could be used as 

the starting model for a related target. 

In this work we replace the fixed-size library with a generative model to create molecules on-the-fly 

drawing from a distributional description (Kearns et al., 1994) of chemical space (Loeffler et al., 

2024).  A generative model can produce a substantial subset of a chemical space (Arús-Pous et al., 

2019) whereas vendor libraries are naturally limited to the molecules contained in the library which 

is defined and restrained in terms of their synthesis protocols (Bellmann et al., 2022).  To this end, 

we apply REINVENT (Loeffler et al., 2024) which uses reinforcement learning (RL) to generate 

optimal molecules subject to external “information” i.e. scoring functions which evaluate each 

compound for its fitness.  The RL algorithm drives a “prior” model of general chemical knowledge 

towards a specialized model representing the chemical space of the task (objective) at hand.  The 

scoring function can be an agglomeration (weighted arithmetical or geometrical mean) of scoring 

components.  The surrogate model is here the most crucial scoring component as it informs the RL 

algorithm about the label which in this case is the binding free energy of the compound to the target 

as computed using ESMACS (ensemble simulation-based MM-PBSA approach).  Other, secondary, 

scoring components are also used; these are described in the Methods section.   

Our work demonstrates the power of combining AL with physics-based methods to effectively 

sample the vast chemical space. The major advantages of our approach over previous, similar 

approaches are (a) the novelty of generating high-quality small molecules with generative AI, (b) the 

innovation of combining this with a physics-based model in an AL workflow and thus the direct 

importance to in silico drug discovery, (c) the reliability of our physics-based oracle which is based on 

ensemble simulations that minimizes false positives/negatives, (d) the scale of operation using a 

batch size as large as 1000 to provide a more comprehensive picture, (e) deployment on very large 

scale HPC platforms such as Frontier, and (f) short wall clock time requirements. 

 

2. Methods 

Here we describe the detailed protocol for RL with REINVENT, the simulation protocol for ESMACS, 

the GAL workflow and provide some details on the protein targets used in this work. 

2.1 Sampling Chemical Space with REINVENT 

REINVENT’s main run mode is Reinforcement Learning (RL) (Loeffler et al., 2024).  With this approach 

a model (the agent) is iteratively biased towards a target profile which is the aggregation of scoring 

components describing the desirability of a molecule.  Here we use the weighted geometric mean to 

aggregate the components into one total score for each generated molecule.  The main scoring 

component is a QSAR-like response model (scoring weight of 0.6) created using ChemProp 1.5.2 

(Heid et al., 2024; Heid & Green, 2021; Stokes et al., 2020; Yang et al., 2019).  ChemProp uses a 

directed message-passing neural network (D-MPNN) to produce a property prediction model.  This 

model serves here as a surrogate model, and it is fixed in its algorithm and hyper-parameters.  We 

thus assume that the model’s predictive power will remain mostly constant. It is updated with a new 

batch of molecules with predicted binding affinities from ESMACS simulations in each GAL iteration.  

The initial model for 3CLPro is based on about 10,000 structures found with a surrogate docking 

model (Clyde et al., 2022, 2023).  This ChemProp model was created after hyper-parameter 

optimization using cross-validation (Stone, 1974) with 5 folds and 5 ensembles (5 models with 

different initial weight setup) each, the maximum number of iterations being set to 30.  The initial 

data set was split in the ratio 0.8: 0.1: 0.1 for training, test, and validation respectively.  RDKit 2D 
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normalization without feature scaling (Heid et al., 2024) was used for this step as well as for all 

model updates.  In each GAL step we update the model as described in 2.3. See (Loeffler et al., 2024) 

for details of the REINVENT protocol. 

To bootstrap a model for TNKS2 the 27 known compounds with experimental affinity measurements 

from the benchmark set (Schindler et al., 2020) were handled with Qptuna (Mervin et al., 2024) 

which allows automatic model selection from a series of classical machine learning algorithms.  The 

best Qptuna model was a random forest model which was subsequently used to generated 10,000 

structures with REINVENT for evaluation with ESMACS (described in section 2.2).  The resulting 

binding free energies were used to train another ChemProp model. The initial model was created in 

the same way as the one for 3CLPro and updated as described in 2.3. 

The three other scoring components were QED (Bickerton et al., 2012) with weight 0.2, 

stereochemistry with weight 0.2 and structural alerts which acts as a filter meaning that compounds 

which match an undesired structural pattern receive a score of zero, one otherwise.  QED assigns a 

drug-likeness score to each molecule.  This is needed to produce reasonable drug-like molecules and 

stay within the applicability domain of the ChemProp model as generative models very quickly 

optimize towards the weaknesses of a response model.  For example, we found that if molecule 

generation were otherwise unrestrained, REINVENT would start creating molecules with very long 

alkyl chains because the ChemProp model scores these highly. This is, however, clearly undesirable.  

As the REINVENT prior does not support stereochemistry, molecules with stereo-centres are scored 

with zero to encourage the agent to generate compounds without stereo-centres.  Structural alerts 

are a small set of SMARTS pattern to filter and suppress unwanted substructures (functional groups, 

ring sizes); see input configuration in the Supplementary Information (SI) for details. 

RL was run in two stages (Loeffler et al., 2024).  The first stage uses QED, stereo-centr and structural 

alert scoring components to create a sensible drug-like agent to reduce the need to query the 

surrogate model with less useful compounds. This only needs to be done once as preparation for the 

GAL protocol.  In the second stage these three scoring components together with the ChemProp 

model were applied. Only this second stage was run in each GAL step.  For molecule generation we 

use the classical Reinvent prior (Blaschke, Arús-Pous, et al., 2020; Olivecrona et al., 2017) which is a 

de novo model that creates SMILES sequences starting from scratch.  The number of new 

compounds generated in each GAL step is termed ”batch” and its size was set to 100.  As learning 

strategy, we use DAP (Fialková et al., 2021) with a sigma of 128 and a learning rate of 0.0001.  A 

diversity scaffold filter was used to encourage exploration of a wide range of unique scaffolds.  The 

scaffolds were generated using the Bemis-Murcko algorithm (Bemis & Murcko, 1996) as 

implemented in RDKit (RDKit: Open-Source Cheminformatics, n.d.). The diversity filter used a 

memory size of 10 scaffolds and enforced a minimum score of 0.7 meaning that molecules having 

that particular scaffold receive a zero score in the following steps, provided the total score exceeds 

0.7.  Identical SMILES were downscored to zero starting with the second occurrence in the RL run.  

An inception memory was used as replay memory (Blaschke, Engkvist, et al., 2020) with a memory 

size of 50 and a sample size of 10.  In case of 3CLpro we seeded the inception memory with the best 

binders of the current GAL iteration and in the case of TNKS2 the memory was seeded with the 27 

experimental verified structures.  The input configurations are shown in the SI. 

 

2.2 Binding Affinity Prediction with ESMACS  
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We use the ESMACS (enhanced sampling of molecular dynamics with approximation of continuum 

solvent) protocol (Wan et al., 2015, 2020) for the binding free energy calculations. ESMACS is based 

on MMPBSA (molecular mechanics Poisson-Boltzmann surface area) (Homeyer & Gohlke, 2012) 

calculations but uses ensembles of replicas to obtain reproducible binding affinity estimates with 

robust uncertainty estimates. It is an endpoint free energy calculation, in which the binding free 

energy is calculated as the free energy changes of bound (compound-protein complex) and unbound 

(separated protein and compounds) states. Here conformations of the complex, protein and 

compound are all extracted from simulation of the complex, a commonly used protocol for the end-

point free energy methods. Such a protocol is well suited for a rational drug screening project, in which 

the correct ranking of binding affinities is more important than the calculation of accurate binding 

affinities for the selection of compounds for further investigation. 

 

Model preparation. The compounds generated from REINVENT were first processed using FixpKa 

(version 2.1.3.0, OpenEye Scientific Software, Inc.) (Molecular Modeling Software | OpenEye Scientific, 

2024) to obtain the correct protonation state at pH 7.4. Subsequently, up to 200 conformers per 

compound were generated using OMEGA (version 4.1.2.0, OpenEye Scientific Software, Inc.) 

(Molecular Modeling Software | OpenEye Scientific, 2024). The prepared structural library of the 

compounds was then docked to the protein (PDB IDs: 6W63 for 3CLpro and 4UI5 for TNKS2) using FRED 

(version 4.1.1.0, OpenEye Scientific Software, Inc.) (Molecular Modeling Software | OpenEye Scientific, 

2024). The docking poses with the best Chemgauss4 docking scores were used for the ensuing ESMACS 

simulations. 

 

Preparation and setup of the ESMACS simulations were implemented using BAC (binding affinity 

calculator) (Sadiq et al., 2008). The AmberTools23 package (Case et al., 2023) was used for the set-up 

of the systems and the calculations of binding free energies. Parameterizations of the compounds 

were produced using the general Amber force field 2 (GAFF2). The Amber ff14SB force field was used 

for the protein, and TIP3P for water molecules. Partial charges of the compounds were generated 

using the AM1-BCC method. The protonation states of the protein residues were assigned using the 

“reduce” module of AmberTools (Case et al., 2023). All water molecules in the pdb files were retained. 

All ligand-protein complexes were solvated in orthorhombic water boxes with a minimum distance 

from the protein of 10 Å. Counterions were added to electrostatically neutralize the systems. 

 

Molecular simulation. The standard ESMACS protocol (Wan et al., 2015) uses an ensemble of 25 

replicas for each compound-protein complex to get precise predictions. For a drug screening project, 

a huge number of compounds need to be evaluated. A coarse-grained protocol may be used on 

grounds of speed, node hours required and throughput of many ligands (Wan et al., 2023). Here we 

used an ensemble of 10 replicas, with a smaller box size and a buffer distance of 10 Å instead of 14 Å 

compared to that in the standard ESMACS protocol. Such a coarse-grained protocol inevitably 

decreases the precision of the predictions but is well-suited for high-throughput virtual screening 

(Wan et al., 2023). NAMD3 (Phillips et al., 2020) was used as the MD engine for all of the equilibration 

and production runs. For each individual simulation, energy minimizations were first performed with 

heavy protein atoms restrained at their initial positions. The initial velocities were then generated 

independently from a Maxwell−Boltzmann distribution at 50 K, and the systems were heated up to 

and kept at 300K within 60 ps. Finally, 4 ns production simulations were run for each replica for the 

ESMACS simulations. For this study, we ran ~750 number of ESMACS calculations overall aggregating 

to a total simulation time of 37.5 µs for each iteration. However, we would like to point out here that 

all these calculations were performed on the world’s first exascale machine, Frontier, allowing us to 

run them all concurrently. Given that the performance of MD simulations for our systems was 150 
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ns/day using a single GPU (AMD Instinct MI250X), we were able to get results for the entire batch of 

compounds in 50 minutes of wall clock time for each iteration. Further, we note that the present study 

forms part of a much bigger workflow involving multiple additional steps (to be published elsewhere).  

 

2.3 Generative Active Learning 

The main components of the GAL loop (see Figure 1) are ESMACS as the oracle, ChemProp as the 

surrogate model while REINVENT generates molecules on-the-fly and so replaces the more common 

fixed-size library (Konze et al., 2019; Thompson et al., 2022; Warmuth et al., 2003).  After evaluation 

of the current batch with ESMACS the surrogate model is updated.  In principle, it is possible to 

freeze a selected set of layers in a ChemProp model to avoid “catastrophic forgetting” (also 

catastrophic interference) (McCloskey & Cohen, 1989).  However, we found that training a new 

model from scratch from the accumulating set of molecules from each GAL cycle yielded somewhat 

better results than selectively freezing neural network layers.  This is of course more expensive to 

train but it may also counter covariate shift to some degree.   We used 5-fold cross validation and 5 

ensembles in each fold to create the surrogate model.  Model update was started from the model of 

the previous step such that no more than 6 epochs (model optimization iterations) were needed.  

But for performance reasons we only used the best model out of these 25 models as determined by 

the smallest test RMSE.  RL was then run with the ChemProp model as free energy predictor 

together with the other scoring components (see above) in 300-500 iterations.  REINVENT forms an 

inner optimization loop as RL is used for molecule optimization while the outer loop is the AL 

algorithm itself (see Figure 1). 

 

 

Figure 1. Schematic of overall workflow.  Starting from the top right, ESMACS assesses the binding 

affinity of a set of compounds which are then used together with their GESMACS to update a 

predictive ChemProp model (bottom right).  REINVENT using the classical Reinvent prior recruits this 

model together with other scoring components (QED, Alerts, Stereo) to generate tens of thousands 

of new, potentially good binders (bottom left).  The acquisition step (top left) chooses a subset of 

the generated compounds by clustering and selecting the best predicted binder by GESMACS (greedy 

selection) to feed into the next GAL iteration. 
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The main parameters for GAL were the choice of the batch size and the selection criteria for 

compound progress.  For 3CLpro we used batch sizes of 250 and 500 molecules, respectively.  For 

TNKS2 we used 5 batch sizes: 100, 300, 500, 700, and 1000.  The acquisition of compounds from 

each RL run was done after clustering and choosing the top binders from each cluster (cluster-greedy 

approach) as done by Gusev et al., 2023.  In this way we promote a level of exploration which is also 

supported by using the de novo REINVENT prior.  The clusters were generated after reducing the 

predictor space to a 2D representation with UMAP (McInnes et al., 2018).  As descriptors we 

employed RDKit fingerprints and measured their similarity using the Tanimoto distance (Bajusz et al., 

2015).   

The clustering approach we adopt here places emphasis on diversity and to a smaller degree on 

representativeness (by choosing the lowest ΔG value per cluster) but it neglects informativeness 

(Wu, 2019) i.e., we do not include e.g., uncertainty quantification or information gain in our GAL 

protocol. 

 

2.4 Description of Test Targets 

2.4.1 3CLpro 

C30 endopeptidase, usually referred to as 3CLpro or Mpro, is the main protease in coronaviruses and 

plays a vital role in the lifecycle of SARS-CoV-2 (severe acute respiratory syndrome-coronavirus-2) 

which is the cause of Covid-19 (coronavirus disease 2019).  Covid-19 led the WHO to declare a 

worldwide epidemic from 30 January 2020 to 5 May 2023 (WHO, 2023) after the first case was 

confirmed in November 2019.  Hundreds of millions of cases have been confirmed since then and 

several million deaths have been directly linked to the virus (WHO, 2023).  The virus and its various 

mutations are still a global threat to health.  Several medications such as remdesivir (Veklury), 

nirmatrelvir / ritonavir (Paxlovid), baricitinib (Olumiant), tocilizumab (Actemra) and molnupiravir 

(Lagevrio) are available to treat various stages and forms of Covid-19.  However, there is still a need 

to find new active compounds to deal with the continuously mutating virus and future related 

diseases. Preparation of 3CLpro for simulations is described in section 2.2. 

 

2.4.2 Tankyrase-2 

Tankyrase-2 (gene TNKS2) was taken as a further test case from a large-scale binding free energy 

calculation benchmark data set (Schindler et al., 2020). TNKS2 is oncogenic and regulates various 

cellular processes, such as telomere maintenance, mitosis and glucose metabolism (Kim, 2018).  It 

was chosen to study performance of GAL for a target with a more closed and confined binding 

pocket, compared to 3CLpro. It was also selected as a suitable test-case for a target for which 27 

experimentally confirmed ligands from a congeneric series were available for use as seed structures 

to initialize GAL in order to see if binding affinities could be improved further and how far these 

generated structures would diverge structurally from the original ligands. Preparation of TNKS2 for 

simulations is described above in section 2.2. 

 

3. Results and Discussion 
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In this section we show how GAL performance has been evaluated when applied to two different 

test targets, 3CLpro and TNKS2, in terms of chemical space exploration, structural diversity of 

generated compounds, and the effect of compound training batch size on obtained results. 

 

3.1 3CLpro Target 

3.1.1 Evaluation of Surrogate Model 

Initial training of the surrogate model based on ChemProp to predict binding affinities was achieved 

with a first batch of 10,000 structures whose binding free energies were calculated with ESMACS. 

These initial structures were selected according to their docking scores from a large library of 

molecules using a surrogate docking model (Clyde et al., 2022, 2023). In subsequent iteration steps, 

those compounds that were acquired from ESMACS calculations were added to the training set and 

the surrogate model was trained from scratch at each step. 

Values of the binding free energy, Gb, predicted by the surrogate model are compared with values 

derived with ESMACS, for all compounds that were acquired for oracle evaluation during GAL 

iterations, are shown in Fig. 2. Results are shown for each iteration step for small (250 molecules) 

and large (500 molecules) training batch sizes, respectively. The usually narrower range of Gb 

values from the surrogate model is a result of the oracle acquisition procedure, whereby only 

compounds with the lowest surrogate Gb values were sent to the ESMACS oracle for evaluation. 

According to the results, even though the surrogate model started with a reasonable ability to rank 

compounds according to Gb after initial training, the ability to rank newly generated compounds 

from iteration one onwards was lost. For batch size 250, this ranking ability recovered mostly 

towards the end of the GAL procedure, whereas a similar recovery was not observed for batch size 

500. 

Nevertheless, already in the first iteration step, the surrogate model did identify numerous good 

binders, according to surrogate scores, some of which were true positives. The number of these true 

positives, i.e. compounds with good binding affinity according to surrogate and oracle scores, 

steadily increased from thereon. The ratio of true positives over true and false positives, i.e. the 

precision of the surrogate model, also steadily improved, as shown in Fig. 2 and indicated by 

decreasing Gb values predicted with ESMACS (light blue circle) that gradually approached initially 

overoptimistic Gb values estimated by the surrogate model. Precision values that started from 0.11 

and 0.07 for smaller and larger training batch sizes, respectively, decreased after the first iteration 

and eventually increased to values of 0.62 and 0.39, respectively, with qualitatively similar trends for 

both training batch sizes. A deterioration of surrogate model quality was not unsurprising given the 

fixed model capacity and expected covariate shift in chemical space (cf. diversity analysis below) 

which is of principal concern in AL. Subsequent recovery of prediction quality was facilitated by 

structural convergence of generated structures towards the end of the AL process. 

In the following sections we will see that even though the ability of the surrogate model to rank 

compounds was very limited, the precision achieved for finding good binders was sufficient to 

generate new compounds with increasingly favorable binding free energies after each iteration. 
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Figure 2. Comparison of surrogate model predictions of Gb with calculated ESMACS values for training batch 

sizes of n = 250 (in blue) and n = 500 (in green) at selected GAL iteration steps for 3CLpro. R2-coefficient as well 

as Spearman and Kendall rank correlation coefficients rho and tau are given in the insets of each plot. The 

average Gb of all surrogate model predictions and ESMACS calculations within an iteration is shown as a light 

blue circle. All energies are given in units of kcal/mol. Results for all iteration steps are given in Figs. S2 and S3. 

The precision of the surrogate model is given in purple for each batch size and iteration step, where a true 

positive compound was defined here as a compound with Gb < -35 kcal/mol according to the surrogate model 

and ESMACS prediction. 

 

3.1.2 Distribution of Binding Free Energy 

The binding free energy distributions derived with ESMACS, GESMACS, are shown in Fig. 3. 

Additionally, in Fig. S5 in the SI the GESMACS distribution of the 100 best binders are shown for all 

compounds combined after each GAL cycle. 

Overall, a steady shift of energy distributions towards lower values is observed with convergent 

behavior towards the end of GAL. A strong enrichment of the low energy tail with more better 

binders, compared to the original seed structures, is evident. For small training batch size 

additionally an elongation of the lower energy tail towards lower values can be seen. The GESMACS 

distributions for all acquired compounds combined in Fig. S5 also show a steady shift of the 100 best 

binders towards lower binding energies until the end of the GAL run. 
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Figure 3. Distribution of calculated GESMACS after a selected number of GAL iteration steps for (a) batch size 

250 and for (b) batch size 500 for 3CLpro. The GESMACS distribution of seed compounds used to train the initial 

surrogate model is shown in red. GESMACS distributions for all iteration steps are shown in Fig. S4. 

 

In Fig. 4a, the average GESMACS after each GAL cycle is also shown. An almost linear decrease of 

GESMACS was obtained even though the more relevant low energy tail of the distribution, according 

to Fig. 3, did not move further towards lower GESMACS during the last cycles.  This means that we see 

and enrichment of good binders rather than finding compounds with stronger binding affinities. A 

possible explanation for this behavior is that GAL converged to a local minimum in chemical space, 

where structural variation cannot lower GESMACS any further. However, we also note that predicted 

binding free energies are below -50 kcal/mol which, in our experience, is the lower limit of ESMACS 

free energies.  Achieving structural diversity with comparably low GESMACS is very valuable for drug 

design as it increases the number of possible leads for further optimization. 

Overall, the results clearly demonstrate that each GAL cycle produced more structures with strong 

binding affinities with GESMACS values similarly low or even up to 5 kcal/mol lower than the best 

binders from the original 10,000 seed compounds. It also appears that, after about 6-7 GAL cycles, 

compound generation has more or less converged, i.e. only a few new compounds with relatively 

lower GESMACS are found after each cycle  

Now it might perhaps be suspected that the new structures generated are very similar to the best 

binders from the original seed compounds. For this reason, the structural diversity of generated 

compounds is analyzed in the next section. 
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Figure 4. (a) Average GESMACS, (b) internal structural compound diversity, (c) number of structure clusters and 

(d) average Tanimoto similarity between generated molecules and seed compounds used for initial surrogate 

model training for each GAL iteration for learning batch sizes 250 and 500, in green and blue, respectively, for 

3CLpro. In (d) similarity was averaged over all pairs of generated molecules and seed compounds, in purple and 

dark green, as well as averaged over pairs of generated and their most similar seed compound, in blue and 

green. Only the 100 compounds with lowest GESMACS were considered and taken from the accumulated pool 

of compounds after each iteration. 

 

3.1.3 Structural Diversity 

In Fig. 4b the average internal compound diversity of the generated 100 best binders is shown after 

each iteration i, taken from the pool of compounds accumulated throughout iterations 0 to 

i.￼￼The internal diversity (Benhenda￼ of a compound sample is defined a ID = 1− < 𝑇𝑖𝑗 >￼, 

where Tij is the Tanimoto similarity of two compounds i and j￼their two Morgan fingerprints 

(Morgan 1965; Rogers&Hahn￼ and where the average< 𝑇𝑖𝑗 >￼ involves all possible compound 

combinations i and j. 

ID starts at a very high value of about 0.75, indicating that the initially generated structures are 

highly diverse. This value then decreases during GAL when compounds from subsequent cycles are 

added but a generally high value > 0.65 (i.e. smaller than an average Tanimoto similarity of 0.35) was 

maintained throughout. A decrease in ID during GAL is symptomatic for convergence of compound 

generation, where increasingly similar compounds are generated once REINVENT learns which type 

of compounds are good binders. With the smaller training batch size, a somewhat larger compound 

diversity was achieved.  

To get a better understanding of the structural diversity in the structures generated, a cluster 

analysis was performed for the 100 best binders after each cycle using the accumulated pool of 

generated structures. We used the Butina clustering algorithm (Butina, 1999) with a cut-off value of 

0.5 Tanimoto similarity.  In Fig. 4c the total number of found clusters is shown. A strong decrease in 
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the number of structural clusters was observed, meaning that the top 100 binders could be grouped 

into fewer structural clusters with each GAL cycle. This finding is in line with the previously observed 

enrichment of the low energy tail of GESMACS as seen in Fig. S5.  

In Fig. S6 the population size of each found cluster together with its corresponding average Gb 

value is shown after a different number of GAL cycles, again for the 100 best binders of the 

accumulated structures. During the GAL run, the number of structure clusters decreases, as already 

seen before, whereas the spread of compounds into clusters narrowed so that eventually only a few 

clusters were eventually significantly populated. Each cluster can be seen as a region in chemical 

space in which GESMACS has a local minimum. The GAL process increasingly populates these regions 

in chemical space with more structures, while abandoning other local minima with higher GESMACS. 

 

Figure 5. Representative chemical structure with lowest GESMAC, for different selected structural clusters 

from 3CLpro. The eight most populated clusters were chosen as well as four further clusters with lowest 

GESMACS. Cluster analysis was performed for those 100 compounds with lowest GESMACS taken from the 

accumulated pool of compounds after each iteration for GAL training batch sizes (a) n = 250 and (b) n = 500. 

The energies are given in units of kcal/mol, the cluster population sizes are given in parenthesis.    

To get a better understanding of the structural similarity within a cluster and between different 

clusters, representative chemical structures are displayed in Fig. 5. For some selected clusters the 

structure with lowest GESMACS is displayed. Population size of each cluster is given in parenthesis as 

well as the maximum common substructure (MCS) for all structures in a cluster. We can see the 
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Butina clustering generated clusters that contain structures with varying scaffolds, even though 

various structural motives occur frequently. The MCSs in each cluster are of limited size, 

demonstrating structural diversity not only across clusters but also within them. Overall, a diverse 

set of good binders with different scaffolds were obtained with our GAL protocol. 

The question next arises as to how similar the compounds found are to the original seed compounds 

that were used to train the surrogate model. Is our GAL protocol able to find genuinely new 

compounds or only variations of what was used to seed the process? To answer this question, the 

average Tanimoto similarity and average nearest neighbor Tanimoto similarity of the 100 best 

generated binders with the original seed compounds was evaluated and is displayed in Fig. 4d. 

Very low average Tanimoto similarities of compounds generated in GAL cycles and seed compounds 

below 0.13 were observed. More importantly, even when considering for each generated structure 

only the most similar seed structure, average similarities do not exceed 0.35. This value then drops 

somewhat throughout the GAL run to about 0.31. This demonstrates that the best binders 

generated are indeed genuinely new compounds and are structurally dissimilar from the original 

seed compounds. Furthermore, the decreasing average similarity in Fig. 4d also indicates that, 

during GAL, the generated compounds drift away from the chemical space occupied by the seed 

compounds. To highlight this crucial aspect of GAL further, we visualize occupancy and drift of 

chemical space with dimensionality reduction in Fig. 6. 
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Figure 6. Morgan fingerprints of compounds projected into 2D using t-SNE, calculated for all seed compounds 

and generated compounds from large and small training batch sizes combined for 3CLpro. Seed compounds 

used for initial training of the surrogate model are shown in shades of blue according to calculated GESMACS, 

color coded as shown in the legend on the right side. Deviations of newly generated molecules from seed 

compounds are shown for GAL training batch sizes (a) n = 250 and (b) n = 500 for some selected iterations, 

color coded as shown in the legend insets. Molecules were taken from those 100 compounds with lowest 

GESMACS from the accumulated pool of compounds after each iteration. 

We used 2D t-distributed stochastic neighbor embedding (t-SNE) (Van Der Maaten & Hinton, 2008) 

of the Morgan fingerprints of the 100 best generated binders as well as of the original seed 

compounds to visualize movement in chemical space throughout the AL process in Fig. 6. Data 

points in blue represent the region of chemical space occupied by the original seed compounds. We 

found that newly generated compounds substantially deviated from the chemical space region of 

the seed compounds already after the first iteration. Moreover, we also see that generated 

structures of good binders cover a smaller chemical space than the seed compounds, which is 

expected as the majority of the very diverse seed compounds also cover a wide range of binding 

affinities. It appears that, after about five learning cycles, GAL structures of the small and large 

training batch sizes moved into similar chemical space regions that are well away from the seed 

structure chemical space, but successively diverged into two distinct chemical space regions. In 
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other words, the two GAL runs converged to two different local GESMACS minima in chemical space. 

This is not necessarily caused by the different batch sizes but more likely reflects the non-

deterministic nature of the GAL protocol, which involves use of various random seeds and RL using 

multinomial sampling to draw samples. Most importantly, these results clearly demonstrate that the 

generated structures of good binders are genuinely new compounds and not just mere variations of 

some of the seed compounds. 

Overall, we demonstrated that the AL process found genuinely new and diverse compounds with 

varying scaffolds with strong binding affinities exceeding those of the best binders of the original 

seed compounds. Moreover, after initial training of the surrogate model with 10,000 compounds, 

this was achieved after only 7 iteration steps with a total of 3500 and 1750 oracle calls, for large and 

small training batch sizes, respectively. 

 

3.1.4 Diversity of Ligand Binding Modes 

In Fig. 7 we investigated the binding modes of four selected ligands as examples for binding to the 

3CLpro target protein. These four ligands were generated during the GAL run and found to exhibit 

strong binding affinities with -56 kcal/mol < Gb < -49 kcal/mol as well as low chemical similarity 

among each other.  
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Figure 7. (a-d) Four selected ligands with predicted high target binding affinity in the 3CLpro binding pocket. 

Chemical structures together with their binding free energy GESMACS  (in units of kcal/mol) are given on top of 

the figures. Shown ligand structures, highlighted in yellow on the left-hand sides, are superpositions of 

snapshots taken from ten ESMACS replicas after 4 ns of MD simulation. Protein surfaces are shown with 

coloring according to atom types of the surface atoms. The ligands together with their protein vicinity are 

shown in more detail on the right-hand side for each ligand. 

We found different binding modes for these four ligands as demonstrated by different contact areas 

between ligand and protein and hence substantial differences in ligand – protein interactions. A 

closer inspection of these complexes showed the importance of hydrogen bonds between ligand 

amines, several of which are found in all generated binders with strong binding affinity, and the 

protein, whereas ligand carbonyl groups seem much less engaged in hydrogen bonding. Amines 

formed hydrogen bonds inconsistently with different protein residues when comparing across 

ligands. Only hydrogen bonds with anionic Glu166 and Thr25 were obtained consistently.  Moreover, 

we found that ligands interact with different parts of the active site, where the additional ring group 

of the only non-linear compound shown in Fig. 7c provides specific binding to an active site region 

that cannot be reached by the linear compounds. 

A more comprehensive analysis of binding modes is beyond the scope of the current study. 

However, overall, observed binding modes exhibit additional diversity that could potentially be 

exploited in a successive study by combining moieties found to interact with different sections of the 

binding pocket. 

 

3.1.5 Computational Efficiency 

Comparing the quality of GAL compounds generated with different training batch sizes, as discussed 

in this work, the question arises which batch size is the computationally most efficient. The 

computationally most demanding step by far in the GAL workflow is the derivation of ESMACS Gb 

values for each oracle call. While larger batch sizes require more computational effort, fewer 

iterations are needed to find good binders as discussed before. This behavior could favor larger 

batch sizes where many compute nodes are available to run in parallel; however, when that is not 

the case, smaller batch sizes might be more efficient. 

To investigate this further, we define computational efficiency  as the number of suitable 

structures found per made oracle call: 

𝜂 =
𝑁CG,   Δ𝐺max

𝑛oracle
 

 

The number of oracle calls noracle is then simply the training batch size multiplied by the number of 

iterations. Defining when a generated compound is considered as suitable is less straightforward. 

Generally, a good compound should exhibit a large binding affinity and it should be sufficiently 

different in structure from other compounds generated so far. We defined compounds as suitable 

when their binding free energy Gb < Gmax, where different values for the threshold Gmax were 

considered. Additionally, a cluster analysis was performed, using the Butina algorithm, for those 

structures with Gb < Gmax, and counted the number of found clusters as the number of compound 

groups sufficiently different form each other, NCG, Gmax. The similarity cut-off of the clustering 

algorithm, scutoff, is the similarity required for two structures to belong to the same cluster. A larger 
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value of scutoff therefore means that only very similar compounds are grouped into the same cluster 

and means that larger and fewer clusters are generated, while individual clusters cover a larger area 

in chemical space.  

The situation where a small value of scutoff is used, i.e. where compounds are grouped together into 

more clusters with fewer cluster members, together with a more demanding Gmax = -40 kcal/mol 

corresponds to a situation where compounds are sought after that exhibit a high binding affinity but 

where structural diversity is less important as essentially all newly generated compounds are 

counted towards , regardless of how similar they are to already generated structures. This is a 

typical situation akin to lead optimization in drug discovery. In contrast, in case of a more relaxed 

Gmax = -35 kcal/mol and larger scutoff, structural diversity and coverage of chemical space is more 

emphasized than binding affinity, which is typical for a more explorative hit finding scenario. 

Therefore, through selection of Gmax and scutoff we can evaluate GAL effectiveness for these 

different situations. 

 

 

Figure 8. Efficiency of GAL process for the 3CLpro systems using two different training batch sizes after each 

iteration step. Efficiency is defined as the number of structural clusters found per oracle call of all cumulatively 

generated structures at a given iteration step. Only ligands with Gb < Gmax were considered. Clustering was 

carried out using the Butina algorithm with a similarity cut-off given in respective plots.  

The results for  are shown in Fig. 8 for the two different training batch sizes and two different 

values for Gmax and scutoff throughout the GAL process for 3CLPro. Gmax = -35 kcal/mol corresponds 

approximately to the maximum of the G distribution obtained after the last GAL iteration (see Fig. 

3), whereas Gmax = -40 kcal/mol represents a stricter criterion to define suitable structures.   In all 

cases, the smaller training batch size of n = 250 was found to be computationally more efficient. For 

scutoff = 0.3 improvements in efficiency were observed with increasing iteration steps, whereas for 

scutoff = 0.7 efficiency remained more or less the same throughout the GAL run.    
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3.2 Tankyrase-2 Target 

3.2.1 Generation of First Compound Batch 

Starting point of GAL for the tankyrase-2 (TNKS2) target was a congeneric series of 27 ligands with 

experimentally confirmed favorable binding free energies with a range from -35 to -26 kcal/mol as 

computed with ESMACS. Binding affinities derived with ESMACS were also compared to measured 

affinities, as shown in Fig. S7, where a reasonable ranking of compounds was obtained through 

simulations. We then proceeded to generate the first training batch of compounds with the method 

described in section 2.1. In the following, we will refer to the GAL step using the initially generated 

compounds as iteration zero. Five GAL steps were carried out with variations only in the training 

batch size, using sizes n = 100, 300, 500, 700 and 1000 compounds per iteration. Overall, we found 

that only four iterations were sufficient for results to converge, as shown below. 

 

3.2.2 Quality of surrogate model 

In Fig. 9 binding affinity predictions of the ChemProp surrogate model are compared with G 

derived with ESMACS for a selection of batch sizes and iteration steps (Fig S8 contains this data for 

the entire dataset). First, we obtained a substantially improved quality of the surrogate model 

predictions compared to 3CLpro. Large values for Spearman ranking and R2 coefficients above 0.7 and 

0.6, respectively, were obtained. A comparison across batch sizes shows that reliable surrogate 

models were found after iteration 3 for all sizes, except to a lesser extent for the smallest training 

batch size of n = 100. We also observe that for n = 500 and larger, good surrogate models were 

found already after the first iteration step. For GAL it means that far more true positives, i.e. 

compounds with favorable binding affinities according to ESMACS, were found and a higher 

precision was achieved. How this affected GAL overall will be described in the following. Possible 

reasons behind the better surrogate model quality as compared to 3CLpro are discussed in section 

3.2.5. 
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Figure 9. Comparison of surrogate model predictions of Gb with calculated ESMACS values for training batch 

sizes between 100, 500 and 1000 molecules for selected GAL iteration steps for TNKS2. R2-coefficient as well as 

Spearman and Kendall rank correlation coefficients rho and tau are given in the insets of each plot. The 

average Gb of all surrogate model predictions and ESMACS calculations within an iteration is shown as a red 

circle. All energies are given in units of kcal/mol. Results for all training batch sizes and iteration steps are 

shown in Fig. S8. 

 

3.2.3 Gb – Distribution 

In Fig 10 distributions of obtained Gb  values for selected iteration steps are shown (full dataset 

included in Fig S9). For comparison, the measured values of the congeneric series of the original 27 

ligands are also shown together with the Gb  distribution of the compounds from iteration zero. We 

found that, already after the first iteration, substantial improvements were achieved compared to 

the initial iteration zero compound sample and that the high affinity tail of the distribution even 

extended beyond the binding energies of the experimentally confirmed ligands, which are already 

characterized by strong binding affinities. Moreover, we found that for n = 500 and larger, iterations 

after step 1 barely improved the energy distribution further, whereas for the smaller batch size of n 

= 300 improvements were still achieved with additional iterations. For n = 100 not much 

improvement was obtained with more iterations and the high affinity tail was less extended towards 

lower energies than it was the case for the other batch sizes. 
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Figure 10. Distribution of calculated GESMACS for selected GAL iteration using different batch sizes for TNKS2. 

The GESMACS distribution of 10k seed compounds used to train the initial surrogate model is shown in green as 

batch 0. The Gb distribution of 27 measured compounds is shown for comparison in red. Results for all batch 

sizes and iteration steps are shown in Fig. S9. 

Overall, convergence of Gb distributions was basically achieved rapidly within a single iteration 

(except for n = 300), compared to five or more iterations for 3CLpro. In Fig 11a changes in the average 

Gb throughout the GAL run are shown for the best 100 binders of the cumulatively generated 

compounds: there is a trend to lower values of <Gb> for larger batch sizes and a steady decrease 

with an increasing number of iteration steps. Here, larger batch sizes enable the development of 

more precise surrogate models as shown before, facilitating moderate improvements in <Gb> that, 

however, come with the computational cost of more oracle calls. The computational efficiency of 

GAL is discussed in the final sub-section (3.2.6). 
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Figure 11. (a) Average GESMACS, (b) internal structural compound diversity, (c) number of structure clusters 

and (d) average Tanimoto similarities of pairs of generated molecules and their most similar compound from 

the initial 10,000 compounds from iteration zero for each GAL iteration for different learning batch sizes used 

for TNKS2. Only the 100 compounds with lowest GESMACS were considered and taken from the accumulated 

pool of compounds after each iteration. 

We also explored if structural diversity could be improved further by augmenting the surrogate 

model with known TNKS2 IC50 - values from BindingDB (Liu et al., 2007).  Structures having the same 

core as the 27 benchmark compounds and IC50 >= 1 µm were removed leaving 484 ligands.  From 

these we randomly chose 20 compounds and added to those 80 compounds from iteration 3 to 

resume GAL. Resulting Gb distributions are shown in Fig. S11. We found that, following minor 

improvements of the Gb distribution after iteration step 2, no improvements were obtained after 5 

iterations compared to GAL without any BindingDB infusions. 

The quality of the surrogate model trained with the BindingDB infused compound samples is shown 

in Fig. S12. The results are comparable to the previously trained surrogate models shown in Fig. 9. 

Internal diversity values between 0.84 and 0.85 were obtained, which were essentially the same as 

what was previously observed for GAL without infusions, see Fig. 11b. Overall, it appears that the 

infusion of additional structures from BindingDB did not improve the quality of GAL results. 

 

3.2.4 Structural diversity 

Internal structural diversity of generated structures is shown in Fig. 11b. Generally, diversity of 

structures tends to be even larger than for 3CLPro. Diversity decreased from iteration to iteration, 

except for training batch size n = 100, suggesting convergence in chemical space. Less diversity was 

obtained in larger training batch sizes, where it can be assumed that a more exhaustive sampling of 

chemical space near minima of Gb led to more similar structures.  
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In Fig 11c, the number of structure clusters according to the Butina algorithm with a cut-off of 0.5 in 

Tanimoto similarity is shown for the 100 best binders from the cumulatively generated structures. 

Also, in Fig. S10 the average G for each structural cluster is shown together with its population size. 

As for 3CLPro we see that the number of clusters substantially decreased during the GAL process as 

clusters with structures associated with low Gb energy minima were increasingly populated at the 

expense of clusters related to higher Gb minima. Also, GAL performed with larger batch sizes led to 

a smaller number of clusters, which once again is related to a more pronounced convergence in 

chemical space. 

Some structures of generated compounds are exhibited in Fig. 12; this demonstrates that generated 

compounds with favorable binding affinities involve a large variety of different scaffolds. This is 

particularly noteworthy considering that the initial sample of generated compounds was based 

solely on a small congeneric series sharing the same quinazolinone scaffold.  However, we also find 

quinazolinone and similar scaffolds (see Fig. 12) frequently in the predicted binders.  When directly 

compared to the congeneric series, GAL generated structures indeed manifest low maximum 

Tanimoto similarity < 0.22 to any of those 27 ligands, as shown in Fig. 11d.    

Moreover, we see marked differences between the structures obtained with training size n = 100, 

compared to n = 1000. As shown above, larger training sizes led to structures with lower Gb and as 

we will see also to more progression towards convergence in chemical space, which led to inclusion 

of functional groups for n = 1000 such as nitriles and bridged cycles. In section 3.2.5 we will show 

how these groups contribute to a minimum in Gb. Apart from improvements of Gb we also 

observed somewhat higher QED scores, i.e. more drug-likeness, for larger batch sizes as shown in 

Fig. S14, despite seeing in Fig. 12b also some more uncommon compound moieties that are not 

found in typical drugs.  

At this point, it is important to note that many generated compounds with favorable ESMACS 

binding affinity Gb and some drug-likeness as per QED would otherwise unlikely be chosen for 

progression in a drug discovery project, as they may be too difficult to synthesize or lack other 

properties. Improvement on those issues is beyond the scope of the present work.  
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Figure 12. Chemical structure representatives with lowest GESMAC for different selected structural clusters 

from TNKS2. The eight most populated clusters were chosen as well as four further clusters with lowest 

GESMACS. Cluster analysis was performed for those 100 compounds with lowest GESMACS taken from the 

accumulated pool of compounds after each iteration for GAL training batch sizes (a) n = 100 and (b) n = 1000. 

Cluster population sizes are given in parenthesis. Energies are given in units of kcal/mol. 
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Figure 13. Morgan fingerprints for TNKS2 compounds projected into 2D space using t-SNE computed on the 

combined dataset from all batches shown here to enable comparison of chemical space. Compounds from 

iteration 0, shown in yellow, refer to molecules taken from the 10,000 initial compounds. The 27 ligands with 

measured binding free energies are also included and are shown in light blue. Generated molecules are color 

coded as per the legend insets. Shown molecules were taken from those 100 compounds with lowest GESMACS 

from the accumulated pool of compounds after each iteration. 

In Fig. 13 2D t-SNE visualizes the chemical space traversed throughout GAL for different training 

batch sizes. We observe that the original 27 ligands, shown as light-blue data points, are focused 

within a very small area, whereas the 10k generated structures, shown in yellow, cover a much 

larger chemical space.  Throughout the GAL process, convergence into chemical spaces distinct from 

the space covered by the structures from iteration 0 is observed, which is more pronounced for GAL 

with larger compound training sizes. For n = 100 and 300 it appears that convergence did not yet 

occur. Furthermore, we observe that convergence was achieved for n = 500 and n = 1000 to a similar 

space region, whereas for n = 700 GAL converged to a somewhat different region. 

Overall, the findings reported in this sub-section indicate that GAL can generate structures with high 

internal diversity, well distinct from the original 27 ligands.  The results also suggest that for training 

sizes of n >= 500, according to results shown in Fig. 13 and S10, the overall 100 best binding 

compounds generated after the last GAL iteration could be grouped into fewer structural clusters 

with lower Gb, i.e. the best generated binding compounds occupied narrower regions in chemical 

space.  It also shows that GAL with smaller batch sizes is likely to benefit from more iteration steps 

for structural convergence and Gb optimization.  
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3.2.5 Diversity of Binding Modes 

 

 

Figure 14. (a-d) Four selected ligands with predicted high binding affinity in the TNKS2 binding pocket. 

Chemical structures together with their binding free energy GESMACS (in units of kcal/mol) are given above the 

images. The ligand structures shown, highlighted in yellow at the left-hand side of each image, are 

superpositions of snapshots taken from the ten ESMACS replicas per ensemble after 4 ns of MD simulation. 

Protein surfaces are shown with coloring according to atom type of the surface atoms. The ligands together 

with their protein vicinity are shown in more detail on the right-hand side for each ligand. 

Four representative, low Gb structures bound to TNKS2 are shown in Fig. 14. Compared to 3CLPro a 

qualitative difference is apparent: in 3CLPro a variety of different binding modes was found due to the 

large open binding pocket of the target, whereas in the case of TNKS2 the binding pocket is narrow 

and closed, which led to a well-defined binding mode and far less conformational variation of ligands 

in the binding pocket, despite large structural differences across ligands. A closer inspection of the 

ligand – protein interface reveals that some of the moieties improving Gb were frequently found 

within the generated structures. For instance, nitriles were included into ligands to optimize the 

distance between the ligand and the protein surface through the triple bond. Bridged bicyclic 

moieties turned out to act as bespoke “plugs” that close the opening of the active site on one side, 

thereby maximizing van der Waals interactions with the protein, which would have been otherwise 

difficult to achieve with flat rings or other groups. These are instructive examples showing how 

REINVENT optimized the design of compounds in GAL to fit the active site of a protein target.  
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It is reasonable to assume that the confined space in the active site of TNKS2 and the 

correspondingly well-defined binding pocket structure permit a less ambiguous correspondence of 

the ligand structure, represented in REINVENT as a 1D SMILES code, and the 3D docking pose of the 

ligand inside that active site and thereby binding free energy.   This could have facilitated the 

development of a more predictive surrogate model for GAL than in the case of 3CLPro (given that our 

surrogate model only considers ligand structures but not those of the protein, thereby does not 

capture protein-ligand interactions explicitly), in turn enabling the discovery of new structures with 

good binding affinities within a smaller number of GAL steps. This indicates that performance of the 

GAL process, even though successful for both selected test targets, can be dependent on the extent 

of ligand confinement in the active site of the target. 

 

3.2.6. Computational Efficiency 

 

Figure 15. Efficiency of GAL for the TNKS2 systems using different training batch sizes, color coded as specified 

in the plot legends, after each iteration step. Efficiency is defined as the number of structural clusters found 

per oracle call of all cumulatively generated structures at a given iteration step. Only ligands with Gb < Gmax 

were considered. Clustering was carried out using the Butina algorithm with a Tanimoto similarity cut-off given 

in respective plots.  

The results for the computational efficiency  of GAL for TNKS2 are shown in Fig. 15 for different 

training batch sizes, and two different values for Gmax and scutoff throughout GAL for TNKS2. A value 

of Gmax = -35 kcal/mol describes approximately the maximum of the Gb distributions obtained 

after GAL, whereas a value of –40 kcal/mol was chosen as a stricter criterion for selecting suitable 

compounds. 

According to these results we observe improving efficiency within increasing iteration steps for 

larger batch sizes of n = 500 and larger, whereas for n = 100 efficiency remained the same or 

decreased. This finding is in line with the quality of the surrogate models, as shown in Fig. 9. The 

more precise surrogate models for n ≥ 500 are more capable in identifying suitable new compounds, 
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thereby increasing efficiency during GAL, however, at the cost of more numerous oracle calls. It 

turns out that smaller batch sizes were more efficient in most cases, especially the smallest batch 

size n = 100. Only in the case of less stringent Gmax = -35 kcal/mol and scutoff = 0.7 was a batch size of 

n = 500 found to be most efficient, followed by n = 1000 and n = 700. As explained in subsection 

3.1.5, these parameters define a  that is more suitable to describe a situation that prioritizes 

chemical space exploration over finding particularly high binding affinities.  

These findings indicate that a more explorative GAL would benefit from larger training batch sizes, 

whereas exploitation would perform more efficiently with a small batch size. This finding is 

somewhat different from the situation in 3CLPro where the smaller training batch size always led to a 

more efficient GAL. The likely cause for this difference is that for 3CLPro the precision of the surrogate 

model remained limited in all cases compared to that for the TNKS2 case. It appears that, for a large 

training batch size to improve GAL efficiency, a sufficiently precise surrogate model is required. 

Overall, our findings indicate that in most scenarios a small batch size is more efficient and a safer 

choice when the quality of the surrogate model is a priori unknown. 

 

4. Discussion 

 

We have shown in this article that AL can be an effective method to improve compound 

optimization for a particular target.  It is important to point out how the term “active learning” is 

being used as we follow here the convention which has been adopted in at least part of the 

community (Crivelli-Decker et al., 2023; Gorantla et al., 2024; Gusev et al., 2023; Khalak et al., 2022; 

Knight et al., 2021; Konze et al., 2019; Mohr et al., 2022; Thompson et al., 2022). However, we have 

also pointed out in the Introduction that we are not principally interested in creating a surrogate 

model for the purpose of optimally finding new labels i.e., binding affinities. In fact, in our 

application of AL the models (the surrogate model and the RL agent which is effectively a secondary 

surrogate model) are merely artefacts and the primary focus is in producing a sufficient number of 

good binders as estimated by ESMACS. We are not truly trying to find the extremum of a function in 

the strict meaning of “optimization”.  Figure S1 shows when good binders are found over the course 

of an AL run, and we see that good binders can be found very early in any RL cycle and also in any AL 

step.  This is important in budget-constraint situations where only a limited amount of time or 

money is available.  As we show, GAL is perfectly capable of finding quality compounds within such 

regimes. 

Drug discovery today is still very much a “numbers-game”, meaning that a sufficient number of 

suggestions need to be generated (ideation) which are then separately assessed by medicinal 

chemists.  We also stress that we have here used only a very limited number of scoring components 

which are nowhere near sufficient to assess the quality of a compound as a viable drug candidate.  

The current setup leaves out developability of a molecule i.e., synthesisability, PK/PD, ADMET, IP, 

formulation, physico-chemical properties, and so on.  In this sense, the current work is a proof-of-

concept to show-case GAL as an effective and resource-saving tool for molecule optimization. 

Therefore, in future it will be necessary to strive for a more realistic target profile. The scoring 

components employed in this work are binding free energy prediction (the main oracle) and two 

scoring components (QED, chemical alerts) which are rather minimalistic models to restrain the 

chemistry generated.  We have completely left out e.g. synthesizability which, however, is a major 

design goal in practical molecular design for obvious reasons.  Thus, unsurprisingly, the chemical 
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space explored with GAL cannot principally be expected to resemble the one from actually 

synthesized and experimentally confirmed binders.  For the same reason, generated good binders 

may not exhibit much similarity with previously reported binders which, however, may be beneficial 

to inform new molecule designs based on the newly found chemical space.  In future we plan to use 

in-house solutions like AiZynthFinder (Genheden et al., 2020) and others to address synthesizability 

and biology.   

We also demonstrate the need for combining a ligand-based generative model with physics-based 

methods.  It has been shown that structure-based methods significantly improve outcomes of 

generative models (Papadopoulos et al., 2021; Sauer et al., 2022; Thomas et al., 2023) and it has 

been shown how physics-based MD descriptors are needed especially in low data regimes (Chew et 

al., 2024). Docking itself typically correlates rather poorly with experiment or with more accurate 

MD-based methods and we also observe this in the present study (see Figure S13).  Hence, docking 

is often employed for enrichment and pre-filtering as scoring functions tend to be rather inaccurate 

(Li et al., 2019; Xu et al., 2018).  Here we use the physics-based method ESMACS to inform an RL 

agent via a surrogate model and demonstrate how this can drive our GAL workflow to efficiently 

generate better binders. 

Our work also shows that there are many opportunities to refine and improve the GAL workflow.  

We have built a fixed, static surrogate model via a deep learning model with set hyper-parameters 

and geometry.  In principle, we would have to search all of model space to find models which are 

compatible with predicting binding free energies in accord with physics-based binding affinity 

prediction.  We note here that this model is entirely ligand based and does not take protein 

structure or ligand-protein interactions into account.  Earlier attempts to incorporate some 

structure-based information into AL has only shown limited utility (Khalak et al., 2022).  Previous 

RBFE studies have made use of automatic QSAR model building (de Oliveira et al., 2023; Gusev et al., 

2023) and we could make use of our own Qptuna software (Mervin et al., 2024).  However, building 

a model with ChemProp is a rather time-consuming undertaking especially when making use of 

multi-fold cross-validation and ensembles.  Depending on data and data size, the search for the best 

model may require the change of the model building algorithm during AL, e.g. we have used in this 

study a random tree model for the relatively small data set size of 27 ligands in the case of TNKS2 

while for the actual AL runs we opted to seed with a rather large number of compounds where 

neural network models are much better suited (Heid et al., 2024).  We have also created the 

surrogate model from “scratch” in every AL step i.e., starting anew from the accumulated compound 

dataset where weights and biases were seeded from the previous AL step’s model.  But we could 

make also use of layer-freezing techniques (Heid et al., 2024) to accelerate surrogate model training.  

Likewise, the RL agent is being retrained in every AL step; we could check to see if the final or late-

stage agent from the previous AL step could serve as a suitable starting point in the next GAL cycle.  

This would need to be gauged against concerns about model plasticity (Abbas et al., 2023; Dohare et 

al., 2022; Lyle et al., 2024) where covariate shift, which here comes in the form of changing chemical 

diversity, is one cause of concern.  While AL is not continual learning this may still be an issue for 

even a limited number of steps of agent progression over time. 

In the present work we have carried out a virtual screening or virtual hit finding exercise.  The 

classical REINVENT prior enables de novo design which means that molecule generation is not limited 

by structural restraints but only by restraints stemming from the scoring components.  In this sense 

we are carrying out inverse design, that is we create new molecules by describing the desired 

property space.  For actual lead finding, in particular with AL and free energy simulation, it is typical 

to develop new chemistry around a common core or a limited number of cores which can be 
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connected via a RBFE mapping network.  To facilitate this with REINVENT we could make use of the 

Mol2Mol model (He et al., 2024) which restrains molecule generation based on a similarity 

relationship of molecule pairs, e.g. using Tanimoto similarity or matched molecular pairs.  This would 

enable us to modify a given scaffold itself depending on the tightness of the similarity criterion.  If a 

scaffold constraint is desired our Libinvent model (Fialková Vendy et al., 2022) can be used and 

therefore generation of new molecules would occur around a fixed, pre-set core.    Currently, 

REINVENT does not support fragment-based approaches directly i.e. our Linkinvent model (Guo et 

al., 2023) only supports two “warheads” (fragments) which can then be linked with a single 

fragment.  This could be extended to allow for multiple fragments.  For example, the 3CLPro target has 

a rather large, ”branched” binding site (see Fig. 7) and so multiple known fragments in different 

binding site locations, as e.g. found in this study, could be joined together. 

ESMACS is an ensemble MD method which means that multiple independent MD simulations of 

exactly the same molecular system are run to reinforce the statistical robustness of the simulation 

and its results.  In the same vein, we can think about running REINVENT in an ensemble fashion.  

Similar to MD, the RL method is highly stochastic in nature and therefore it is advisable to carry out 

multiple RL runs too.  There are various options available to do so.  We could start multiple 

REINVENT runs from a single ChemProp model.  We could also make use of multiple ChemProp 

models generated with cross-validation as several folds and also several ensembles within each fold 

can be made available for that (Heid et al., 2024) as we have done here.  It should be noted, 

however, that querying multiple such models will increase inference time; in fact, the scaling is O(N) 

with N being the number of models.  Here, the time cost for a single inference step is about 1 sec and 

300-500 RL steps are carried out and would require around a day with 25 models (based on the 

hardware available in this study).  It would therefore be more computationally efficient to infer from 

individual models in parallel and compute the statistics post-hoc.  In this way we could also make use 

of this as uncertainty quantification (UQ).  It has been shown, however, that for RBFE UQ may be of 

limited use  at least for the system under study (Thompson et al., 2022).  Alternatively, multiple 

independent surrogate models could be built, by varying geometries of a given network or make use 

of entirely different model algorithm as discussed above (resulting possibly in models of different 

quality/fidelity), or in a multi-fidelity fashion (Di Fiore et al., 2023; Eckmann et al., 2024; Hernandez-

Garcia et al., 2023) where data of heterogeneous quality is used to create a single surrogate model. 

The multi-fidelity approach has been shown to be particularly effective when a pre-trained surrogate 

model is trained on data that is abundantly or easily available (docking, BindingDB data) and 

expensive high-fidelity data (ABFE) is added to the surrogate in small volumes (Eckmann et al., 2024).  

The authors note, however, that this approach could be outperformed by a surrogate built on high-

fidelity data only.  The surrogate model in this work is based on 10,000-13,000 data points.   It is of 

note that their generative model (Eckmann et al., 2022) appears to have been trained on the MOSES 

benchmark dataset of compounds (Polykovskiy et al., 2020) which is a subset of the lead-like (“rule of 

3.5”) ZINC 12 Clean Lead dataset (Irwin et al., 2012).  REINVENT (Loeffler et al., 2024) priors are not 

limited to lead-like compounds.  Some molecules generated in this work exhibit molecular masses 

larger than 500 Daltons.  We also note that their generative model requires a QED weight twice as 

high as the ABFE component which indicates that the model struggles to produce high-quality drug-

like compounds which may also reduce sample efficiency.  Our weights are in the ratio 3:1 for the 

ABFE component to the QED component. 

 

5. Conclusions 
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An AL protocol for the de-novo design of protein ligands was introduced by combining generative 

molecular AI performed by REINVENT with physics-based ABFE scoring of ligands using ensemble MD 

simulations and MM-PBSA.   The latter uses a coarse-grained version of the ESMACS simulation 

protocol. The protocol, called  GAL (generative active learning), was applied to two test target 

proteins, 3CLPro and TNKS2. In both cases, compounds with large binding affinities were generated 

that were structurally diverse and with substantial variations in their scaffolds. At the same time, 

these structures were found to be very dissimilar to the structures that were initially used to train 

the surrogate model of our GAL workflow and different regions in chemical space were efficiently 

explored. We have found many compounds whose binding affinities exceed those of structures 

generated by extensive surrogate docking models in the case of 3CLPro and those ligands that have 

been experimentally confirmed to exhibit strong binding affinities for TNKS2. 

The narrowly confined binding pocket of TNKS2 led to a well-defined binding mode of ligands that 

translated into higher precision of GAL surrogate models for binding affinities, which in turn enabled 

finding structures with optimized binding affinities in fewer GAL iterations. In contrast, 3CLPro is 

characterized by a larger open binding pocket that allows variations in binding modes and thereby 

resulted in surrogate models with reduced precision for which more GAL iterations were required. 

However, GAL performed successfully in both cases: only 3 - 4 iteration steps were required in the 

case of TNKS2 and 5 - 7 for 3CLPro, for generated structures to converge in chemical space. This 

convergence of GAL could be described as a transition from exploration of chemical space in the first 

iteration steps to a more exploitative regime, i.e. refinement of the structures discovered during the 

final iteration steps. This transition was not explicitly controlled, and all GAL steps were carried out 

using the same automated protocol, including the acquisition function. 

Different GAL training batch sizes were tested, and qualitatively similar results were obtained. 

However, the larger batch sizes led in the case of TNKS2 to more precise surrogate models, 

accelerating convergence of GAL at the additional computational cost of more oracle calls. When 

comparing computational efficiency of different training batch sizes, smaller batch sizes were found 

to be more efficient in most cases. 

Overall, even though there is clearly the potential for making further improvements, our REINVENT – 

ESMACS GAL protocol in its current form has been applied successfully as a generator of new 

compound ideas to two very different target proteins. We have demonstrated that this protocol, 

when integrated into a larger workflow to assess other important compound properties and to 

refine short-listed compounds further, is capable of de novo drug design to shorten the design-

make-test-analysis cycle in drug discovery campaigns. It shows the immense potential of a combined 

AL and physics-based approach when employed reliably using ensemble simulations to control 

uncertainty, which is highly effective on a large supercomputer. 
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