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Computational modeling of plasmon-mediated molecular photophysical and photochemical behaviours can help us bet-
ter understand and tune the bound molecular properties and reactivity, and make better decisions to design and control
nanostructures. However, computational investigations of coupled plasmon-molecule systems are challenging due to
the lack of accurate and efficient protocols to evaluate these systems. Here we present a hybrid scheme by combin-
ing real time time-dependent density functional theory (RT-TDDFT) method with time-domain frequency dependent
fluctuating charge (TD-ωFQ) model. At first, we transform ωFQ, which was formulated in the frequency domain, to
time-domain and derive its equation-of-motion formulation. The TD-ωFQ introduces the nonequilibrium plasmonic
response of metal nanoparticle (MNP) and atomistic interactions to the electronic excitation of QM region. Then we
combine TD-ωFQ with RT-TDDFT. The derived RT-TDDFT/TD-ωFQ scheme allows us to effectively simulate the
plasmon-mediated “real-time” electronic dynamics and even the coupled electron-nuclear dynamics by combining with
the nuclear dynamics approaches. As a first application of the RT-TDDFT/TD-ωFQ method, we study the nonradiative
decay rate and plasmon-enhanced absorption spectra of two small molecules in the proximity of sodium MNPs. Thanks
to the atomistic nature of ωFQ model, the edge effect of MNP to absorption enhancement has also been investigated
and unveiled.

I. INTRODUCTION

The plasmonic metal nanoparticles (PMNPs) support sur-
face plasmon (SP), the collective oscillation of metal elec-
tron density. Under light irradiation with frequency that cor-
responds to the resonance energy of SP, the resonant pho-
ton induces a collective oscillation of conduction electrons of
MNPs, then a phenomenon defined as localized SP resonance
(LSPR) takes place. Because of the dramatic effect of LSPR,
PMNPs have become an important component in many exper-
imental settings, such as the surface-enhanced spectroscopy
and plasmonic photocatalysts, in which PMNPs are used to
control and manipulate light at the nanoscale, thus regulat-
ing the photophysical1–6 and photochemical7–12 behaviors of
molecules in their vicinity by means of the complex inter-
play between the plasmon and molecular quantum transitions.
To unravel the detailed interplay between the plasmon and
molecules, it is essential to computationally model and sim-
ulate the light-PMNP-molecule system.

Ab initio modeling of the light-PMNP-molecule system
remains highly challenging. Many hybrid quantum me-
chanics/classical mechanics or electrodynamics approaches
have thus been developed to model the coupled systems, in
which the molecule is described quantum-mechanically by
the excited-state electronic structure approaches such as the
time-dependent density functional theory (TDDFT), while the
response of PMNPs are treated by classical electrodynam-
ics methods,13 such as Mie theory,14 discrete dipole approxi-
mation (DDA),15 finite difference time domain (FDTD),16,17

and boundary element method (BEM).18,19 However the
continuum-dielectric assumption to MNPs becomes less ap-
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propriate for medium to small-sized particles, in which the
effects of size, shape, and edge on the plasmonic response
cannot be ignored.20,21 Therefore, fully atomistic, yet classi-
cal, modeling of these MNPs is required to more accurately
capture the plasmonic effect. Specifically, to account for
the large polarizability of MNPs, (induced) charges, dipoles,
and/or even multipoles would be introduced at each atom
site, leading to several (polarizable) force field models for
the plasmonic response of MNPs, including discrete interac-
tion model (DIM),22 frequency dependent fluctuating charge
(ωFQ)23,24 and fluctuating dipoles (ωFQFµ).25

The original ωFQ model, in which each metal atom is en-
dowed with a charge varied as a response of the external elec-
tric field, was formulated in the frequency-domain, so that it
can predict the plasmonic response of MNPs at certain fre-
quencies. However, if one is interested in the (ultrafast) dy-
namics of the PMNPs or of the molecule absorbed to the
PMNPs, the time-domain approach may provide an in-depth
description.26 Efforts on developing time-domain model have
been made for BEM, polarizable continumm model (PCM),
and MMPol by Corni’s group 27–30, Li’s group31–34 and Wu
et.al.35 Inspired by ωFQ model, Yamada has developed a
time-domain force-field method that incorporates the motion
of free electrons, and it is thus able to perform molecular dy-
namics simulation for light-metal interaction.36 In this work,
we transform the atomistic model ωFQ into time-domain, and
obtain the time-domain equation-of-motion (EOM) of fluctu-
ating charges on metal atoms. To distinguish it with the orig-
inal ωFQ, the later is called as TD-ωFQ. This provides an
approach to study the temporal response of MNPs to arbitrary
incident field, which would contain a large range of frequency
components.

The atomistic classical models for MNPs, such as DIM
and ωFQFµ , have been combined with QM to model
the light-molecule-MNP system. Both QM/DIM37–41 and
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QM/ωFQFµ42 were developed in frequency-domain. To
effectively simulate the plasmon-mediated “real-time” elec-
tronic dynamics and even the coupled electron-nuclear dy-
namics by combining with the nuclear dynamics approaches,
here we combine the TD-ωFQ with real-time TDDFT (RT-
TDDFT) approach, and build the hybrid RT-TDDFT/TD-
ωFQ approach. RT-TDDFT solves the time-dependent Kohn-
Sham (TDKS) equations or EOM of the reduced density ma-
trix directly in time domain,43–48 and shows more advantage
than linear response TDDFT on dealing with the excitation
of much larger molecule and describing the “real-time” elec-
tron dynamics and even the coupled electron-nuclear dynam-
ics by combining with the Ehrenfest or trajectory surface hop-
ping with Tully’s fewest-switches algorithm nuclear dynam-
ics approaches.49,50 The hybrid RT-TDDFT/TD-ωFQ method
can describe the nonequilibrated dynamics when molecule
and PMNP are in resonant, and the mutual interactions be-
tween excited molecules and PMNPs are treated at the atom-
istic level. In past decade, we have employed the hybrid RT-
TDDFT/FDTD approach to simulate the plasmon-mediated
molecular linear and nonlinear spectra17,51 and plasmon-
driven water-splitting reaction.52 At that time, the polarization
from the QM part to the classical part was ignored.

The rest of the article is organized as follows: In Sec. II, we
derive the time-domain EOM of ωFQ and present how it cou-
ples to the TDKS equation. We also display the expression of
molecular absorption cross section. In Sec. III A, we compare
the calculated results by the time-domain ωFQ to its origi-
nal frequency-domain formalism. Sec. III B focuses on the
electron dynamics and absorption spectrum of HSiF molecule
that is weakly coupled with Na1415 MNP. In Sec. III C, we
investigate the edge effect and non-uniform near field at dif-
ferent sites of Na5083 MNP. Finally, the concluding remarks
and the discussion of the limitations of RT-TDDFT/TD-ωFQ
are summarized in Sec. IV.

II. METHODS

First, we briefly review the original formalism of ωFQ, and
a brief comment on the physical meaning of the ωFQ equa-
tion can be found in Supporting Information (SI). For detailed
derivation and discussion, readers can refer to Refs. 23,24,
and Section S1 in SI. ωFQ method uses Drude’s conduction
model to describe the frequency response of a MNP, while it
also includes the quantum tunneling effects. The fundamental
equation of ωFQ is

(A− z(ω)I)q(ω) = R(ω), (1)

where the elements of the real nonsymmetric matrix A read

Amn = ∑
k

K̄mk
(
T (0)

kn −T (0)
mn

)
. (2)

T(0) is the charge-charge interaction kernel, and its expression

is
1

rmn
erf(

rmn

Rmn
) since the Gaussian charge model qm(r;rm) =

qmgm(r;rm) is used to damp the electrostatic interaction be-
tween neighboring atoms. The Gaussian distribution is de-
fined as

gm(r;rm) =
1

π3/2R3
m

exp
(
− |r− rm|2

R2
m

)
, (3)

where Rm is the width of Gaussian functions, and Rmn =√
R2

m +R2
n. K̄ describes the exchange of charge between

atoms, and its elements are

K̄mn =

(1− f (rmn))
Amn

rmn
, m ̸= n,

0, otherwise.
(4)

The Fermi damping function f (rmn) accounts for the quan-
tum tunneling effects. Amn is the effective area of charge ex-
change. The remaining terms in Eq.1 are correspondingly

z(ω) =− iω + τω2

2σ0
, (5)

Rm(ω) = ∑
n

K̄mn
(
ϕ

ext
m (ω)−ϕ

ext
n (ω)

)
, (6)

where τ is mean free time, and σ0 is the static conductivity
of the metal material correspondingly. ϕext

m (ω) is the electric
potential felt by atom m. In one word, R(ω) is the external
driven force that causes charge exchange and fluctuation; A
describes the charge equilibrium between atoms; and z(ω) de-
scribes the mobility of electrons. In the presence of external
field Eext(ω) with frequency ω , ϕext

m (r,ω) = −rm ·Eext(ω)
in the long-wavelength approximation, then the frequency-
dependent induced charge of metal atoms q(ω) are obtained
by solving Eq.1.

A. ωFQ in Time Domain

The extension of ωFQ to time-domain is straightforward.
We expand Eq.1 as following

τω
2q(ω)+ iωq(ω) = 2σ0[−Aq(ω)+R(ω)], (7)

and apply inverse Fourier transform (FT) on both sides. Note
that due to the property of FT F

[ dn

dtn q(t)
]
= (−iω)nq(ω), the

equation-of-motion (EOM) of charges in time-domain is

d2q
dt2 +

1
τ

dq
dt

=
2σ0

τ
[Aq(t)−R(t)]. (8)

It is clear that the EOM describes the induced charges as
forced damped harmonic oscillators. The leapfrog method is
adopted to numerically integrating Eq.8.53 To do so, we define

J(t) =
dq
dt

, (9)

so that the EOM of J is

dJ
dt

=−1
τ

J+
2σ0

τ
[Aq(t)−R(t)]. (10)
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Therefore the evolution equations for q and J are

q(ti +dt) = q(ti)+J(ti +dt/2)dt, (11)

J(ti +dt/2) =
2τ −dt
2τ +dt

J(ti −dt/2)

+
4σ0dt

2τ +dt
[Aq(ti)−R(ti)]. (12)

The detailed derivation is shown in Section S1.3 in SI. The ini-
tial values of q and J are zero. The time-dependent induced
charges q(t) are updated via the Eq.11 as time-dependent ex-
ternal field Eext(t) is applied to the MNP.

In addition, as can be seen in Eq.8, the spectral broaden-
ing of ωFQ is determined by 1/τ , and the response frequency
is determined by metal electron density n = σ0/τ . Because
the current ωFQ does not incorporate the effect of the relax-
ation processes, for example, surface scattering of the limited
sized PMNPs, the only way to include the spectral broadening
mechanism is artificially scale the value of τ (and of σ0 si-
multaneously so that the absorption peaks will not shift). This
point has already been discussed in the supporting informa-
tion of Ref. 23. Since the spectral broadening is related to the
decay rate of time-dependent response, the effect of scaling
parameters should also emerges in the time-domain ωFQ re-
sults. In this work, the choice of scaling factor is rationalized
in the SI, where the fitting equations are presented for sodium
MNP and nanorod.

B. ωFQ Coupled with QM Hamiltonian

One can combine ωFQ and QM method to study the system
that is composed by an absorbed molecule and the plasmonic
material. The ground state of such a composed system with-
out external electric field is described by the QM/Fluctuating
Charge (FQ) method,54–56 in which the equilibrium of polar-
ization of both QM part and FQ part is achieved when SCF
is converged. The ground state Fock matrix in atomic orbital
basis (AO) is

F = h+G(P)+V†q(P), (13)

where h is the core Hamiltonian including nuclear-electron at-
traction and electron kinetic energy terms, and G(P) =Π ·P+
FXC(P). The two-electron integral supermatrix Π in atomic
basis is Πµν ,λσ = (µν |λσ)−cHFX(µλ | f (⃗r12)|νσ), adopting
approximate coefficient cHFX and operator f (⃗r12) for hybrid
and range-separated functionals. FXC is exchange-correlation
(XC) potential. The fluctuating charges q are obtained by
solving FQ equation (shown in SI), and they depend on the
density matrix implicitly because a part of them is induced by
electrons’ charge density. V describes the interaction between
fluctuating charges and electrons, and its elements are

Vm,µν =−
∫

χµ(r′)
gm(r;rm)

|r− r′| χν(r′)drdr′. (14)

The Gaussian distribution gm(r;rm) is presented in Eq.3 and
it serves as a 1s orbital. Therefore Eq. 14 is a three-center-
two-electron integral.

If time-dependent electric field is applied on the equili-
brated composed system, the electron density of the QM
molecule is induced to change under the influence from both
external field and local field produced by the PMNP. We use
RT-TDDFT method to describe the time evolution of QM part,
and the evolution of PMNP is calculated via TD-ωFQ. In the
generalized nonorthogonal AO basis sets, the EOM of reduced
density matrix is expressed as45,57

i
∂P(t)

∂ t
= S−1FP−PFS−1 − iγ[P(t)−P(0)], (15)

where S is the overlap matrix. The third term in the right-
hand-side of TDKS equation is a phenomenological descrip-
tion of damping of density matrix where γ represents damping
rate. The concrete form of the dissipation term and the numer-
ical integration method to solve TDKS equation are discussed
in Appendix A.

The time-dependent Fock matrix is

F(t) = F0(P(t))−M · E⃗ext(t)+V†qsca(t)+V†qpol(t). (16)

In this work, adiabatic approximation is adopted so that the
XC functional is just the ground state one. We would em-
phasize that the ground state fluctuating charges q0 have been
set frozen in F0, that is, only the two-electron term is time-
dependent:

F0(P(t)) = h+G(P(t))+V†q0. (17)

M is the dipole matrix. The time-dependent fluctuating
charges are made up of two parts, qsca(t) and qpol(t), and
their evolution follows Eq.11 under corresponding potentials.
qsca(t) is directly induced by external field Eext(t), which
attributes to the “near field effects” proposed by Jensen.38

qpol(t) stems from the induced charge density, more precisely,
the induced electric potential of QM molecule, and can be
thought as the “image field”. The QM electric potential acting
on the atom m of MNP can be calculated in the AO basis

δϕ
QM
m (t) = ∑

µν

δPµν(t)Vm,µν . (18)

In conclusion, in our RT-TDDFT/TD-ωFQ computation, the
MNP experiences the actions from two sources: external field
Eext(t) and QM induced electric potential δϕQM(t). Two
groups of polarization charges qsca(t) and qpol(t) are induced
respectively under these two sources. Then the charges qsca(t)
and qpol(t) of MNP, plus external field Eext(t), serve as time-
dependent perturbations to QM molecule as described by Eq.
16.

C. The Absorption Cross Section of the Molecule in the
Proximity of MNPs

When a molecule is in the proximity of MNPs, the field
acting on the molecule which interacts with MNPs includes
the incident laser field and the scattered field produced by the
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MNPs. Therefore the light absorption of QM molecule in-
cludes two parts of contributions, and the corresponding ab-
sorption cross section can be written as29

σ(ω) =
4πω

c

Im
[∫

drδρ
∗(r,ω)ϕ tot(r,ω)

]
∣∣Eext(ω)

∣∣2 . (19)

Here δρ(r,ω) is the charge density of QM molecule induced
by ϕ tot(r,ω), which is composed of two terms, ϕext(r,ω)+
ϕsca(r,ω). The first one is external electric potential and
the second is the potential arisen by the scattered field of
MNPs. The contribution of image potential ϕpol or qpol has
been neglected by assuming that it’s contribution is small.
With respect to the partition of ϕ tot(r,ω), we then divide
this absorption cross section into two parts σ ext + σ sca. In
the first term, as long-wavelength approximation is applied,
ϕext(r,ω) =−r ·Eext(ω), and

σ
ext(ω) =−4πω

c
Im

[
δ µ

∗(ω) ·Eext(ω)
]∣∣Eext(ω)

∣∣2 , (20)

where δ µ(ω) is induced electric dipole in the frequency do-
main

δ µ(ω) =
∫

rδρ(r,ω)dr. (21)

The potential of scattered near field can be calculated via
the fluctuating charges

ϕ
sca(r,ω) = ∑

m

∫ qsca
m (ω)gm(r′;rm)

|r− r′| dr′, (22)

and δρ(r,ω) can be calculated by

δρ(r,ω) =−∑
µν

δPνµ(ω)χ∗
µ(r)χν(r). (23)

Then the second term in cross section is

σ
sca(ω) =

4πω

c

Im
[
∑
m

∑
µν

δP∗
µν(ω)Vm,µν qsca

m (ω)

]
∣∣Eext(ω)

∣∣2
=

4πω

c

Im
[
∑
m

δϕ
ele∗
m (ω)qsca

m (ω)

]
∣∣Eext(ω)

∣∣2 .

(24)

In the above context, δ µ(ω) and Eext(ω) are obtained via the
fast Fourier transform (FFT) of δ µ(t) and Eext(t) respectively.
However, for δϕele

m (ω) and qsca
m (ω), they are calculated di-

rectly via the numerical integration during the propagation of
RT-TDDFT simulation

δϕ
ele
m (ω) =

∫ tmax

0
δϕ

ele
m (t)eiωt dt, (25)

qsca
m (ω) =

∫ tmax

0
qsca

m (t)eiωt dt. (26)

Otherwise, one would have to save all data of δϕele
m (t) and

qsca
m (t) in disk, which is slow and requires a lot of storage

space.
On the other hand, for MNP, we calculate its absorption

cross section in normal way, i.e.

4πω

c
Im

[
δ µµµMNP(ω)

Eext(ω)

]
, (27)

where the total induced dipole of MNP is δ µµµMNP(ω) =

∑m rm
[
qsca

m (ω)+qpol
m (ω)

]
. The reasons why we calculate the

dipole of MNP this way include both theoretical and technical
aspects. We would assume that the molecular dipole induced
by the incident external electric field is relatively small, and
normally it is difficult to single out the direct response term of
a molecule from its density matrix P(t).

III. RESULTS

The ωFQ is first implemented as standalone C++ code, then
its time-domain formalism is added into a development ver-
sion of Q-Chem package58 to be coupled with TDKS module.
The values of parameters of ωFQ used in this work are listed
in Section S2 in SI. The undamped TDKS implementation (in-
cluding various time propagation algorithm) in Q-Chem was
developed by Zhu et al.59,60 We add the dissipation propagator
on the basis of their implementation.

The molecular coordinates of HSiF come from Ref. 61, and
the geometry of BODIPY is optimized at the theoretical level
of B3LYP62/def2-SVP63. The structures of sodium nanoparti-
cles and nanorods are generated using the Atomic Simulation
Environment (ASE) Python module.64 Because ωFQ does not
account for the plasmon response of d-electron, which is sig-
nificant for the plasmonic metal like gold and silver, in this
work we only consider sodium MNPs. The RT-TDDFT/TD-
ωFQ method does not consider the charge transfer between
the molecule and the MNP, so in all the examples we show,
the nearest distance between the molecule and the MNP’s sur-
face is at least 5 Å.

A. Validation of TD-ωFQ

Since the TD-ωFQ is directly derived from its origi-
nal frequency-domain formalism via Fourier transform, one
would expect that they produce equivalent results given the
same set of parameters. Here we select a sodium nanorod
containing 515 atoms (the longitudinal length is about 60 Å)
to calculate its absorption spectrum. The longitudinal axis of
nanorod is parallel to z-axis. For frequency-domain ωFQ, we
scan the frequency of the perturbing harmonic electric field
which is z-polarized, and solve the dipolar response δ µz(ω)
of nanorod at the corresponding frequency

δ µz(ω) = ∑
m

rm,zqsca
m (ω). (28)
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FIG. 1. Comparison of results calculated by the time-domain and frequency-domain ωFQ for a sodium nanorod. The upper parts are calculated
using unscaled parameters and lower parts are those with the parameters scaled by a scaling factor of 0.415.

Then the frequency-dependent polarizability is calculated via
the simple expression

αzz(ω) =
δ µz(ω)

Eext
z (ω)

. (29)

As shown in Fig. 1(b), the unchanged σ0 and τ give a sharp
absorption peak near 1.73 eV. And if we scale the value of
σ0 and τ by 0.415, which is given by our fitting formula, the
full width at half maximum (FWHM) of spectral peak slightly
increases, as illustrated in Fig. 1(d).

In TD-ωFQ calculation, we apply a narrow Gaussian
wavepacket form of electric field, E(t) = exp[−(t− t0)2/2σ2]
where t0 = 0.6fs and σ = 0.14fs. The time-variant induced
dipole δ µz(t) at each step of propagation is calculated. The
time step of simulation is set to be 0.1 a.u.. Then we ap-
ply FFT for both external field and induced dipole to obtain
their frequency-domain values, and calculate the frequency-
dependent polarizability. From Fig. 1(b) and (d), it is
clear that the profiles of the imaginary part of polarizabil-
ity from frequency-domain and time-domain ωFQ are well
superposed, which validates the correctness of time-domain
implementation. The time-dependent induced dipoles with-
out and with scaling are plotted in Fig. 1(a) and (c) respec-
tively. Comparing these two situations, one can find that the
scaling of parameters can change the decay rate of induced
dipoles, which may bring important influence to the dynamics
of PMNP/absorbed molecule system.

B. The Absorption Spectrum of HSiF

The first example is the HSiF molecule absorbed on the
icosahedral Na1415 nanoparticle. HSiF is a closed-shell small
molecule and its main low-energy absorption peak located at
around 3.0 eV perfectly overlaps with that of plasmonic res-
onance excitation of Na1415. The geometric configuration of
HSiF/Na1415 is shown in Fig. 2(a). They are stacked along the
z-direction (the plane of HSiF is perpendicular to z-axis), and
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FIG. 2. (a) A depiction of the HSiF/Na1415 system. (b) The absorp-
tion spectrum and S0 → S1 transition dipole of isolated HSiF. (c)
Absorption and (d) field enhancement spectrum of Na1415

.

the distance between the center of mass (COM) of HSiF and
the closed Na atom is 5 Å. All ωFQ results for Na1415 in this
section are calculated using the scaling factor of 0.0786 as the
radius of nanoparticle is about 21.9 Å.

We first calculate the absorption spectrum of an isolated
HSiF molecule using RT-TDDFT at the HF/def2-SVPD65

level of theory, and only the transition along the z-direction
is considered. The time step of RT-TDDFT propagation is
0.02 a.u. (0.48 as), and the total time of simulation is 190 fs.
The damping rate γ0 = 5× 10−4 a.u. (0.003 fs−1) is used to
represent vibrational relaxation. The calculated excitation en-
ergy of S1 state is 3.1704 eV which is close to the reference
result 3.07 eV at CC3/aug-cc-pVTZ level.61

The response properties of a single Na1415 MNP which are
calculated via frequency-domain ωFQ are also presented. In
Fig. 2(c), the lineshape of isotropic absorption spectrum is
plotted. The vertical lines are transitions calculated using
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FIG. 3. The induced dipoles of HSiF in (b) isolated case and (b) near
the PMNP due to an external field (a).

the unscaled parameters. It is obvious that the absorption of
Na1415 covers a wide range of energy. The most intense tran-
sition occurs at the frequency of 3.35 eV, and a slightly lower
peak is at 3.19 eV. The absorption peak of HSiF is superposed
with the absorption of Na1415 as hinted by the star marker.
We also study the electric field enhancement of Na1415 by ap-
plying a uniform field along the z-direction and calculate the
scattered field at the COM of HSiF. The enhancement is char-
acterized by the following quantity

λzz(ω) =
Esca

z (ω)

Eext
z (ω)

. (30)

The λzz of Na1415 is plotted in Fig. 2(d) including both real
part and imaginary part. Unlike absorption spectrum, the field
enhancement is stronger for low energy transitions than for
higher energy transitions, because the scattered field gener-
ated by the former transitions is localized on the vertex of
MNP, while the scattered field of the latter tends to be lim-
ited within the volume of MNP.66–68

Then the composite system of HSiF/Na1415 is studied
using hybrid RT-TDDFT/TD-ωFQ method. An incident
field of Gaussian envelope style Eext(t) = Eext

0 exp[−(t −
t0)2/2σ2]cos[ω0(t − t0)] is applied to excite this system. The
polarization direction of field vector E0 is z-direction and its
magnitude is 1×10−5 a.u.. The central frequency ω0 of field
is 3 eV. t0 = 5fs and σ = 1.03fs where the latter corre-
sponds to FWHM of 1.5 eV in frequency domain. The set-
tings for RT-TDDFT simulation are identical to the isolated
HSiF described in the above context. Fig. 3 shows the in-
duced dipoles of an isolated HSiF molecule and the one near
the PMNP. There are three points worth discussing. First, one
can easily find that when HSiF is absorbed on MNPs, the
maximum amplitude of the induced dipole is approximately
5 times larger than that in isolated system. This result is
straightforward since Na1415 nanoparticle produces enhanced
near field at the position of HSiF. The second difference is
the decay rate of induced dipole. For the isolated case, the
envelope of induced dipole exhibits exponential decay, and

we obtain the decay rate by fitting. The fitted value of rate
is 5× 10−4 a.u., and it is equal to γ0 we have set in advance,
which validates our implementation of dissipation propagator.
In contrast, when HSiF is close to a MNP, its decay rate is
8.104× 10−4 a.u. (0.005 fs−1). This means that the presence
of MNP enables a new energy relaxation pathway whose de-
cay rate is 3.104×10−4 a.u.. The last point is the phase shift
of temporal induced dipoles due to exciton-plasmon interac-
tion. In this example, the phase shift is about π/2, and we will
see later that it can cause interference pattern in spectral lines.

The extra nonradiative decay is due to the energy transfer
from HSiF to Na1415.69 In the frequency domain, the expres-
sion of rate is70–72

γρ =−∑
m

Im[qm(ρeg)]ϕ(rm,ρeg). (31)

qm(ρeg) is the fluctuating charge induced by molecular transi-
tion density ρeg at the transition frequency, and ϕ(rm,ρeg) is
the electric potential generated by ρeg at the position of charge
qm. On the other hand, in the commonly used point-dipole
approximation, the rate is expressed using electric transition
dipole moment µeg instead

γµ = Im[E(µeg)] ·µeg, (32)

where E(µeg) is the scattered field of PMNP induced by µeg.
Within the frequency range we study, HSiF is excited to

its S1 states. To calculate the decay rate from the frequency-
domain perspective, the transition density and transition
dipole moment of S1 states are obtained from the linear re-
sponse calculation of an isolated HSiF at the same level of the-
ory. For transition density, the result is γρ = 3.139×10−4 a.u.,
and for transition dipole moment, γµ = 2.734×10−4 a.u.. We
find both expressions match well with the RT-TDDFT/TD-
ωFQ results, however the rate calculated via transition den-
sity is closer. It can be seen that the deviation of point-dipole
approximation from the atomistic description exists even for
small molecule.

In Fig. 5, we show the overall absorption spectrum of HSiF.
It is partitioned into two terms σ ext and σ sca, which are inter-
preted as energy dissipation from the external field and the
scattered near field, respectively. The profile of σ ext shows
asymmetric lineshape. This is the result of the phase shift
of dipoles.73 The main contribution of optical absorption is
from σ sca. A shown in panel (b), the spectral line of σ sca fea-
tures a peak with great magnitude and a shallow dip on the
left of that peak. The total absorption spectrum of HSiF ab-
sorbed on Na1415 is the combination of the above two parts.
It is clear that the optical absorption of HSiF is largely en-
hanced for about 25 times comparing to the isolated one. And
slight blue shift is observed in the absorption peak which also
reflects the interaction between excited HSiF and plasmonic
Na1415.

We could also look into the absorption spectrum of Na1415
in the interacting system. The total response of Na1415 also
consists of two terms, qsca due to external field and qpol due to
excited molecule, and their corresponding dipoles are plotted
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FIG. 4. The induced dipoles of Na1415 in the HSiF/Na1415 composite system: (a) induced by external field, (b) induced by HSiF. (c) The total
absorption of Na1415 in composite system is plotted in solid line, and the absorption of isolated Na1415 is plotted in dotted line for comparison.
(d) The spectral ratio σratio = σ/σiso.

in Fig. 4(a) and (b). The total absorption cross section is plot-
ted as the solid line in Fig. 4(c). For comparison, the cross
section of isolated Na1415 (which is directly derived from the
qsca part of dipoles) is drawn in dotted line. Since the pertur-
bation from the nearby exciton is weak, the spectral line of
MNP does not show significant changes. To clearly resolve
the detailed change in lineshape, we define the spectral ratio
σratio = σ/σiso, and plot it in the (d) panel of Fig. 4. The
asymmetric interference pattern at the HSiF excitation fre-
quency and the weak enhancement around 2.4 eV emerge in
the spectral line, and they are ascribed to the exciton-plasmon
coupling.74,75

C. The Absorption Spectrum of BODIPY

To show the edge effect of MNP, in this section we present
a brief example made up of BODIPY and Na5083 icosahedral
MNP. The DFT XC functional and basis set used for BOD-
IPY are B3LYP and def2-SVP, respectively. The decay rate
is set 1× 10−3 a.u. (0.007 fs−1) for RT-TDDFT, and the scal-
ing factor 0.118 is adopted in ωFQ part. The excited states of
BODIPY involved in the exciton-plasmon interaction include
S1 (3.19 eV) and S2 (3.69 eV), and their corresponding tran-
sition dipoles are shown in Fig. 6. Both transition dipoles are
aligned along the long axis of BODIPY.

We consider two configurations: BODIPY close to the edge
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FIG. 5. The absorption spectrum of HSiF absorbed on Na1415. The
total cross section σ tot in (c) is the summation of (a) σ ext and (b)
σ sca. The cross section of isolated HSiF is also plotted in (c) for
comparison where its value is scaled by 25 for clarity.
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FIG. 7. Depictions of (a) Edge-configuration and (d) Vertex-
configuration of BODIPY/Na5083 where the closest distance between
BODIPY and Na5083 is 5 Å. Field enhancement spectrum of E-
configuration at (b) the point of 5 Å away from the boundary of
MNP, and (c) the COM of BODIPY. Field enhancement spectrum
of V-configuration at (e) the point of 5 Å away from the boundary of
MNP, and (f) the COM of BODIPY.

(E) and the vertex (V) of Na5083. In both configurations, the
long axis of BODIPY is parallel to the x-axis, and BODIPY
approaches MNP along the x-axis. Fig.7 (a) and (d) denote the
E- and V-configuration with the closest distance being 5 Å, in
which the distance is defined as the separation between the
leftmost H atom of BODIPY and the MNP boundary.
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The enhanced absorption spectra of BODIPY in two config-
urations computed by RT-TDDFT/TD-ωFQ method are dis-
played in the left and right columns of Fig.8, respectively.
For E-configuration, the asymmetric line shape appears at
both S1 and S2 excitation frequencies in σ ext term. In con-
trast, since the phase delay of near field is equal to π , σ ext

of V-configuration has a interference dip at S2 excitation fre-
quency. The line-shapes of σ sca and σ tot in two configurations
are quite different: both S1 and S2 absorption peaks are ef-
fectively enhanced in E-configuration, while only S1 peak is
conspicuous in V-configuration.

To explain the above different enhancement behavior ex-
hibited in the absorption spectra, we calculated the the field
enhancement factors at two points for both E- and V- config-
urations (assuming the uniform external electric field is ap-
plied along x-direction). Both points lie on the x-axis, and
the first one lies in the location of the closest H atom (5 Å
away from the boundary of MNP), while the further point is
on the COM of BODIPY (about 9.45 Å from the boundary).
As Fig.7 shows, the field enhancement factors are very much
dependent on the molecular locations. The larger is the sur-
face separation, the smaller is the field enhancement. The near
field shows the well-known non-uniform characteristics. In E-
configuration, the most intense near field generated at the edge
of MNP covers the excitation frequencies of BODIPY S1 and
S2 states, of which the excitation frequencies are presented by
the dashed lines as shown in Fig.7 (b) and (c). Comparing
the spectral lines at two points, near field at the edge of MNP
attenuates as the distance increases, showing its non-uniform
characteristics, and the overall shape of spectral lines change
slightly. The field enhancement spectra of V-configuration,
plotted in Fig.7 (e) and (f), show different traits. The maxi-
mum value of near field is greater and emerges at lower fre-
quencies in V-configuration case. Therefore only the S1 ab-
sorption of BODIPY is effectively enhanced. And from 5 Å

to 9.45 Å, those near field localized on the vertex attenuates
dramatically.

IV. CONCLUDING REMARKS

In this work, we propose the hybrid RT-TDDFT/TD-ωFQ
method for the description of electron dynamics and the calcu-
lation of absorption spectrum of the molecule-PMNP coupled
system. We transform the original ωFQ method derived in fre-
quency domain to time domain, in which the system of linear
equations is replaced by the equation-of-motion. The time-
domain formalism of ωFQ allows us to calculate the real-time
response of PMNPs. At fist, the correctness of TD-ωFQ is
demonstrated by the comparison between the results yielded
by the frequency-domain and time-domain ωFQ. In the RT-
TDDFT part, we use the language of orbital rotation to derive
the specific form of the dissipation term. With the addition
of dissipative propagator, we can include dissipation in situ
in the RT-TDDFT simulation, although phenomenologically,
instead of artificially applying damping function after the cal-
culations.

The RT-TDDFT/TD-ωFQ method is firstly applied to the
weakly coupled HSiF/Na1415 system. In this case, the in-
clusion of exciton-plasmon interaction leads to the additional
pathway of nonradiative energy transfer in the electron dy-
namics of exciton. Enhancement of molecular absorption
spectrum and Fano asymmetric interference pattern are also
observed in our simulation. In the BODIPY/Na5083 example,
we investigate the edge effect of the MNPs. The plasmon near
fields that localized on the edge and vertex of MNP have dif-
ferent field gradients, and show different performance of en-
hancing the absorption spectrum of the nearby molecule. Our
RT-TDDFT/TD-ωFQ method provides a useful and afford-
able tool to study the electron dynamics of the light-molecule-
PMNP system. It may also be feasible for exploring strongly
coupled exciton-plasmon systems.

However there are two limitations in the current RT-
TDDFT/TD-ωFQ method. First we do not include interband
excitations of MNP which is described by the metal polariz-
ability. To do that, we should couple TDKS equation with
ωFQFµ model. The extension of ωFQFµ to time-domain
may be feasible by adopting the generic dielectric function
technique.30 The second point is that the charge transfer ef-
fect between molecule and MNPs is in the absence, which is a
nonnegligible effect when the wavefunction of molecule and
MNP can effectively overlap.

SUPPLEMENTARY MATERIAL

See the supplementary material for the fitting expression
of scaling factor and the validation of the implementation of
dissipative propagator.
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Appendix A: Dissipative TDKS Equation

The Liouville-von Neumann (LvN) equation of TDKS in
molecular orbital basis including a phenomenological descrip-
tion of dissipation is given as

dP′
pq

dt
=−i[F′(t),P′(t)]pq − γpq[P′

pq(t)−P′
pq(0)], (A1)

where γpq is the damping rate of element P′
pq(t). This form

of LvN equation includes two processes of the evolution of
density matrix. The first part is the ideal evolution

dP′
pq

dt
=−i[F′(t),P′(t)]pq, (A2)

which is usually numerically integrated using the unitary
propagator

Pn+1 = Û (tn,∆t)Pn = U(tn,∆t)PnU†(tn,∆t). (A3)

In this work, the modified midpoint unitary transformation
(MMUT) method76 is used.

The second part is dissipative, corresponding to the relax-
ation of P′

pq(t) to its equilibrium value P′
pq(0)

dP′
pq

dt
=−γpq[P′

pq(t)−P′
pq(0)]. (A4)

However, there are two problems to be solved before we in-
clude the dissipative part in the TDKS. The first aim is to de-
termine the actual value of γpq. To do so, we review the or-
bital rotation description of the undamped TDKS. The time-
evolution of a single Slater determinant wavefunction can be
viewed as orbital rotation acting on the equilibrium wavefunc-
tion (i.e. SCF converged wavefunction)77

Ψ(t) = U(t)Ψ0, (A5)

where the unitary transform matrix reads

U(t) = exp
(

0 −Θ†(t)
Θ(t) 0

)
. (A6)

The orbital rotation parameter matrix Θ(t) is a complex ma-
trix, and its shape is Nvir ×Nocc. Based on Θ(t), the time-
dependent density matrix is

P′(t) =


cos2

√
Θ†(t)Θ(t)

sin
[

2
√

Θ†(t)Θ(t)

]
2
√

Θ†(t)Θ(t)
Θ†(t)

Θ(t)
sin
[

2
√

Θ†(t)Θ(t)

]
2
√

Θ†(t)Θ(t)
sin2

√
Θ(t)Θ†(t)

 .

(A7)
Here we approximate the expression of P′(t) up to second-
order with respect to Θ(t)

P′(t) =
(

Ioo 0
0 0

)
+

(
0 Θ†(t)

Θ(t) 0

)
+

(
−Θ†(t)Θ(t) 0

0 Θ(t)Θ†(t)

)
+O(Θ3).

(A8)

The above expression is valid as long as the perturbation is not
extreme. And in the case of weak field, even the first-order ap-
proximation (linear response approximation) is enough. We
could assume that the orbital rotation goes back to null ex-
ponentially, i.e. we let Θ(t)e−γt to replace Θ(t). Here the
decay rate of all elements of Θ(t) are identical. As a result,
the damped time-dependent density matrix should have the
following form (up to second-order)

P′(t) =
(

Ioo −Θ†(t)Θ(t)e−2γt Θ†(t)e−γt

Θ(t)e−γt Θ(t)Θ†(t)e−2γt

)
+O(Θ3).

(A9)
It is found that the decay rate is 2γ for OO-block and VV-
block, and γ for OV-block and VO-block. Then we can con-
clude that the concrete form of dissipative part should be

dP′

dt
=

(
0 −γ

−γ 0

)
· [P′(t)−P′(0)] 1-order (A10)

dP′

dt
=

(
−2γ −γ

−γ −2γ

)
· [P′(t)−P′(0)] 2-order (A11)

where the symbol · denotes elementwise multiplication be-
tween matrices.

The next issue is the numerical integration method for the
TDKS LvN equation after introducing the dissipative part. In
this work, we assume that the decay rate of QM molecule is
relatively small, that is, weak dissipation. We can adopt oper-
ator splitting technique so that the evolution of density matrix
for Eq.A1 is78

Pn+1 = D̂(tn,dt/2)◦ Û (tn,dt)◦ D̂(tn,dt/2)Pn, (A12)

where the symbol ◦ denotes operator composition. D̂(tn,dt)
is the propagator for Eq. A10 or Eq. A11. The midpoint rule
is used to derive the dissipative propagator (take the second-
order case as an example)

P′
n+1 −P′

n

dt
=

(
−2γ −γ

−γ −2γ

)
· [P′(tn +dt/2)−P′(0)]

=

(
−2γ −γ

−γ −2γ

)
·
[1

2
P′

n+1 +
1
2

P′
n −P′(0)

]
.

(A13)
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After simple algebraic derivation, the dissipative propagator
for the second-order approximation of density matrix is

Pn+1 = D̂(tn,dt)Pn

=


1− γdt
1+ γdt

1− γdt/2
1+ γdt/2

1− γdt/2
1+ γdt/2

1− γdt
1+ γdt

 ·Pn +

 2γdt
1+ γdt

Ioo 0

0 0

 ,

(A14)

and for first-order approximation

Pn+1 = D̂(tn,dt)Pn

=


0

1− γdt/2
1+ γdt/2

1− γdt/2
1+ γdt/2

0

 ·Pn. (A15)

It is worth noting that the propagator D̂(tn,dt) for both cases
preserves the trace of density matrix, i.e. the number of elec-
trons.
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