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Abstract

In this work, we investigate the capability of
using real-time time-dependent density func-
tional theory (RT-TDDFT) in conjunction with
a complex absorbing potential (CAP) to simu-
late the intermolecular Coulombic decay (ICD)
processes following the ionization of an inner-
valence electron. We examine the ICD dynam-
ics in a series of non-covalent bonded dimer
systems, including H,O-H,O, HF-HF, Ar-H,O0,
Ne-H,0O and Ne-Ar. We consider an initial
state generated from an inner-valence excita-
tion on either monomer within each dimer, as
the monomers are symmetrically not equiva-
lent. In comparison to previous RT-TDDFT
studies, we show that RT-TDDFT simulations
with a CAP correctly capture the ICD phe-
nomenon in systems exhibiting a stronger bind-
ing energy. The calculated time-scales for ICD
of the studied systems are in the range of 5-50
fs in agreement with previous studies. How-
ever, there is a break-down in the accuracy of
the methodology for the more weakly bound,
pure van der Waals bonded systems. The ac-
curacy in the former is attributed to both the
use of the CAP and the choice of a long-range
corrected functional with diffuse basis func-
tions. The benefit of the presented real-time
methodology is that it provides direct time-
dependent population information without ne-

cessitating any a-prior: assumptions about the
electronic relaxation mechanism. As such, the
RT-TDDFT/CAP simulation protocol provides
a powerful tool to differentiate between com-
peting electronic relaxation pathways following
inner-valence or core ionization.
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The ionization of an inner valence or core
electron can initiate competing electronic re-
laxation pathways that occur on an ultra-fast
timescale, such as Auger-Meitner, intermolec-
ular Coulombic decay (ICD), and electron-
transfer mediated decay (ETMD) processes. '3
These processes play an important role in
surface-science fragmentation and biological
systems;*5 the initial electron dynamics gov-
erns the subsequent fragmentation product dis-
tribution due to the Coulomb explosion of
charged species in close proximity. In gen-
eral, the majority of theoretical analysis of such
processes has relied on static electronic struc-
ture calculations involving analyzing the ion-
ization spectrum,®® density of states,” or the
broadening of the electronic states through non-
Hermitian techniques. 1012

However, with the advent of attosecond spec-
troscopy, it is now possible to have experi-
mentally time-resolved observation of ultra-fast
processes with sub-femtosecond resolution. ?1°
Therefore, there is a benefit to develop practi-
cal simulation methods that go beyond static
techniques and can more directly report on
such experiments. Real-time electronic struc-
ture methods, that directly solve for the time-
propagation of the electronic wavefunction, pro-
vide a powerful class of techniques to accom-
plish such a goal.1®3® In the context of elec-
tronic relaxation dynamics, a few highly ac-
curate real-time studies have been performed
on small systems, such as using the wave
packet propagation method to simulate ICD
in the Ne-Ar system?®’ and ab-initio dynami-
cal calculations to simulate acetylene dimer sys-
tems.*? Additionally, a few studies have used
RT-TDDFT with various levels of success.* 47

In this work, we develop a practical simula-
tion protocol to use RT-TDDFT to simulate
the real-time ICD dynamics following an inner-
valence ionization event. The ICD process in-
volves initial ionization of a low lying electronic
level. The hole left behind is filled from an elec-
tron in a higher lying electronic level on the
same molecule. The energy released from this
relaxation process is transferred to a neighbor-
ing molecule to ionize that molecule.® In com-
parison to previous work, we employ a CAP
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to account for the ionized secondary electron
and a tuned long-range corrected functional
with diffuse basis functions to accurately cap-
ture the dynamics. Figure 1 presents the vari-
ety of different dimer systems we examine in-
cluding both hydrogen-bonded and pure van
der Waals bonded systems. The nuclear ge-
ometry for each dimer was obtained from the
global minimum at the CCSD(T) level of theory
from the corresponding references: H,0-H,0,8
HF-HF,* Ar-H,0,%® Ne-H,0,%° and Ne-Ar.%!
Each dimer is asymmetric, either due to involv-
ing two different species or due to the asym-
metric hydrogen-bonding geometry in the case
of HyO-H,O and HF-HF. Therefore, to desig-
nate the two molecules in H,O-H,O and HF-
HF we label one molecule as p-donor and one
as p-acceptor corresponding to the hydrogen-
bonding donor and acceptor in the dimer. As
will be discussed, we examine the electron re-
laxation dynamics following the inner-valence
ionization of each molecule in the dimers.

We perform the following procedure to ini-
tialize the electronic system to account for the
initial inner-valence ionization. First, we per-
form a ground-state DFT calculation using the
CCSD(T) geometries provided in Fig. 1. These
calculations, as well as the subsequent real-time
calculations, are performed using LC-PBE*,52
where the * indicates that we tune the range-
separation parameter. Previous work has il-
lustrated the importance of using a long-range
corrected functional, or at least some amount
of exact exchange, to appropriately account
for charge dynamics.*4%3% We use the aug-cc-
pVDZ basis® for the molecule which will con-
tain the initial hole (the trigger molecule), while
the d-aug-cc-pVDZ®® is used for the molecule
that will be ionized during the ICD process
(the target molecule). However, given that
the d-aug-cc-pVDZ basis does not exist for Ar,
we instead use the def2-TZVPPD%® basis for
the Ne-Ar system. We find that it is neces-
sary to incorporate extra diffuse functions on
the target molecule to more accurately describe
the secondary ionization, though it is unneces-
sary to include the larger basis on the trigger
molecule. Second, we generate the initial hole
in the desired molecular orbital (MO) by man-

https://doi.org/10.26434/chemrxiv-2024-60ngs ORCID: https://orcid.org/0000-0003-3468-0481 Content not peer-reviewed by ChemRxiv. License: CC BY-NC 4.0


https://doi.org/10.26434/chemrxiv-2024-60ngs
https://orcid.org/0000-0003-3468-0481
https://creativecommons.org/licenses/by-nc/4.0/

Hydrogen Bonded Systems

(p-donor) (p-acceptor)

Y

(p-acceptor)

FI__

(p-donor)

= = —‘ 2.742

2.913 } J

H20 - H;0 HF- HF

Non-Hydrogen Bonded Systems
3.500 . 3.400 _ . 3.490
- - - - \“ N —-— aas mmm A

J - A
| Ar - H,0 Ne - H,0 Ne - Ar

Figure 1: The geometry of the dimer systems investigated in this work including hydrogen-bonded
(top) and non-hydrogen bonded (bottom) dimers. The heavy-atom internuclear distances are shown
in A. The monomers within the hydrogen-bonded dimers are designated as either proton donor (p-
donor) or proton acceptor (p-acceptor) based on the geometry.

ually changing the occupancy of that orbital in
the 1-electron reduced density matrix (1IRDM)
obtained from the ground-state calculation; we
find that the inner-valence MOs are well local-
ized in all cases making this choice relatively
unambiguous. Full details of this procedure,
including how we tune the range-separation pa-
rameter within LC-PBE*, and an investigation
into our choice of functional and basis, are pro-
vided in the SI.

The real-time dynamics following the ini-
tial inner-valence ionization are simulated using
RT-TDDFT as implemented in the NWChem 57
simulation package. One of the main difficulties
in performing this simulation is how to appro-
priately account for the ionization of the sec-
ondary electron in a finite basis. To overcome
this difficulty, we use a CAP to effectively re-
move the electron from the system as has been
done to alleviate some of the numerical artifacts

observed when simulating spectroscopy using
real-time DFT.47% The modified RT-TDDFT
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equations of motion are given as,

OP'(t)
ot

where P’(t) is the IRDM and F' () is a modified
non-Hermitian DFT Fock matrix,

=F ()P'(t) - P'(O)F (1)

(1)

F'(t)

= (2)
The prime notation indicates that the matrices
are defined in the basis of orthogonalized atomic
orbitals (AOs); the relation to the density ma-
trix, P, and Fock matrix, F, in the standard
AO basis are given through the procedure of
canonical orthogonalization. 859

The damping matrix I'V(¢) is obtained from
a time-independent diagonal damping matrix

D47,53
I'(1)=C'(1)DC (1), (3)

where C'(t) corresponds to the eigenvectors of
the time-dependent Fock matrix in the orthogo-
nalized AO basis, F'(t). The diagonal matrix D
contains exponentially increasing damping pa-

Fy(t) + 4L ().
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rameters (), such that

0, if g — e < 0
= { Yoe 8Ei ) if g — g >0 (4)
To obtain the specific values for the terms 7, C,
and ¢ used to define the strength of the damp-
ing matrix, we follow an analogous protocol as
employed in the context of spectroscopic calcu-
lations. 453 Full details for the choice of these
parameters along with the final values are pro-
vided in the SI.

We analyze the real-time dynamics in terms
of (i) the occupancy of the MOs and (i) the
charge-loss on each monomer. One difficulty
arises in the former in that ICD is normally de-
scribed in terms of a local molecular orbital pic-
ture. However, the valence molecular orbitals
tend to be delocalized across both monomers.
Therefore, to analyze the electron relaxation
dynamics we rotate the time-dependent 1RDM
into the basis of ground-state MOs of each iso-
lated monomer, such that

P = CfspscC. (5)
The matrix S, is the overlap matrix of the
AOs, and C contains the MOs of each iso-
lated monomer following an orthogonalization
procedure as performed through NWChem’s
“NOSCEF” routine.

The charge-loss on each monomer is defined
as

HOMO
Charge losson A= N2 = — Z P, (6)
i=1€A

where the sum runs over the MOs associated
with monomer A. The sum is truncated at
the HOMO associated with the original ground-
state of each monomer and N7! . corresponds
to the total number of electrons on neutral
monomer A. This choice of truncation has min-
imal impact on the observed results and is em-
ployed to minimize features arising with the

choice of the CAP parameters.
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Figure 2: (a) The time-dependent charge-loss,
Eq. (6), on the water 1 (blue) and water 2
(red) monomers, which correspond to the p-
donor and p-acceptor, respectively. The total
charge-loss of the H,O-H,O dimer (black) cor-
responds to the sum of the blue and red curves.
(b) The time-dependent population of the MOs
in the isolated monomer basis, Eq. (5). (waterl
2a;: orange, waterl 1by: cyan, waterl 1bsy: ma-
genta, water2 2a,: black, water2 1by: blue, wa-
ter2 1by: grey, water2 3a;: green) Insets show
images of the MOs that are the dominant par-
ticipants in the observed ICD mechanism. The
orbitals are plotted using Multiwfn. %

We now turn our attention to the results
generated using the RT-TDDFT workflow de-
scribed above. Figure 2 presents the real-time
dynamics for the H,O dimer following initial
ionization from the 2a; MO on the p-donor
(designated as water 1), which triggers a sec-
ondary ionization on the p-acceptor (designated
as water 2). Figure 2(a) presents the total
charge-loss (black), along with the charge-loss
on water 1 (blue) and water 2 (red), Eq. (6).
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The figure illustrates that initially, water 1 is in
a cationic state, while water 2 is neutral. Wa-
ter 2 then begins to lose charge at the same
rate as the total system loses charge, while wa-
ter 1 remains neutral. This is consistent with
an ICD mechanism, indicating that our RT-
TDDFT methodology is capable of successfully
capturing the ICD process. The total charge-
loss process occurs on the order of 20 fs, fol-
lowing which the charge on water 1 and water
2 begins to oscillate back and forth. The time-
scale is in agreement with previous estimates
of the ICD process in the literature.? The total
charge-loss saturates at a value of ~1.6, which
is below the expected final value of 2. However,
given both the approximate nature of the dy-
namics and the presence of the CAP, a perfect
final value of 2 is not expected and we consider
the observed value of 1.6 a success.

We can further examine the mechanism of the
electronic decay process by analyzing the RT-
TDDEFT trajectories in more detail. Figure 2(b)
presents the time-dependence of the MO occu-
pation numbers in the isolated monomer basis,
P,;. An initial hole is generated in the 2a; MO
on water 1 (orange), which is re-populated by
an electron relaxing from the valence 3a; MO
on water 1 (red). Simultaneously, the water 2
valence 3a; (green) MO lose electron density
associated with ionization out of the MO. This
physical picture observed by the real-time dy-
namics is completely consistent with the ex-
pected ICD mechanism in the water dimer.
Furthermore, the time-scale of this whole pro-
cess occurs on the order of 20 fs in agreement
with Fig. 2(a). Following, the initial ICD
process, we observe that the charge transfer
pictured in part (a) is mainly associated with
charge transfer between the water 1 3a; and
water 2 3a; MOs.

We illustrate one of the main benefits of a
real-time investigation into electron relaxation
dynamics by also discussing the results on the
Ar-H,0 system in detail, Fig. 3. In this sys-
tem, the initial hole is generated on the Ar 3s
orbital and the water molecule is ionized during
the ICD process. Figure 3(a) plots the charge-
loss on Ar (blue) and water (red). The gen-
eral behavior, in which the Ar molecule remains
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Figure 3: (a) The time-dependent charge-loss,
Eq. (6), on Ar (blue) and water (red). The to-
tal charge-loss of the Ar-H,O dimer (black) cor-
responds to the sum of the blue and red curves.
(b) The time-dependent population of the MOs
in the isolated monomer basis, Eq. (5). (H,O
2a;: black, HyO 1b;: cyan, HyO 1bg: grey, H,O
3a;: red, Ar 3s: orange, Ar 3p,: green, Ar
3py: magenta, Ar 3p,: blue) Insets show im-
ages of the MOs that are the dominant partici-
pants in the electron relaxation dynamics. The
data shows a competition between hole trans-
fer between Ar and H,O and the expected ICD
mechanism. The orbitals are plotted using Mul-
tiwfn. 6

effectively in a single cationic state, while the
water molecule loses charge, is consistent with
an ICD process and what was observed in the
H,O dimer, Fig. 2. However, the time-scale of
ICD in the Ar-H,O system is slower, taking on
the order of 40 fs; this result intuitively makes
sense as the strength of interaction between the
non-hydrogen bonded Ar-H,O system is weaker
than in the H,O dimer. Interestingly, in com-
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Figure 4: A heat-map of the time-dependent real-space hole density, Eq. (7), of the Ar-H,O dimer.
Specifically, the plot corresponds to the two-dimensional slice of the hole den81ty corresponding
to the plane of the Ar-H,O dimer. The frames depict different times along the real-time TDDFT
trajectory illustrating that there is oscillatory hole-transfer between Ar and H,O s-like orbitals (t
= 0, 10, 20, and 27 fs), followed by an ICD mechanism to yield p-like hole densities on both Ar
and water (t = 33 and 42 fs). The hole density snapshots are plotted using Multiwfn. %

parison to the H,O dimer, Fig. 2(a) also in-
dicates additional dynamics on the time-scale
of the ICD process; the charge-loss on Ar and
water oscillate out of phase with each other as-
sociated with charge transfer between the two
species. The observed complicated dynamics
and presence of ICD in the Ar-H,O system
is consistent with previous experimental work
examining water clusters adsorbed on rare-gas
surfaces.

Further insight into the complex dynamics
is provided in Fig. 3(b), which presents the
time-dependent MO populations. The initial
hole on the Ar 3s orbital (orange) first exhibits
Rabi oscillations associated with hole transfer
to the water 2al MO (black), consistent with
the charge transfer observed in Fig. 3(a). The
Ar 3s orbital is then re-populated from electron
density relaxing from the valence Ar 3p, (blue)
and 3p, (green) orbitals, simultaneous with ion-
ization of the valence water 3al MO (red). In
this context, we observe hole-transfer compet-
ing with the expected ICD process. The discov-
ery and investigation of such competing path-
ways without any a-priori knowledge of which
pathways are important illustrates the major
benefit of real-time methodologies, especially in
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more complex systems.

To illustrate that the observed hole-transfer
dynamics is not simply an artifact of perform-
ing the analysis in the localized monomer basis,
Fig. 4 presents the time-dependent real-space
hole-density, which is insensitive to the choice
of single-particle basis used to calculate the ob-
servable. We define the time-dependent real-
space hole density as

HOMO

Z (2 = Pu(t))|gs(r)?

i=1

p(r,t) = (7)

where P;(t) is the occupation number of i-th
orbital at time t, and ¢; is the wavefunction of
the i-th orbital. In the context of Eq. (7) and
in Fig. 4, we specifically perform the sum in
the basis of the MOs of the isolated monomers,
Eq. (5); the sum runs up to the HOMO asso-
ciated with the initial ground-state calculation.
However, an analogous plot in a delocalized MO
basis provided indistinguishable results to those
observed in Fig. 4.

As shown in Fig. 4, the hole is initially lo-
cated on Ar, exhibiting a spherical density pat-
tern consistent with the 3s orbital. After 10
fs, the hole density partially transfers to the
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Figure 5: The time-dependent charge-loss, Eq. (6), for the HyO-H,O (left column) and HF-HF
(right column) dimers. The upper row corresponds to generating the initial hole on the p-donor
(blue), while the lower row corresponds to generating the initial hole on the p-acceptor (red). The
total charge-loss of the dimer system (black) corresponds to the sum of the blue and red curves.

water molecule, exhibiting a distribution con-
sistent with a localized 3al orbital. The charge
oscillation can then be observed in the snap-
shots at 20 fs and 27 fs. Following the charge
oscillation, the hole density on Ar and on wa-
ter change to distributions consistent with more
p-like orbitals at 33 fs and finally at 42 fs, in
agreement with the ICD process pictured in
Fig. 3. The knowledge of the real-space density
in comparison to the intermolecular distances
may also provide a useful analysis tool as these
parameters can have a strong influence on both
the strength of the ICD coupling and the final
Coulomb repulsion between species.*

Lastly, we examine the applicability of the
developed real-time TD-DFFT methodology to
correctly capture ICD dynamics in general sys-
tems.  Figure 5, plots the time-dependent
charge-loss the hydrogen-bonded dimers H,O-
H,0 (left) and HF-HF (right). The upper row

7

corresponds to generating the initial hole on the
p-donor (blue), while the lower row corresponds
to generating the initial hole on the p-acceptor
(red). In general, we observe that the real-time
TD-DFFT methodology correctly captures the
ICD mechanism regardless of which monomer
is initially ionized; the monomer with the ini-
tial hole stays in a cationic state, while the ini-
tial neutral monomer loses charge density asso-
ciated with the secondary ionization process.
More specifically, both cases of H;O-H,O
yield an ICD process that occurs on the or-
der of 20-30 fs; this is consistent with previous
kinetic energy release (KER) experiments that
show roughly equal kinetic energy of the ionized
secondary electron in both cases.? Similarly for
HF-HF, both cases also show a clear ICD mech-
anism that occurs slightly faster, on the order of
15-20 fs, than the HyO-H,O dimer case. This
behavior is consistent with results on the HF
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trimer that indicate that ICD is possible both
from a p-donor to a p-acceptor and the other
way around.”
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Figure 6: The time-dependent charge-loss, Eq.
(6), for (a) the Ne-HyO dimer and (b) the Ne-
Ar dimer. In both cases, the initial hole is gen-
erated on Ne (blue) and the charge-loss of the
other species is plotted in red. The total charge-
loss of the dimer system (black) corresponds to
the sum of the blue and red curves.

Figure 6 plots the time-dependent charge-
loss for two more weakly bound systems, (a)
Ne-H,O and (b) Ne-Ar. In both cases, the
initial hole is generated in the Ne 2s orbital
(blue) and the charge loss of the other species
is plotted in (red). It is expected that ICD
should occur in Ne-H,0,% while ICD in Ne-
Ar33962°65 has been well established. However,
Fig. 6 shows a break-down of the developed
RT-TDDFT methodology in correctly predict-
ing the ICD mechanism in these systems. For
Ne-H,O, Fig. 6(a), there is no energy exchange
nor secondary ionization observed. For Ne-

Ar; Fig. 6(b), there is similarly no energy ex-
change and instead the Ne atom auto-ionizes,
which should not be energetically feasible in
this system. We attribute this breakdown to
the weaker intermolecular forces in these sys-
tems, in comparison to the hydrogen bonded
systems, that are more challenging for DFT to
correctly capture. 4

In summary, we introduce a RT-TDDFT
methodology to directly simulate the ultra-
fast electron relaxation dynamics following an
inner-valence ionization in real-time.  The
methodology involves utilizing (i) a complex
absorbing potential (CAP) to remove the sec-
ondary ionized electron, (i7) a long-range cor-
rected functional with diffuse basis functions,
and (ui) a localized molecular orbital (MO)
basis to perform the analysis. We examine a
series of non-covalent bonded dimer systems,
including HF-HF, H,0O-H,O, Ar-H,O, Ne-H,O
and Ne-Ar and show that our methodology can
correctly capture the ICD mechanism in the
hydrogen-bonded and Ar-H,O systems, while
the accuracy of the methodology breaks down
in the more weakly bound Ne-H,O and Ne-Ar
systems. The presented methodology provides
a useful tool to investigate competing electron
relaxation pathways that is sufficiently efficient
to examine complex systems.
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Supporting Information Avail-

able

Details of the choice of functional, range-
separation parameters, and basis; additional re-
sults comparing different bases; details of the
choice and the values for the parameters of the
complex absorbing potential
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Initialization of the hole

We use the following procedure to generate the 1-electron reduced density matrix (IRDM),
P, that accounts for the initial ionization event: (i) We manually form a diagonal 1IRDM,
Pyio, with the diagonal elements given by either 2 or 0 corresponding to the occupied or
virtual molecular orbital (MO)s. However, we change the diagonal element for the MO
that corresponds to the ionized MO to 1 instead of 2. The MO indices correspond to those
obtained from the ground-state DFT calculation on the dimer. (i) This diagonal 1IRDM is

then rotated into the AO basis using

P = CPyoC', (1)
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where C corresponds to the MO coefficient matrix in the atomic orbital (AO) basis obtained
from the ground-state DFT calculation on the dimer. (i) This final IRDM, P, is then used
as the starting point for the subsequent real-time time-dependent density functional theory

(RT-TDDFT) calculation.

Choice of range-separation parameter

In this work we use the tuned long-range corrected LC-PBE* functional. We use a previously
developed procedure to obtain a good choice of the range-separation parameter p by min-
imizing the difference between the Koopmans’ ionization potential and the true ionization

potential. 2 This is done by minimizing the following object function

(1) = [ Pscr (1) — I Pioopman(1)| = | ESer" (12) — BsGr™ (1) + etionio (1), (2)

neutral

where the subscript SCF corresponds to a ground-state DET energy and ey (1) is the
energy of the HOMO from the neutral ground-state DF'T calculation.

This procedure is performed for the various molecules studied in the manuscript. Specifi-
cally, the range-separation parameter is chosen for each molecule based on isolated monomer
calculations. For the dimer systems, the range-separation parameter is chosen to be that
of the monomer value associated with the target molecule. The final values of the range-

separation parameter is provided in Table 1.

Table 1: The values of the range-separation parameter (1), and the CAP parameters gy and
&. The molecule refers to the target molecule in each dimer.

Molecule 1 €0 ¢
p-donor H,O 0.51 0.047 0.5
p-acceptor H,O 0.51 0.047 0.5
p-donor HF 0.64 0.024 0.1
p-acceptor HF  0.64 0.024 0.2
Ar 0.57 0.079 0.5
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Choice of parameters in the complex absorbing potential

The diagonal damping matrix, D, used in the complex absorbing potential (CAP) has ele-

ments given by

07 if Ei— € < 0
Vi = (3)
’}/Oe_g(ai_ao), ife; —eg >0

which corresponds to Eq. (4) in the main text. To obtain the specific values for the terms
Y0, ¢, and €y used to define the strength of the damping matrix, we follow an analogous
protocol as employed in the context of spectroscopic calculations. >

First, the value of vy is always chosen to be 1 Ha, and the value of v; is capped to a
maximum value of 100 Ha as was done previously.?

The value of the cut-off energy, ¢, is chosen to partition the virtual orbitals into a set of

bound or continuum orbitals based on their energy in comparison the following estimate of

the electron affinity:?

EA1 — Eanion o Eneutral (4)

EAk ~ EAl + Vp_q k= 2, 3, ce (5)

where v, corresponds to the kth TDDFT excitation of the anion. For a given value of k,
FE A, and EA;, will switch from negative to positive. The value of ¢ is chosen to match
the interpolated value between v, and vg,q, such that the electron affinity equals zero.
This procedure is performed on an isolated monomer and, analogous to the range-separation
parameter, the value for a dimer system is chosen to be that of the monomer value associated
with the target molecule. The values for each monomer are provided in Table 1.

Previous work focusing on spectroscopic calculations chose the value of the exponential
decay parameter, £, large enough to remove spurious peaks in the spectra, but not so high to
begin to alter the gross features. We take a similar tactic in the context of the calculations

presented in this work. Specifically, we choose £ to be as large as possible, but not so large
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to introduced artificial over-ionization of the system. A signature of artificial ionization is
associated with the ionization of the trigger molecule from arbitrary MOs, which should not
be an energetically feasible process in any of the systems studied herein. This is in comparison
to the clean change in MO occupation associated with the intermolecular Coulombic decay

(ICD) process presented in the main text. The final values of £ are presented in Table 1.

Functional /basis set dependence

To choose a proper functional/basis set combination for capturing the ICD dynamics, we
tested the following four combinations: LC-PBE*/aDZ-aDZ, LC-PBE*/aDZ-daDZ, LC-
PBE*/daDZ-daDZ, and CAM-B3LYP/daDZ-daDZ on the water dimer with the p-donor
acting as the trigger molecule. Here, aDZ and d-aDZ refer to the aug-cc-pVDZ and d-
aug-cc-pVDZ basis sets, while the notation basisl-basis2 corresponds to using basisl for
the trigger molecule and basis2 for the target molecule. Fig. 1 plots the charge loss on
both water molecules along with the total charge loss for all four combinations. We ob-
serve analogous behavior in all four plots in terms of both the time-scale of the ICD process
along with the final plateau values of the charge-loss on both water molecules. The exact
nature of the high-frequency oscillations after ~ 20 fs differ slightly between the different
choices. However, given that these oscillations are most likely not physically relevant, we

use LC-PBE*/aDZ-daDZ for all systems in our study.
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Figure 1: The time-dependent charge loss for the water dimer using different functional /basis
set combinations.
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