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ABSTRACT: The equilibrium dissociation constant (Kd) is a major characteristic of affinity complexes and one of the most frequently
determined physicochemical parameters. Despite its significance, the values of Kd obtained for the same complex under similar conditions
often exhibit considerable discrepancies and sometimes vary by orders of magnitude. These inconsistencies highlight the susceptibility of Kd
determination to large systematic errors, ultimately leading to misconceptions and significant misallocation of research and development
resources. It is imperative to both minimize and quantitatively assess the systematic errors inherent in Kd determination. Traditionally, Kd

values are determined through nonlinear regression of binding isotherms. This analysis utilizes three variables: concentrations of two
reactants and a fraction R of unbound limiting reactant. The systematic errors in Kd arise directly from systematic errors in these variables.
In this study, we thoroughly analyze the sources of systematic errors within these variables, aiming to mitigate their impact on Kd accuracy.
Through this analysis, we illustrate how each source contributes to inaccuracies in Kd determination. Additionally, we propose a method for
quantitatively assessing the confidence interval of systematic errors in concentrations, a crucial step towards quantitatively evaluating Kd
accuracy. While presenting original findings, this paper also reiterates the fundamentals of Kd determination, hence, guiding researchers
across all proficiency levels. By shedding light on the sources of systematic errors and offering strategies for their mitigation, our work will
help researchers to enhance the accuracy of Kd determination thereby making binding studies more reliable.

1. Introduction

Kd values of affinity complexes drive important decisions, such
as, ranking drug leads and choosing prevailing mechanisms in
cellular regulation.1-5 Correct decisions require accurate Kd values,
but Kd values determined for the same complex under similar
conditions often differ from each other by folds or even orders of
magnitude while having small relative standard deviations.6, 7 Such
large differences suggest that Kd determination is subject to large
systematic errors, or in other words, is inherently inaccurate.
Systematic errors cannot be reduced by repeating the experiment
multiple times. Inaccurate Kd values can lead to wrong ranking
orders of drug leads and, as a result, disregarding high-potency hits
while advancing low-potency ones.7-11 Such mistakes inevitably
lower the effectiveness of R&D efforts in drug development.
Inaccurate Kd values can also lead to misinterpretation of biological
results and fundamental misconceptions derailing fundamental
biological research for long times.7, 12, 13 We emphasize that Kd
values must be determined accurately, but this is often not the case.
The problem is further aggravated by the lack of a method for
quantitative assessment of Kd accuracy.

A classic way to determine Kd includes two major steps
(Figure 1A).14-17 Step 1 is experimentally building a binding
isotherm using a set of equilibrium mixtures containing two
components: a limiting component, which we term ligand (L), and
an excess component, which we term target (T). The ligand is kept
at a constant total concentration L0 across all while the total
concentration of the target T0 is varied from equilibrium mixture to
equilibrium mixture in a wide range. A binding isotherm is the
dependence of a fraction R of unbound (or bound) ligand on T0 at a
constant L0.

Step 2 in Kd determination is nonlinear regression of the
binding isotherm with a known regression model, R = F(L0, T0, Kd),
derived from the definitions of R and Kd as well as mass balance
for ligand, target, and complex. In this regression procedure, Kd is
an unknown sought parameter, L0 and T0 are known independent
variables, and R is a known dependent variable. The result of
nonlinear regression is a determined Kd value (Kd,det) and its
standard deviation  obtained under the assumption that all three
variables (L0, T0, and R) are subject to random errors only. The
value of  describes the precision of Kd,det and suggests nothing
about the accuracy of Kd,det.18, 19 In other words, the probability of
accurate Kd to be found inside of the Kd,det ±  range is unknown
and can be very low.

As Kd is not measured directly, but determined using nonlinear

regression with a known regression model, the accuracy of Kd is
defined by the accuracy of the three variables (L0, T0, and R)
(Figure 1B). Using error propagation rules, we can link the
systematic error in Kd to systematic errors in L0, T0, and R:
Kd = G(L0, T0, R, L0, T0, R). The dependence of Kd on L0 is
such that when L0 is much greater than the unknown true value of
Kd, then the relative systematic error in Kd is equal to a combination
of relative systematic errors in the variable multiplied by L0/Kd

(where Kd is its unknown true value).20 Decreasing systematic
errors in Kd thus requires decreasing both L0 and systematic errors
in the variables. As decreasing L0 is restricted by limits of
quantitation (LOQ) of instruments, decreasing systematic errors in
variables is viewed as an effective way of improving the accuracy
of Kd determination.

Minimizing the systematic error in Kd is an important task
which can be translated into minimizing systematic errors in the
variables. The drawback of such minimization is that it is blind; we
minimize the error without knowing its value. The limitation of
blind minimization is that even if all known precautions are taken

Figure 1. Schematic representations of A) determination of Kd and its
standard deviation () by nonlinear regression with three variables from the
binding isotherm (L0, T, and R) and B) propagation of systematic errors in
these variables leading to a triphasic dependence of the relative systematic
error in Kd on the ratio L0/Kd in which Kd designates its true unknown
value.20
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to minimize systematic errors in variables (and, thus, in Kd), the
resulting Kd,det may still be not sufficiently accurate for an intended
application, but we will not know that. The major problem, which
is not directly addressed in this work, is the lack of an approach for
quantitative assessment of Kd accuracy. We view the understanding
of error propagation (Figure 1B) as an important starting point in
the development of such an approach. The prospective approach
for quantitative assessment of Kd accuracy requires more than just
the minimization of systematic errors in variables; it requires their
quantitative assessment. Thus, we started the presented work with
two goals in mind: (i) minimization of systematic errors in
variables and (ii) quantitative assessment of these errors for the
prospective approach of quantitative assessment of the accuracy of
Kd. Accordingly, after providing the required theoretical
background on Kd determination and error propagation, we analyze
major sources of systematic errors in variables R, L0, and T0, and
we also identify means of minimizing these errors and study how
they can be quantitatively assessed. Below, we outline the structure
of this paper.

We start with analyzing sources of systematic errors in R and
their influence on the accuracy of Kd,det. We uncover that the first
and arguably most obvious source of systematic errors in R – a
mistaken use of non-additive signals – is widely neglected. For
example, light polarization is a non-additive signal when applied to
fluorescence since it cannot be directly decomposed into the sum
of signals contributed by the target-unbound and target-bound
ligands.21, 22 However, non-additive polarization is commonly used
instead of additive anisotropy in fluorescence-based Kd
determination, and it is often built-in as a default output signal in
commercial instrumentation.23-27 The second common source of
systematic errors in R is inadequate instrument calibration and
incorrectly determined calibration parameters, such as quantum
yields when using fluorescence intensity as signal and the grating
factor G when using anisotropy as signal. The third source of
systematic errors in R is not reaching equilibrium in the binding
reaction or saturation in the binding isotherm. We demonstrate that
all these qualitatively-distinct sources of systematic errors in R can
cause gross systematic errors in Kd,det, especially for large values of
L0/Kd.

To help researchers minimize systematic errors in R, we
(i) provide a comprehensive list of signals used in calculating R
values, with information on signal additivity, (ii) discuss in detail
how to increase the accuracies of calibration parameters, and
(iii) suggest quantitative guidance for reaching equilibrium and
saturation. When the systematic error of R is minimized, its range
can be roughly estimated by experienced experimentalists, but this
estimate can hardly be used in the accuracy assessment of Kd,det.
Unfortunately, our current results do not suggest a rational and
general approach for quantitatively assessing the systematic error
of R.

Then, we analyze sources of systematic errors in concentrations
L0 and T0. The first and most well-known source of systematic
errors in concentrations is uncalibrated measuring equipment (if
concentrations are calculated based on the weight of solid material
and volume of solvent) or an uncalibrated spectrophotometer (if
concentrations are calculated using spectrophotometry, i.e., the
Lambert-Beer law). Additionally, if concentrations are calculated
using the Lambert-Beer law, systematic errors in molar extinction
coefficients can also lead to systematic errors in concentrations.
The second common source of systematic errors in L0 and T0 is
impurities in reagents. The third source is solute adsorption to
surfaces of vials, channels, etc. We quantitatively demonstrate that
all these sources of inaccuracies of concentrations have similar and
severe effects on the accuracy of Kd,det. The systematic errors in
concentrations caused by the common sources can be minimized
by proper optimization of experimental methods. To assist
experimentalists in minimizing systematic errors in L0 and T0, we
(i) list the common procedures of calibrating measuring equipment
and rules for operating the equipment correctly, (ii) suggest

approaches to determining the purity of reagents, and (iii) discuss
measures for reducing solute adsorptions to surfaces. At last, we
also provide a checklist of measures to be undertaken when
designing experiments to avoid common mistakes and minimize
systematic errors in R, L0 and T0.

Systematic errors in concentrations can be largely reduced with
cautious method optimization but, like any other systematic errors,
they cannot be fully eliminated. In Kd-determination with nonlinear
regression, the unavoidable systematic errors in L0 and T0 are from
random errors in the concentration of stock solutions used to
prepare other solutions. Since the random error in the concentration
of a stock solution is normally distributed (in an infinite number of
stock solution preparations), the confidence interval of systematic
error in the concentration of a diluted solution (i.e., L0 or T0) can be
quantitatively assessed by measuring the random error in
concentrations of multiple stock solutions prepared from scratch.
Combined with error propagation (Figure 1B), the approach of
determining confidence intervals of the errors in L0 and T0 sets a
cornerstone for finding confidence intervals of accurate Kd in the
future.

2. Theoretical Background

2.1. Binding Reaction
We consider a 1:1 binding reaction between a target and a

ligand:
on

off
Target Ligand Complex

k

k
  (1)

where kon and koff are rate constants of complex formation and
dissociation, respectively. Kd can be defined through either these
rate constants or equilibrium concentrations of the target (T), ligand
(L), and complex (C), as follows:

off
d

on

k TLK
k C

  (2)

Lower Kd values correspond to higher complex stability. The
equilibrium concentrations are linked to each other through the
formal total concentrations of the target (T0) and ligand (L0)
according to the rules of mass balance:

0 0,T T C L L C    (3)
T0 and L0 are concentrations of target and ligand, respectively, after
mixing solutions of these two reactants but before any complex is
formed. Experimentally, T, L, and C cannot be directly measured
to determine the Kd. However, Kd can be calculated with known T0,
L0, and fraction of unbound ligand R; the latter links Kd to T0 and
L0.

2.2. Fraction R of Unbound Ligand

The determination of Kd requires experimentally finding a
fraction R of target-unbound ligand (or a fraction of target-bound
ligand, 1 – R), in the equilibrium mixture of the target and ligand:

0

LR
L

 (4)

The general procedure for finding R starts with preparing the
equilibrium mixture of the ligand and target. The procedure is
facilitated by the physical or spectral separation of the unbound
ligands from the complex. The separation is complete if the peaks
or spectra of the unbound ligand and the complex do not overlap;
otherwise, it is incomplete. The choice of a signal-processing
approach depends on whether or not the separation is complete.

Complete separation of the unbound ligand from the target-
ligand complex allows one to measure two signals from the
equilibrium mixture: one is a signal from the unbound ligand (SL)
and the other is a signal from the target-ligand complex (SC), and
express R using the two signals:16, 28, 29
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L

0 L C

L SR
L S S 

 


(5)

where φ is a factor by which the signal of ligand changes when it
binds the target, e.g., in the case of fluorescence detection, φ is the
quantum yield of the target-bound ligand relative to that of the
unbound ligand.

Only a cumulative signal S from the unbound ligand and the
target-bound ligand in the equilibrium mixture can be measured
when their separation is incomplete. Typically, R is determined
using additive signals (signal additivity is explained in detail in
Note S1), which satisfy the principle of superposition:15, 17, 30, 31

L C
0 0

L CS S S
L L

   (6)

where SL* and SC* are signals from equimolar concentrations of
pure ligand and pure complex and S is a signal from a mixture
containing both unbound ligand and complex of a total
concentration equal to that used to measure SL* and SC*. Note that,
signal being linearly dependent on concentration is a sufficient
condition for the establishment of Eq 6 (Note S2). In the case of
incomplete separation of signals from the unbound and target-
bound signals, the value of R can still be determined, but three
signals, S, SC*, and SL*, are required instead of two signals in eq 5:
15, 17, 30, 32

C

L C

S SR
S S



 





(7)

Measuring signal S for the mixture is trivial. Measuring signal SL*

for pure ligand is also trivial as SL* is the signal from the ligand in
the absence of target. Measuring signal SC* from the pure complex
in the case of incomplete separation requires that C >> L which is
achieved via using a saturating total concentration of the target in
the equilibrium mixture:

0 0 0 d,T L T K  (8)
Target solubility and a significant increase in viscosity of the
sample due to excessively high T0 may limit the ability to find SC*.
Accordingly, complete separation of the free and target-bound
ligands is preferable to incomplete separation.

2.3. General Approach to Kd Determination

There are two major approaches for finding Kd when R has been
determined. In the first approach, a formula that explicitly relates
Kd to R is used:33

0 0
d

(1 )
(1/ 1)

T L RK
R

 



(9)

This formula is obtained by solving eq 2 using mass balance
equations for both ligand and target (eq 3), and the definition of R
(eq 4). This approach requires a single value of R. Calculation of
Kd with this formula is most accurate for R approximately equal to
½.16 However, Kd values determined this way are very sensitive to
random errors of R, T0, and L0, especially when R is closer to zero
or unity than to ½ (Note S3). Therefore, an alternative approach,
which relies on nonlinear regression is typically used.

In the nonlinear-regression approach, Kd is determined by using
multiple values of R found for a constant value of L0 but different
values of T0. The dependence of R on T0 is called a binding
isotherm, which exhibits a characteristic sigmoidal shape in a
semilogarithmic presentation of the isotherm (dots in Figure 1). Kd
is then computed by fitting the binding isotherm with a theoretical
dependence of R on T0:16, 17, 34

2
d 0 0 d 0 0 d

0 0 02 2
K T L K T L KR

L L L
    

    
 

(10)

while using Kd as a fitting parameter, i.e., Kd is varied to obtain the
best fit (eq 10 can be obtained by solving eq 9 for R). An example
of the best fit of a binding isotherm is shown as a red line in

Figure 1. In the nonlinear-regression procedure, Kd is a determined
parameter, L0 and T0 are independent variables and R is a dependent
variable.

The regression model presented by eq 10 assumes that only
random errors are present in R, T0, and L0. Those errors result in a
random error of Kd,det which is reported at the output of nonlinear
regression as a standard deviation σ. The standard deviation (σ) of
Kd,det along with the mean value of Kd,det indicates the precision of
Kd,det. Importantly, it is not necessary to repeat the determination of
R for the same value of T0 to assess the random error of Kd,det.

If any of R, T0, or L0 has a systematic error, then Kd cannot be
determined accurately with a model presented by eq 10.
Furthermore, if systematic errors exist in R, T0, or L0 and their
magnitudes are unknown, then not only is Kd,det inaccurate, but also
the systematic error in Kd,det remains unknown. On the other hand,
if some information about the accuracy of R, T0, or L0 is known
then the correct regression model presented by eq 10 can help
assess the accuracy of Kd.

2.4. Propagation of Systematic Errors

The accuracy of Kd,det depends on the accuracies of L0, T0 and
R. If the values of L0, T0 and R were known accurately (i.e., had no
systematic errors), then Kd determination would be accurate (e.g.,
subject to random errors only). However, this is not the case, and
systematic errors in L0, T0, and R (designated as L0, T0, and R)
translate to the systematic error in Kd (designated as Kd) as
explained below assuming (for now) that L0, T0, and R are
known.

The manner in which L0, T0, and R are translated into Kd
is governed by the error-propagation rules. Such rules, in turn,
depend (though not critically) on whether L0, T0, and R are
strongly or weakly correlated. If they are strongly correlated (which
will be the case if similar procedures are used for the preparation
of solutions of ligand and target, and R is solely the consequence
of L0 andT0), then we can approximate the absolute value of Kd
by the following expression based on the using of error propagation
rule for fully correlated errors:

d d d
d 0 0

0 0

K K KK T L R
T L R

                       
(11)

We can apply eq 11 to the dependence of Kd on L0, T0, and R (eq 9)
and obtain:20

d 0

d d


 

K La b
K K

(12)

where a is a constant depending only on |ΔT0/T0| and |ΔR/R| while
b is a constant depending on all three relative errors: |ΔT0/T0|,
|ΔL0/L0| and |ΔR/R|.

If L0, T0, and R are weakly correlated (which will be the
case if different procedures are used for the preparation of solutions
of ligand and target, and R is independent of L0 and T0), then
we can approximate the absolute value of Kd by the following
expression based on the use of error propagation rule for fully
uncorrelated errors:

2 2 2
2 2 2d d d

d 0 0
0 0

| | K K KK T L R
T L R

                       
(13)

We can apply eq 13 to the dependence of Kd on L0, T0, and R (eq 9)
and obtain:20

2
2 2d 0 0

d d d

K L L
K K K

  
 

     
 

(14)

where  and  are constants depending only on |ΔT0/T0| and |ΔR/R|
while  is a constant depending on all three relative errors: |ΔT0/T0|,
|ΔL0/L0| and |ΔR/R|. In propagating the errors to obtain eqs 12 and
14, a single simplifying assumption was made, that the determined
(from measured signals) value of R is equal to 0.5, which leads to
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the least erroneous Kd,det.16, 20 Thus, we are considering the best-
case scenario and eqs 12 and 14 represent the lower limit for
relative systematic errors in Kd. Exact dependencies of a and b as
well as , , and  on |ΔT0/T0|, |ΔL0/L0|, and |ΔR/R| are not
important here but can be found elsewhere.20

Although eqs 12 and 14 appear different, they are similar in the
triphasic shape of |ΔKd/Kd| dependence on L0/Kd (Figure 1B). The
first phase corresponds to low L0/Kd values and is linear with
negligible dependence of |ΔKd/Kd| on L0/Kd. The reason for the first
phase to be virtually parallel to the x-axis is that the first term
prevails over the second in eq 12 and the first two terms prevail
over the third term in eq 14 for low values of L0/Kd. For phase 3,
which corresponds to large L0/Kd values, eqs 12 and 14 approach
another linear phase: |ΔKd/Kd| = b(L0/Kd) and |ΔKd/Kd| = β(L0/Kd),
respectively; that phase shows a high sensitivity of |ΔKd/Kd| to
L0/Kd. There is a non-linear transition range (phase 2) between the
two linear phases. Moreover, both eqs 12 and 14 suggest that the
minimum |ΔKd/Kd| value depends on a single parameter (a in eq 12
or α in eq 14) that is defined only by |ΔT0/T0| and |ΔR/R|, while the
sensitivity of |ΔKd/Kd| to L0/Kd in phase 3 mainly depends on a
parameter (b in eq 12 or β in eq 14) that is defined by relative errors
of all three variables: |ΔT0/T0|, |ΔL0/L0|, and |ΔR/R|.

As suggested by eqs 12 and 14, to increase the accuracy of Kd,det
(i.e., to decrease |ΔKd/Kd|), one can decrease the ligand
concentration L0 (to reduce L0/Kd ratio) and/or minimize the
relative systematic errors in L0, T0, and R. Since L0 cannot be lower
than LOQ of an instrument utilized for measuring signals (and,
thus, finding the values of R),20 it is not practical to decrease L0/Kd
to a very low value in many cases, especially in the studies of very
stable complexes (small Kd values). Thus, understanding the
sources of systematic errors in L0, T0, and R and how these errors
influence the accuracy of Kd is crucial for minimizing such
systematic errors and further improving the accuracy of Kd.

3. Results and Discussion

3.1. Sources of Systematic Errors in R

Systematic errors in Kd,det can be attributed to systematic errors
in R, which can originate from various sources. Here, we analyze
four common sources of ΔR, which are: (i) using non-additive
signals to calculate R, (ii) uncalibrated signal-detection instrument
or using incorrectly determined calibration parameters in
calculating R (iii) the insufficient incubation time for mixtures not
reaching equilibrium, and (iv) measuring SC* (signal for pure
complex) without satisfying saturation condition described in eq 8.
Most of these error sources result from theoretical or experimental

mistakes and should be addressed during the experimental design
and preliminary experiments.

3.1.1. Non-Additive Signals
Systematic errors in R can arise from the use of a non-additive

signal, which does not satisfy eq 6 and, accordingly, cannot be used
in eq 7 (derived from eq 6) to calculate R. Examples of Kd-
determination approaches using signals that have been proven to be
additive/non-additive are shown in Table 1. In addition, some
examples of approaches using signals whose additive characters (to
our best knowledge) have not been proven are also shown in
Table 1 with question marks (?) in the column of “Additivity”.
Table 1 serves as a starting point for reviewing the additive
characters of the signals used in various Kd-determination
approaches. Researchers in the field of Kd determination are invited
to supplement and/or correct this information and publish an
updated table on https://www.researchgate.net/post/Additivity_of
_signals_used_in_equilibrium_Kd-determination_approaches.
Here, considering examples of non-additive signals within the
context of specific Kd-determination approaches is instructive. Our
results indicate that a signal must be proven to be additive before it
can be used to calculate R. Otherwise, large systematic errors in
Kd,det might be caused by mistakenly using non-additive signals in
R calculations.

3.1.1.1. Mobility-Based Methods
A method commonly used for Kd determination for relatively

unstable complexes is based on mobilities of unbound ligand and
target-bound ligand in capillary electrophoresis (CE).35 In this
method, a short plug of the ligand of concentration L0 is injected
into a capillary prefilled with the running buffer containing the
target at a concentration of T0. This plug of the ligand moves
through the capillary by an electric field under the condition of
pseudo-equilibrium in binding reaction (eq 1) which is equivalent
to a condition that the characteristic equilibration time (teq) is much
smaller than the characteristic separation time (tsep):

eq sept t (15)
The characteristic equilibration time for a case of T0 >> L0 can be
approximated by:36

  1
eq off on 0

 t k k T (16)
The characteristic separation time is:

 sep
T L C Lmin ,

lt
v v v v


 

(17)

where l is the length of the plug of ligand, and vT, vL, and vC are

Approach Signal Additivity Ref
Accurate Constant via Transient Incomplete Separation (ACTIS) Fluorescence or ion signal intensities Yes [17], [56], [57]
Affinity Capillary Electrophoresis (ACE) Mobility or migration velocity Yes [35], [38], [39]
Back-scattering Interferometry (BSI) Refractive index in solution ? [94]
Biolayer Interferometry (BLI) Wavelength shift Yes [95]
Enzyme-Linked Immunosorbent Assays (ELISA) Absorbance Yes [96]
Flow Induced Dispersion Analysis (FIDA) Apparent diffusion coefficient No [44], [46]
Fluorescence Anisotropy (FA) Anisotropy Yes [40]
Fluorescence Polarization (FP) Polarization No [21–23]
Fluorescence Resonance Energy Transfer (FRET) Fluorescence Yes [97]
High-Performance Liquid Chromatography (HPLC) Migration velocity Yes [98], [99]
Isothermal Titration Calorimetry (ITC) Enthalpy change Yes [100], [101]
Microscale Thermophoresis (MST) Fluorescence Yes [15]
Nanoelectrospray Ionization Mass Spectrometry (nESI-MS) Ion signal intensities Yes [102], [103]
Nuclear Magnetic Resonance (NMR) Chemical shift Yes [7]
Nuclear Magnetic Resonance (NMR) Longitudinal and transverse relaxation rates No [7], [104]
Solid Phase Radioimmunoassay (SPRIA) Radioactivity ? [105]
Surface Plasmon Resonance (SPR) Resonance angle Yes [88]
Taylor dispersion analysis (TDA) Reciprocal of apparent diffusion coefficient No [106]

Table 1. Examples of Kd-determination approaches and the additive characters of the signals used to calculate R.
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velocities of the target, ligand, and complex, respectively. Usually,
the complex moves with the velocity intermediate to those of the
unbound ligand and target, that is |vC  vL| < |vT  vL|, and eq 17 can
be written as:

sep
C L



lt

v v
(18)

The migration time of the peak of ligand to the detector t is a
common measurable signal in capillary electrophoresis (CE),37 but
time is not additive, while the velocity and inverse migration time
are both additive:35, 38, 39

L C
0 0

L 0 C 0

1 1 1

 

 

L Cv v v
L L
L C

t t L t L

(19)

Binding isotherms with both time and velocity as a signal have
characteristic sigmoidal shapes; however, they are shifted with
respect to each other (Figure 2). If one wrongly uses time instead
of inverse time to calculate R with eq 7, then the resulting Kd,det will
have significant systematic errors at both low and high L0/Kd values
(Figure 2).

3.1.1.2. Methods Based of Fluorescence Anisotropy
Both fluorescence anisotropy (r) and polarization (P) are the

parameters that quantitatively describe the degree of light
polarization in different contexts.40 Fluorescence anisotropy was
introduced specifically to characterize light emitted by a
fluorophore in three dimensions while polarization was introduced
to characterize polarization of a beam of collimated light from a
light source in a plane perpendicular to the beam. Thus,
fluorescence anisotropy and beam-light polarization are applied to
different dimensionalities which are reflected in formulas
expressing r and P through the two component light intensities.

Fluorescence anisotropy is defined as follows:40

2
I I

r
I I









(20)

where I|| is the intensity of light emitted by a fluorophore with a
polarization orientation parallel to that of the excitation light; I is
the intensity of emitted light with a polarization orientation
perpendicular to that of the excitation light. The denominator of
eq 20 contains a factor of 2 because there are two symmetrical
dimensions perpendicular to the direction of excitation-light
polarization, but only the intensity associated with one of them (i.e.,
I) is typically measured. The denominator represents the total
intensity of light in the three-dimensional space.

Beam-light polarization is defined as follows:41

max min

max min





I IP
I I

(21)

where Imax is the intensity of light polarized in the direction which
corresponds to maximum intensity; Imin is the intensity of light in

the direction perpendicular to the first one. The denominator also
represents the total intensity of light but in two-dimensional space.
Eq 21 is sometimes written using I|| instead of Imax and I instead of
Imin:40









I I

P
I I

(22)

which is legitimate provided that we understand that P describes a
two-dimensional case due to the missing factor of 2 in the
denominator.

Formally, anisotropy and polarization calculated with eq 20
and eq 22, respectively, are closely related and interconvertible
with:40

2
3

Pr
P




(23)

Anisotropy has been proven to be an additive signal:42

L C
0 0

L Cr r r
L L

  (24)

and thus can be used to correctly calculate R with eq 7 and, then,
build an accurate binding isotherm and accurately determine Kd

with eq 10.22 However, by combining the interconversion formula
(eq 23) and the proof of anisotropy additivity (eq 24), we can easily
conclude that P is non-additive (Note S4) and, thus, cannot be
directly used to calculate R. The non-additivity of P (without
transformations) was explained decades ago,21, 22 but it is still
mistakenly used instead of r in eq 7 for finding R and Kd
determination.

Additionally, some commercial instruments provide
polarization (P) as a default output,26, 27 which can mislead users
into calculating R based on P. Such a mistake can only be explained
by a widely spread ignorance, as replacing P with r is not only
correct but also does not require any changes in instrument
hardware.

When one uses the non-additive P instead of additive r to
calculate R with eq 7, the binding isotherm will slightly shift due to
the systematic errors introduced to R (Figure 3). Without including
any other source of systematic errors, these small shifts of binding
isotherm cause < 20% relative systematic error in Kd,det for small
L0/Kd. However, the effect of this shift on the accuracy of Kd,det
grows with increasing L0/Kd and may result in > 40% relative
systematic errors for large L0/Kd (Figure 3B, Note S5 and Figure
S1). The large discrepancy of Kd,det from true Kd at high L0/Kd
(Figure 3B, Figure S1) indicates that non-additive P must not be
used to calculate R in Kd determination since the true value of L0/Kd
is unknown a priori. If P is the default output of a commercial
instrument,24, 25 it must be converted to r with interconversion
formula (eq 23) before calculating R and conducting the standard
downstream procedures of Kd determination, such as building
binding isotherm and nonlinear regression.

3.1.1.3. Diffusivity-Based Methods
A signal from the ligand (used in eq 7) must change upon

complex formation. The target–ligand complex is larger than

Figure 3. Comparison of the results produced by additive anisotropy (r)
and non-additive polarization (P): binding isotherms and Kd,det obtained
with anisotropy (red) and polarization (blue) at L0/Kd = 0.01 (A) and
L0/Kd = 100 (B). In the simulation, the theoretical/input Kd = 500 pM.

Figure 2. Comparison of the results produced by using the additive
velocity (v) and non-additive time (t) as signals: binding isotherms and
Kd,det obtained with signals of velocity (red) and time (blue) for
L0/Kd = 0.01 (A) and L0/Kd = 100 (B). In the simulation, the
theoretical/input Kd = 500 pM.
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unbound ligand and this size difference creates a foundation for
size-dependent signals. A larger size results in slower translational
movement leading to velocity as a signal (as discussed in section
3.1.1.1 above). A larger size leads to slower rotational
depolarization resulting in anisotropy as a signal (as discussed in
section 3.1.1.2 above). Furthermore, a larger size leads to slower
diffusion and, accordingly, the apparent diffusion coefficient Dapp
of the ligand was suggested and used as a signal in Kd
determination. One of the methods utilizing Dapp is based on
monitoring Taylor dispersion of the ligand molecule in a laminar
pipe flow within a capillary filled with the target.43-45 No inherent
sources of inaccuracy have been reported for this approach so far.
Here, we decided to analyze Dapp for additivity, required for its use
as signal in eq 7 for calculation of R.

Two geometrically different implementations of finding Kd via
determination of the apparent diffusion coefficient (via monitoring
Taylor dispersion) have been suggested:43-45 one method utilizes a
short plug of the equilibrium mixture of T and L, the other uses a
continuous flow of the equilibrium mixture. In each method, the
apparent diffusion coefficient, Dapp, is found by fitting the signal
proportional to the corresponding function with Dapp as an
unknown parameter.44, 46 In this work, we will not compare these
two implementations of determining Dapp, but only analyze if Dapp
is additive.

There are four components in the equilibrium mixture: L
(unbound ligand), T (unbound target), C (target–ligand complex),
and one solvent. If Dapp is additive, it must satisfy:

app app,L app,C
0 0

L CD D D
L L

  (25)

where Dapp,L and Dapp,C are the apparent diffusion coefficients for
pure ligand L and pure complex C, respectively, and Dapp is the
apparent diffusion coefficient of L (resulting from both the
unbound and target-bound ligand) in the equilibrium mixture. The
analysis of diffusion in a multi-component system requires the
extended Fick’s first law.47, 48 The quaternary system of L, T, C,
and a solvent involves a diffusion coefficient matrix of 9 diffusion
coefficients.48 To simplify the system, here we assume that T and
C are indistinguishable in their diffusion coefficients (i.e., the size
of the target molecule is much larger than that of the ligand, and,
accordingly, T and C have similar sizes), then the system is reduced
to a ternary system (two components: L and T or C in one solvent).
If we can prove the non-additivity of Dapp in this simplified system,
we can conclude Dapp is a non-additive signal in general cases. In
this simplified system, since we are only interested in the detectable
L either in a free form or in the complex, we are considering only
L and C for the diffusion matrix:

L L,C

C,L C

ˆ D D
D

D D
 

  
 

(26)

where DL and DC are the self-diffusion coefficients of L and C,
respectively. DC,L and DL,C are the cross-diffusion coefficients
describing the coupling between the diffusion flux of L and C. An
extension of the solution proposed by Taylor was devised for a

ternary system. The normalised Taylor dispersion signal S(t) of a
ternary system (with respect to time t) is given by:49
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(27)

Here r is the radius of the capillary and tR is the residence time of
the detected peaks of ligand. It is worth noting that the (apparent)
self-diffusion coefficients Dapp,L and Dapp,C in eq 25 correspond to
their binary diffusion coefficients in the limit where the
concentration of their partner component, i.e. C and L respectively,
goes to zero.50 In general, cross-diffusion coefficients are functions
of both the type and concentration of species and have a significant
impact on the resulting apparent diffusion coefficients.51, 52

However, the cross-diffusion coefficients can be neglected in very
dilute solutions, i.e. solutions where the molar fraction of the
solvent is much greater than the molar fractions of L and C.49 In Kd

determination for tightly bound complexes, the concentration of
solvent is usually in the millimolar range compared to that of ligand
and complex which are at most in the picomolar to micromolar
range. In this case, the molar fraction of the solvent is at least three
orders of magnitude greater than the molar fractions of L and C,
which allows us to simulate the Taylor dispersion signals S (t) using
eq 27 with neglecting the unknown cross-diffusion coefficients,
i.e., DC,L and DL,C.

To investigate if the apparent diffusion coefficient is an
additive signal for determining accurate Kd, we simulated signals
S(t) using eq 27 and determined Kd,det by assuming Dapp satisfies
eq 25 (see details in Note S6). As shown in the results of
simulations in Figure 4, employing the additivity assumption of eq
25 results in large systematic errors, especially for high L0/Kd
(Figure 4B). Consequently, we consider the diffusion coefficient,
along with Taylor-dispersion methods, unsuitable for accurately
determining Kd.

Although the apparent diffusion coefficient cannot be directly
used to calculate R due to its non-additivity, R can be determined
by analyzing an additive signal (e.g., fluorescence) that varies with
the fraction of unbound ligand due to the differing diffusivities of
L and C.17 Species with different diffusion coefficients can undergo
incomplete separation in laminar flow, a phenomenon known as
TIS (transient incomplete separation).53-55 Based on the theory of
TIS, we developed the method of “accurate constant via transient
incomplete separation” (ACTIS) using laser-induced fluorescence
(LIF) or mass spectroscopy (MS) as the detection method.17 ACTIS
has been validated to be accurate, robust, and rugged both in
computer simulations and with physical instruments.56-58

3.1.2. Mis-calibration of Signal-detecting Instrument and
Inaccurate Calibration Parameters

Kd determination relies on measuring signal changes due to
complex formation. For accurate R values, the instrument detecting
the ligand must be properly calibrated, ensuring a linear
relationship between the detected signal and concentration. Mis-
calibrated instruments can introduce systematic errors in R,
affecting the accuracy of Kd,det. The necessity of appropriate
calibration for signal-detecting instruments is well-known, and the
calibration procedures vary from instrument to instrument.59-61 In

Figure 4. Comparison of the results produced by using apparent diffusion
coefficient as signal (blue) and theoretical results (red) for L0/Kd = 0.01 (A)
and L0/Kd = 100 (B).
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Supporting Information (Note S7 and Figure S2), we demonstrate
the effect of a mis-calibrated fluorescence detector on Kd,det.

Calibration parameters are often used in data analysis to
standardize detected signals.16, 40, 62 Accurate calibration
parameters need to be determined prior to Kd-determination
experiments. Errors in calibration parameters lead to errors in
calculated R, impacting the accuracy of Kd,det. As an example, we
study the effects of errors in two calibration parameters — φ
(quantum yield of target-bound ligand relative to that of unbound
ligand in fluorescence detection) and G (grating factor in
fluorescence anisotropy) — on the accuracies of Kd,det.
Additionally, we discuss methods to enhance the accuracy of these
calibration parameters.

3.1.2.1. Quantum Yield in Fluorescence Detection
In Kd-determination approaches detecting changes in

fluorescence intensity due to the target’s binding to the ligand
(where the ligand denotes the component labelled with a
fluorophore and of smaller size), fluorescence quenching (i.e.,
quantum yield change of a fluorophore) often occurs when the
ligand binds to the target.63 In complete-separation approaches,
such as nonequilibrium capillary electrophoresis of equilibrium
mixtures (NECEEM), R is calculated with eq 5 which involves a
calibration parameter, φ — the quantum yield of the target-bound
ligand relative to that of the unbound ligand.16, 28, 29 Here, we
compare Kd,det to true Kd by introducing a 10% relative systematic
error to φ (i.e., Δφ/φ = 0.1) across a wide range of L0/Kd (Figure 5).
The large relative systematic error in Kd,det (|ΔKd/Kd|) at high L0/Kd

(as depicted in Figure 5) underscores the importance of accurately
determining φ in complete-separation approaches.

In complete-separation approaches, φ is determined by
comparing the signal area under the peak for pure complex (SC*) to
the area for pure ligand (SL*):16, 28, 29

C

L

S
S




 (28)

Determining accurate φ necessitates finding SL* and SC* from pure
ligand and pure complex, respectively, with identical
concentrations, and accurately measuring the corresponding areas.
To meet these requirements, we first need to decide on what
concentration of ligand L0 to use in order to produce SL* in eq 28.
While using the ligand concentration of L0 = LOQ minimizes
systematic errors in Kd,det derived from systematic errors in L0, T0,
and R,20 we recommend employing a higher ligand concentration
of L0 ≥ 10 × LOQ in the preliminary experiment to determine SL*.
A sample with higher ligand concentration (e.g., L0 = 10 × LOQ)
can yield a larger and more easily defined area of SL* (and SC*),
leading to more accurate measured signal areas and reducing errors
in determined φ.

To measure the area of SC* from pure complex with the same
concentration, i.e., L0, the conditions outlined in eq 8 must be met
to bind all ligands with a total concentration of L0. To increase the
likelihood of meeting the condition of T0 >> Kd (unknown) (eq 8),

the equilibrium mixture used for measuring SC*, should contain the
highest possible target concentration T0, which is the solubility of
the target in the sample buffer. Note that the increase in sample
viscosity caused by high T0 would unlikely affect the accuracy of
measured SC* in complete-separation approaches because signals
(peak areas) are independent of viscosities. Furthermore, to ensure
the condition of T0 > L0 (in eq 8) is met, L0 used in determining SL*

and SC* cannot be excessively high. Therefore, we recommend
using L0 = 10 × LOQ and T0 = “solubility of target” as the
component concentrations in the equilibrium mixture for
measuring SC*. It is important to emphasize that all conditions of
preliminary experiments, e.g., temperature, sample buffer,
detection system, etc., must be identical to those in the subsequent
Kd-determination experiments to ensure the determined φ is a
correct calibration parameter in downstream data analysis.

Unlike complete-separation approaches, incomplete-separation
approaches, e.g., ACTIS, do not require the parameter φ to correct
signal SC* in eq 7 for calculating R, since the detected fluorescence
intensity multiplied with a constant quenching coefficient satisfies
the requirement of signal superposition (eq 6).17 Thus, although
fluorescence quenching affects the detected signal S, its presence
does not affect the accuracy of Kd,det obtained in the approaches
with incomplete separation of free ligand from complex.

3.1.2.2. Grating Factor in Fluorescence Anisotropy
Experimentally, the fluorescence anisotropy (r) of a

fluorophore is determined with:40, 64, 65

VV VH

VV VH2
I GIr

I GI





(29)

where IVV and IVH are the detected emission intensities with vertical
and horizontal polarizations, respectively, when the excitation light
is vertically polarized. G is a grating factor used to correct the
instrumental bias on vertically and horizontally polarized lights,
which can be determined by: 40, 64, 65

HV

HH

IG
I

 (30)

where IHV and IHH are the emission intensities with vertical and
horizontal polarizations, respectively, when the excitation light is
horizontally polarized. Any systematic error in G will lead to
inaccurate r, and consequently translate into systematic errors in R
and Kd,det. To study the effect of inaccurate G on the accuracy of
Kd,det, we demonstrate the dependence of systematic error in Kd,det
on L0/Kd with adding an experimentally reasonable 10% relative
systematic error in G (i.e., ΔG/G = 0.1) (Figure 6). Figure 6 shows
that the effect of the inaccuracy of G on the accuracy of Kd,det is
severe at high L0/Kd , e.g., at L0/Kd = 103 and10% systematic error
in G, the relative systematic error in Kd,det is greater than 100%.
Since true Kd is unknown a priori in a Kd-determination
experiment, L0/Kd may be large even when using the lowest suitable
L0 for quantification, i.e., L0 = LOQ. Thus, determining an accurate

Figure 5. The dependence of relative systematic error of Kd,det
(i.e.,|ΔKd/Kd|) on L0/Kd with adding 10% relative systematic error in φ (i.e.,
Δφ/φ = 10%) for a complete-separation approach with fluorescence as the
signal.

Figure 6. The dependence of relative systematic error of Kd,det
(i.e.,|ΔKd/Kd|) on L0/Kd with adding 10% relative systematic error in G
factor (i.e., ΔG/G = 10%) for anisotropy-based Kd determination.

https://doi.org/10.26434/chemrxiv-2024-v10t8 ORCID: https://orcid.org/0000-0003-3270-2130 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-v10t8
https://orcid.org/0000-0003-3270-2130
https://creativecommons.org/licenses/by-nc-nd/4.0/


8

G factor is crucial for determining accurate Kd with fluorescence
anisotropy.

To measure the grating factor G, as suggested by eq 30, the
excitation light must be horizontally polarized. Horizontally
polarized excitation light ensures that the fluorophores’ exited-state
distribution is along the detection axis, thereby equalizing the
intensities of emitted light with different polarization orientations
on the plane of detection, which is perpendicular to the travel
direction of the emitted light.59, 60 In this scenario, any difference in
the detected intensities of vertically and horizontally polarized
emissions is caused by instrumental bias, which can be corrected
by the determined G factor. Since G is dependent on wavelength
and instrumental setup,34, 59 its value should be re-determined when
any optical component, e.g., emission filter and excitation/emission
polarizer, is changed in the instrument.

3.1.3. Not Reaching Equilibrium or Saturation
Careful and correct pre-experimental calculations and

experimental design are crucial for the accurate determination of
Kd. In these preparative steps, researchers should decide on: (i) the
most suitable Kd-determination approach for the studied binding
pair, (ii) experimental conditions, such as temperature and
wavelength of the light source, (iii) the concentration of each
binding partner in each equilibrium mixture, (iv) incubation time
for the samples, etc. Among these experimental parameters, the
total concentrations of binding partners in equilibrium mixtures
(i.e., L0 and T0) and the incubation time for the samples are usually
difficult to choose due to the lack of reliable input information.
Here we demonstrate the effect of insufficient incubation time and
failure to reach saturation in the binding isotherm (caused by mis-
selection of concentrations) on the accuracy of Kd,det. We provide
suggestions on how to ensure the incubation time is sufficient and
how to ensure that the equilibrium mixture with the highest T0
satisfies the saturation condition.

3.1.3.1. Not Reaching Equilibrium in Binding Reaction
The first experimental step of the classic methodology of Kd

determination is to prepare a set of equilibrium mixtures containing
a constant concentration of the limiting component L0 and varied
concentrations T0 of the target. To minimize the systematic error in
Kd,det propagated from L0, T0, and R, we should choose
L0 = LOQ.20 In practice, the lowest nonzero T0 is usually chosen as
low as possible (often much lower than L0),66 for which the pseudo-
first order conditions of T0 << L0 and L ≈ L0 are satisfied.
Therefore, the characteristic time teq (eq 16) of the reversible
binding reaction (eq 1) with the lowest nonzero T0 is expressed as:

 
 

1
eq off on 0

1
eq off on 0or  LOQ  when LOQ

t k k L

t k k L





 

  
(31)

which limits (represents the longest) characteristic time for all the
binding reactions with different T0 in a single Kd-determination

experiment. To reach ≥ 95% of the equilibrium concentration of the
complex with the lowest nonzero T0, the incubation time (tinc) must
reach at least 3 times of the teq shown in eq 31 (Note S8). In the
studies of molecular pairs with high affinity (i.e., low Kd with high
kon and/or low koff) and using low L0 in all samples, the sufficient
incubation time (i.e., tinc ≥ 3teq) can be extremely long (e.g., a few
days) (Note S8). Thus, it is common to overestimate Kd due to using
insufficient incubation time.67

To demonstrate the effect of insufficient incubation time on the
accuracy of Kd,det, we simulated the binding isotherms using the
spreadsheet Data S1. We utilized the incubation time within a range
of 0.1teq to 19teq (teq was calculated using eq 31) with a 1.5-fold step
size with L0/Kd = 0.1 (Figure 7A) and summarized the dependence
of Kd,det/Kd on the incubation time (Figure 7B). The results of
simulations (Figure 7B) show that, even with low L0/Kd = 0.1,
insufficient incubation time can cause Kd,det to be folds higher than
the true Kd. Both the binding isotherm and Kd,det stabilize when
tinc ≥ 3teq as expected. Although there are some experimental and
mathematical approaches to estimate sufficient incubation time
(Note S9), at this stage, the only reliable method of eliminating the
effect of incubation time on the accuracy of Kd,det is conducting
multiple Kd-determination experiments with increased incubation
times until Kd,det stabilizes.67 Note that, as equilibration time is
longer at lower T0, one can plan a sequence of experiments so that
equilibrium mixtures with higher T0 are analyzed before
equilibrium mixtures with lower T0 allowing the latter more time
for equilibration.

3.1.3.2. Not Reaching Saturation in Binding Isotherm
For Kd-determination approaches with complete separation of

unbound ligand from target-bound ligand, although a complete
binding isotherm with R ranging from 0 to 1 is preferable, a partial
binding isotherm can be used to determine Kd if the quantum yield
ratio φ is accurately predetermined (eq 28). However, in most Kd-
determination approaches, free ligand and complex cannot be
completely separated, and R is calculated with eq 7, in which the
signals from pure ligand and pure complex (i.e., SL* and SC*) play
crucial roles. As we mentioned above, the measurement of SL* is
trivial, while the determination of SC* requires that the binding
reaction reach saturation condition, i.e., C >> L. Since all the R
values are calculated based on SL* and SC* (eq 7), an inaccurate SC*,
i.e., a binding isotherm does not reach saturation, can distort the
whole binding isotherm and reduce the accuracy of Kd,det to a large
degree.

Here, we simulated binding isotherms (with Data S1) by adding
10% relative systematic error in SC* (i.e., binding isotherm does not
reach saturation and ΔSC*/SC* = 0.1) for a large range of L0/Kd
(Figure 8A), and summarized the dependence of Kd,det/Kd ratio on
L0/Kd (Figure 8B). Figure 8B indicates that, for binding isotherms
not reaching saturation conditions, Kd,det can be much lower than
the true Kd (even reach the impossible negative values) at high
L0/Kd, emphasizing the importance of using T0 that allows the
binding isotherm to reach saturation condition.

To ensure that the binding isotherm reaches saturation, the

Figure 7. The dependencies of representative binding isotherms (A) and
Kd,det/Kd (B) on incubation time tinc. In the simulations, L0/Kd was chosen to
be 0.1. Due to the assumption of pseudo-first order conditions (either
T0 << L0 and L ≈ L0 or L0 << T0 and T ≈ T0) satisfied by each EM, the
stabilized Kd,det was slightly smaller than the input Kd, i.e., stabilized
Kd,det/Kd was slightly smaller than unit, which does not affect estimating the
sufficient incubation time.

Figure 8. The dependencies of representative binding isotherms (A) and
Kd,det/Kd (B) on L0/Kd with adding 10% relative systematic error in SC

*, i.e.,
the measured SC

* is 10% higher than true SC
* determined at saturation. In

these simulations, we assume the cumulative signal S decreases with the
increase of T0.
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conditions of the equilibrium mixture with the highest T0 should
satisfy eq 8, i.e., T0 > L0 and T0 >> Kd. The condition of T0 > L0 is
easy to satisfy if L0 is chosen to be close to LOQ of the instrument
(usually in pico- to nano-molar range), while it is difficult to
conclude if the condition of T0 >> Kd is satisfied without knowing
the true Kd. A potential solution to this problem is to use the largest
possible target concentration T0 (which represents the solubility of
the target in the sample buffer), in the equilibrium mixture (as
discussed in section 3.1.2.1 for determining φ in complete-
separation approaches). However, this solution has two main
limitations for incomplete-separation approaches. First, using
excessively high T0 itself may affect the accuracy of measured SC*.
For instance, the increased viscosity of the sample caused by high
T0 (e.g., protein concentration) can affect the detected signals for
diffusivity-based (or -related) approaches such as ACTIS and MST.
Second, if the binding isotherm reaches saturation with T0 which is
much smaller than solubility, reaching the highest possible T0
would waste a large amount of the target, which is often a precious
protein. Therefore, to ensure that a binding isotherm reaches
saturation and to avoid the drawbacks associated with using
excessively high T0, we suggest a criterion for the saturation in a
binding isotherm. The criterion entails ensuring that zero lies
within the uncertainty range of the slope for the linear fitting of
“cumulative signal S versus T0” obtained from the equilibrium
mixtures with the three highest T0. Additionally, the highest T0
should be at least twofold greater than the lowest T0 in the three
equilibrium mixtures.

3.1.4. Estimating Systematic Error in R Quantitatively
To provide researchers a comprehensive guidance to minimize

the systematic error in R, we summarize the measures discussed
above into a checklist which is an expanded version of the checklist
proposed by Jarmoskaite et al. (see Table S1).67 By using the
checklist of Table S1, researchers can reduce the likelihood of
common theoretical or experimental mistakes in determining R and
thus significantly reduce R. Based on the experimentalist’s
confidence in the determined calibration parameters and the
accuracy of the instruments used to measure signals, etc., the range
of minimized R/R (relative systematic error of R) with a certain
confidence level might be estimated. However, at this stage, we
have not identified an approach for quantitatively determining the
interval of minimized systematic error of R that can be used as a
reliable input to calculate the systematic error range of Kd,det. Note
that, the random error of R (R) is independent to R and is
translated into the random error of Kd,det () through nonlinear
regression of a binding isotherm.

3.2. Sources of Systematic Errors in Concentrations

Sources of systematic errors in T0 and L0 arise from various
factors. If concentrations are calculated based on the weight of solid
material and volume of solvent, imperfectly calibrated mass- and
volume-measuring equipment as well as errors in product purity
can lead to systematic errors in concentrations. If concentrations
are calculated using spectrophotometry (Lambert-Beer law),
systematic errors in molar extinction coefficients will result in
systematic errors in concentrations. These common sources can
induce systematic errors in target and ligand concentrations of
stock solutions, which, in turn, can propagate into systematic errors
in concentrations of other diluted solutions used in Kd-
determination experiments. Another common source of systematic
errors in T0 and L0 occurring at any step of an experiment is solute
adsorption onto pipette tips, vials, channels, etc. Here, we illustrate
the effect of systematic errors in T0 and L0 on the accuracy of Kd,det
for a large range of L0/Kd (Figure 9), and delve into the common
sources of systematic errors in concentrations along with strategies
to mitigate them. Additionally, we introduce an approach of
estimating confidence intervals of minimized systematic errors in
T0 and L0, which can be potentially used to assess the accuracy of

Kd,det in future works.

3.2.1. Mis-calibration and Improper Operation of Measuring
Equipment

Kd determination using the nonlinear regression approach
entails preparing a series of equilibrium mixtures with constant L0
and varied T0. Experimentally, all the equilibrium mixtures are
prepared from the high-concentration stock solutions of ligand and
target.68-70 Thus, any systematic errors in concentrations of stock
solutions will translate to systematic errors in L0 and T0 for all
equilibrium mixtures. In certain experiments, a stock solution is
created by dissolving a specific weight of solid material into a
volume of solvent (e.g., buffer) to achieve a desired concentration.
In such cases, the mis-calibration or improper operation of mass-
and volume-measuring equipment can introduce systematic errors
in the concentration of a stock solution.

Mass-measuring equipment in a chemistry laboratory typically
includes lab balances, such as top-loading balances and analytical
balances.71 All types of lab balances must be correctly and regularly
calibrated to minimize systematic errors in measured masses.
Traditionally, lab balances are manually calibrated to adjust the
balance reading using standard weights.72 Many modern lab
balances feature automatic self-calibration functions, simplifying
and expediting the calibration process. Combining manual and
automatic calibrations ensures the best accuracy of a calibrated
balance. 72-74 Alongside proper calibration, users must adhere to
common guidelines to achieve high accuracy and precision in mass
measurements, including levelling the balance horizontally,
maintaining cleanliness, and taring the balance before
measurements.74 Detailed instructions on correctly calibrating and
operating lab balances are provided in the Supporting Information
(Note S10).

A wide array of specialized volume-measuring equipment is
usually available in well-equipped laboratories, including beakers,
flasks, graduated cylinders, burettes, and pipettes.75 Since most
studied binding partners are valuable materials (e.g., proteins),
well-established Kd-determination approaches typically require
small quantities.76-79 Therefore, using volume pipettes alone is
often sufficient for volume measurements in a Kd-determination
experiment. To ensure high accuracy and precision in measured
volumes, volume pipettes must be routinely calibrated and operated
correctly. Pipettes should be calibrated every 3–6 months, and after
thorough cleaning.80 Calibration involves establishing the
relationship between the volume and mass of distilled water
aspirated/dispensed by the pipette.80 Following calibration, proper
pipetting techniques, such as pre-wetting the pipette tip before
aspirating liquids and touching off after each dispense, should be
followed to enhance accuracy.81 Detailed guidelines on correctly
calibrating and operating pipettes are provided in the Supporting
Information (Note S11).

Figure 9. The dependence of relative systematic error of Kd,det
(i.e.,|ΔKd/Kd|) on L0/Kd with adding 10% relative systematic error in T0 and
–5% relative systematic error in L0, i.e., the nominal T0 is 10% higher than
true T0 and the nominal L0 is 5% lower than true L0.
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3.2.2. Product impurity
The purified material of binding partners (target and ligand) is

either obtained from commercial vendors or produced internally in
a laboratory. The quality and purity of the purified material vary
from batch to batch.82 Since any impurity or degradation of binding
partners will result in systematic errors in concentrations,
preventing reagent degradation and determining their purity are
crucial for reducing systematic errors in L0 and T0. In Supporting
Information (Note S12), we discuss how to avoid reagent
degradation using ssDNA and protein as exemplified ligand and
target, respectively.

To minimize systematic errors in concentrations, researchers
often employ spectrophotometry (Lambert-Beer law) to measure
“true” concentrations. However, this method has two limitations:
(i) spectrophotometry cannot distinguish impurities or
contaminations from the product, and (ii) systematic errors in
molar extinction coefficients will translate into systematic errors in
concentrations. Thus, if the purities of ligand and target products
are unknown a priori, they must be determined using analytical
approaches. For example, high-performance liquid
chromatography (HPLC) and CE can quantitatively determine the
purity of ssDNA,83, 84 and sodium dodecyl sulfate–polyacrylamide
gel electrophoresis (SDS-PAGE) and liquid chromatography-mass
spectrometry (LC-MS) can estimate the purity of proteins.85, 86

Based on the quantitatively determined purities of products, the
concentrations calculated from measured mass and volume or
determined by spectrophotometry need to be corrected.

On the other hand, determining the accurate concentration of a
pure product in solution using the Lambert-Beer law requires
knowledge of the accurate molar extinction coefficient for the
component in solution, which is influenced by various chemical
conditions such as buffer type, ionic strength, and pH.87 Hence,
when using a widely accepted molar extinction coefficient to
calculate the concentration of a component, one should ensure that
the conditions of the measured solution are similar (if not exactly
the same) to conditions used to determine the molar extinction
coefficient. Otherwise, the concentration determined with the
Lambert-Beer law according to a known molar extinction
coefficient should be considered inaccurate.87 In many cases,
accurate molar extinction coefficients for studied components are
unavailable; thus, the systematic errors in L0 and T0 can only be
reduced by correcting the concentrations based on the
experimentally determined purities of the reagents.

3.2.3. Solute adsorption
Systematic errors in concentrations can also result from solute

adsorption, i.e., reagent adsorption, which occurs in most steps of
a Kd-determination experiment. Reagent adsorption can
significantly reduce reagent concentration at low concentrations,
which is typically the case for L0 = LOQ and T0 in a low-
concentration range.88 Solute adsorption to pipette tips and sample
vials can occur during sample preparation, while solute adsorption

to fluidic paths and channels may occur during sample analysis.89,

90 Although reagent adsorption cannot be fully eliminated, it can be
minimized by careful experimental design and optimization.

Common measures of reducing reagent adsorption include
adding blocking agents in solutions, modifying surfaces with
biocompatible coatings, and using experimental parts/equipment
made of low-binding materials. These approaches are discussed in
detail in the Supporting Information (Note S13).91-93

3.2.4. Confidence Interval of Systematic Errors in
Concentrations

To assist researchers in minimizing systematic error in
concentrations L0 and T0, the measures discussed above are
summarized in Table S1 in the Supporting Information. Estimating
the systematic error in Kd,det — using the logic described in
Figure 1B — requires input values for L0, T0, and R. If exact
values of systematic errors in variables are known, then the case is
trivial as the variable can be simply corrected for this systematic
error. Conversely, if nothing is known about systematic errors in
variables, then the problem is ill-posed as completely unknown
systematic errors cannot be propagated. However, there is a third
case where the exact values of systematic errors in variables are
unknown, but the confidence intervals of the systematic errors with
desired confidence levels can be quantitatively assessed.
Confidence intervals of systematic errors are not commonly
discussed in statistics, they likely play a crucial role in the
determination of physicochemical parameters with nonlinear
regression. Here, we discuss two cases of assessing confidence
intervals of systematic errors in concentrations.

The first case involves a rough estimation based on
experiences, akin to the estimation of R/R range mentioned in
section 3.1.4. If techniques listed in section 3.2.2 (e.g., SDS-PAGE)
for determining large systematic errors or approaches of method
optimization (e.g., surface-modification) are inaccessible, an
experienced experimentalist should be able to estimate the
maximum ranges of relative systematic errors in concentrations
with some confidence, e.g., ± 20% for ligand concentration and
± 30% for target concentration with confidence.

The second case involves a quantitative assessment based on
the relative random errors (i.e., relative standard deviations, RSD)
in concentrations of stock solutions. If all necessary procedures for
minimizing systematic errors (e.g., device calibration, purity
measurement, and method optimization) have been properly
conducted, we can reasonably assume that the systematic errors in
L0 and T0 of equilibrium mixtures are from the random errors in the
concentrations of ligand and target stock solutions, i.e., the
normally distributed concentrations of stock solutions in infinite
preparations (Figure 10). This assumption is valid because all the
diluted solutions used in Kd determination with nonlinear
regression are prepared from one single condensed ligand stock
solution and one single condensed target stock solution, and the
random errors in concentrations of stock solutions (exist in infinite
number of sample preparations) are usually much greater than that
of equilibrium mixtures due to its more complicated preparation
procedure with more error sources. Thus, the confidence intervals
of systematic errors in L0 and T0 (in equilibrium mixtures) can be
estimated by measuring the RSD of the concentrations of their
stock solutions in multiple preparations. Since there is no reliable
measure to determine concentration directly, RSD of
concentrations should be determined by experimentally measuring
the spectroscopic signals (e.g., light absorption or fluorescence
intensity) from stock solutions in multiple preparations (see an
example in Table S2).

For a single preparation of stock solution with a nominal
(desired) concentration Cnom, the confidence interval (e.g., with
68.3% confidence level) of systematic error can be calculated as
ΔC ∈ [−Cnom × RSD, Cnom × RSD], for which the confidence
interval of accurate concentration Cacu is Cacu ∈ [Cnom(1 − RSD),
Cnom(1 + RSD)] (Figure 10). Note that, the confidence level of

Figure 10. Demonstration of the relationship between the accurate
concentration (Cacu) of a stock solution in one single preparation and the
concentration distribution in an infinite number of preparations. With
minimized systematic error in concentration, we assume the average
concentration is equal to the nominal concentration Cnom.

https://doi.org/10.26434/chemrxiv-2024-v10t8 ORCID: https://orcid.org/0000-0003-3270-2130 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-v10t8
https://orcid.org/0000-0003-3270-2130
https://creativecommons.org/licenses/by-nc-nd/4.0/


11

systematic error or accurate concentration can be varied by using
different numbers of RSD in the calculation of confidence
intervals. As a result, due to equilibrium mixtures being prepared
from diluted stock solutions, the confidence intervals (e.g., with
68.3% confidence level) of systematic errors in nominal L0 and T0

can be assessed as ΔL0 ∈ [−RSD × L0, RSD × L0] and
ΔT0 ∈ [−RSD × T0, RSD × T0], respectively. It is important to
emphasize that the confidence interval of ΔL0 and ΔT0 derived from
the RSD of concentrations of stock solutions are the lower limit of
systematic error ranges assuming that all other systematic errors in
the concentrations of stock solutions have been eliminated. Despite
lacking an approach for quantitatively assessing the confidence
interval of ΔR, the lower limits of confidence intervals of ΔL0 and
ΔT0 explained here can be potentially used to assess the lower limit
of confidence interval of ΔKd with error propagation.

4. Concluding Remarks

Since the systematic error in a determined Kd (Kd,det) is
translated from the systematic errors in the variables used to
determine Kd, i.e., L0, T0, and R (Figure 1B), understanding the
sources of systematic errors in all variables and minimizing these
errors are pivotal to minimizing Kd,det. To determine an accurate
Kd, the first step (often ignored by researchers) is to ensure there is
no theoretical or experimental mistake in the Kd-determination
approach. Such mistakes can introduce systematic errors in R, and
eventually translate into systematic error in Kd,det, which can be
extremely large at unfavorable (large) values of L0/Kd (see, for
example, Figure 2). In this work, we discussed the most common
sources of systematic errors in R, such as non-additive signals, mis-
calibrated instruments, inaccurate calibration parameters, ect., and
quantitatively studied the effect of errors from these sources on the
accuracy of Kd,det. We also provided suggestions on how to reduce
or eliminate the systematic error in R caused by the common error
sources. With careful theoretical and experimental design and
proper instrument calibration, R can be minimized, while the
confidence interval of the minimized R cannot be quantitatively
determined.

The sources of systematic errors in concentrations (i.e., L0,
T0), such as mis-calibrated measuring equipment, product
impurities, and reagent adsorption, have been well-studied and
many approaches to eliminate these error sources have been
developed.80, 83, 85, 91 In this work, we reiterated the importance of
minimizing L0 and T0 by demonstrating the effect of
experimentally reasonable systematic errors in concentrations on
the accuracy of Kd,det (Figure 9). We discussed the approaches for
eliminating the common sources for L0 and T0, such as careful
equipment calibration, avoiding reagent degradation, and
minimizing solute adsorption. We summarized the measures of
eliminating or minimizing R, L0 and T0 caused by the common
error sources into a checklist (Table S1), which is a convenient tool
for researchers in the field of Kd determination. For a specific Kd-
determination approach, researchers should establish a standard
operating procedure (SOP) for minimizing systematic errors in
concentrations based on the chemical properties of the ligand and
target used. The SOP should be established prior to any experiment,
and it should be strictly followed during the Kd-determination
experiments.

Although the systematic errors in concentrations cannot be
fully eliminated, and their true values can hardly be determined
accurately, the confidence intervals of the minimized systematic
errors in concentrations can be quantitatively assessed with the
quantitative study of random errors in concentrations of stock
solutions. We foresee that, by combining the quantitatively
assessed confidence intervals of systematic errors in concentrations
and numerical error propagation for nonlinear regression (not
discussed in this work), the lower limit of confidence interval of
systematic error in Kd,det can be determined.

Supporting Information
The Supporting Information is available free of charge at
https://XXX

Definition of signal additivity and the calculation of the fraction
of unbound ligand R with additive signals (Note S1); Proof of
additivity of signals that linearly depend on concentrations
(Note S2); Sensitivity of determined Kd to random errors in
variables for R approaching either zero or unity (Note S3); Non-
additivity of polarization (Note S4); The dependence of relative
systematic error of Kd,det on L0/Kd for using non-additive
polarization to calculate R (Note S5, Figure S1); Non-additivity
of diffusion coefficients (Note S6, Figure S2); Demonstration of
the effect of mis-calibrated instrument on the accuracy of Kd,det
(Note S7, Figure S3); Sufficiency of incubation time (Note S8);
Experimental and mathematical approaches to estimate sufficient
incubation time (Note S9); Calibration and operations of lab
balances (Note S10); Calibration and operations of pipettes
(Note S11); Avoiding reagent degradation (Note S12); Common
measures for reducing solute adsorption (Note S13); Checklist
for minimizing the systematic errors of variables in Kd
determination with nonlinear regression (Table S1);
Determination of the random error in the concentration of
fluorescein (ligand) solutions (Table S2).
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Note S1: Definition of signal additivity and the calculation of the fraction of unbound ligand
R with additive signals

In Kd determinations, we call the measured signal (S) “additive” when it can be directly decomposed
into the sum of signals contributed by the target-unbound ligand (i.e., free ligand L) and target-bound ligand
(or complex C), i.e., SL and SC, such as:

L CS S S  (S1)
If QL and QC are quantities of L and C in units of quantity, e.g., moles, then,

L,unit L C,unit CS S Q S Q  (S2)
where SL,unit and SC,unit are the signals from unit quantities of unbound ligand and complex (i.e., target-bound
ligand), respectively. If Q is the total quantity of L and C, such as:

L CQ Q Q  (S3)
then,

CL
L,unit C,unit

CL
L,per quantity C,per quantity

L,per quantity L C,per quantity C

( ) ( ) 

  

  

Q Q

Q Q

QQS S Q S Q
Q Q

QQS S S
Q Q

S S f S f
(S4)

where fL and fC are the fractions of L and C in the total quantity of them.
Let’s assume the total quantity Q is a constant, SL* is the signal from quantity Q of L, and SC* is the

signal from quantity Q of C, then eq S4 is converted to:

L L C C* *S S f S f  (S5)
If the unit of quantity is concentration, then eq S5 can be expressed as:

L C
L CS S S

L C L C
  

  (S6)

where L and C are equilibrium concentrations of the ligand and complex, respectively. If the total
concentration of ligand L0 is a constant (i.e., L0 = L + C = const), then eq S6 can be rewritten as:

L C
0 0

L CS S S
L L

   (S7)

According to the definition of the fraction of unbound ligand R (R = L/L0, eq 4 in the main text), eq S7 is
rewritten as:

L C (1 )S S R S R    (S8)
By solving R from eq S8, we obtain:

C

L C

S SR
S S



 



 (S9)

which is eq 7 in the main text. For using eq S9 to calculate R values (for constructing binding isotherms),
eq S1 must be satisfied, which is the additivity of signals. Note that, eq S5 is applicable to surface-based
methods, e.g., SPR (Surface Plasmon Resonance) and BLI (Biolayer Interferometry), as well.1, 2
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Note S2: Proof of additivity of signals that linearly depend on concentrations
Assuming the detected signal is linearly related to components concentration, (e.g. fluorescence):3

L C

L 0 C 0

,
* , *
 
 

   

   

S L N S C N
S L N S C N (S10)

where SL is the signal from unbound ligand, SC is the signal from complex (i.e., target-bound ligand), L is
the concentration of unbound ligand, C is the concentration of complex, α and β are the proportionality
factors for ligand and complex, respectively, and N is the background that is (assumed to be) independent
of components and their concentrations and thus only one N contributes to the cumulative signal S:

   

L C

0
0 0 0 0

0 0 0 0 0 0

0 0
0 0 0 0

0 0
0 0

L C
0 0

S S S L C N
LL C L C L CL L N L L N

L L L L L L
L L C CL N L N
L L L L

L CL N L N
L L

L CS S
L L

 

   

 

 

 

    


     

   

   

 

(S11)

which is the superposition equation (eq 6 in main text) required for an additive signal. Note that, if the
background noise is dependent on the concentration of any reactant, e.g. donor/acceptor concentration in
FRET (Fluorescence Resonance Energy Transfer), the background noise must be subtracted to calculate S,
SL and SC.4 Otherwise, the measured signal would be non-additive.

Note S3: Sensitivity of determined Kd to random errors in variables for R approaching
either zero or unity

If Kd is determined with a single R value, the following formula is used:5

0 0
d

(1 )
(1/ 1)

T L RK
R

 


 (S12)

By applying the regular error propagation rule to eq S3, we have:

  

    

2 2 2
2 2 2d d d

d 0 0
0 0

22 2 2 2 2
0 0 0 0 0

222 2 2 2
0 0 0 0 0

δ δ δ δ

δ δ (1 ) δ (1/ 1) (1 ) /

(1/ 1)

δ δ (1 ) δ (1 ) (1 ) /

1

K K KK T L R
T L R

T L R R L R T L R R

R

T R L R R R L R T L R R

R
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It has been proven that, with the single-point approach, determined Kd is the most accurate for R  ½.6 Now
let’s investigate the sensitivity of determined Kd to random errors of R, T0, and L0 when R value approaches
two extrema: 0 and 1.
When R approaches 0,

    

 

222 2 2 2
0 0 0 0 0

d
0

22
0

δ 0 δ (1 0) 0 δ (1 0) (1 0) /0
lim δ

1 0

δ

R

T L R L T L
K

R L



       




 

 
(S14)

When R approaches 1,

    222 2 2 2
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

       







 

. (S15)

Eqs S14 and S15 suggest that when R approaches 0 or 1, any random error of R (or T0) can be largely
magnified when propagated to the random error of the determined Kd value. If single-point Kd-
determination experiments are repeated many times, the large random error of determined Kd (obtained for
R being close to 0 or 1) will result in very poor precision of the determined Kd values. If the single-point
Kd-determination experiment is only conducted once or repeated a few times, the large random error of the
determined Kd (obtained for R being close to 0 or 1) becomes the systematic error of the determined Kd,
resulting in very poor accuracy (and precision) of the determined Kd values.

Note S4: Non-additivity of polarization
Fluorescence anisotropy (r) has been proven to be an additive signal, which satisfies:7

L C
0 0

L Cr r r
L L

  (S16)

If polarization is additive, it must satisfy:

L C
0 0

L CP P P
L L

  (S17)

where PL and PC are the polarizations of pure ligand and pure complex, respectively, with a concentration
of L0. However, by replacing r in eq S16 with eq 23 in the main text, we obtain:

CL

L 0 C 0

222
3 3 3

PPP L C
P P L P L
 

  
(S18)

which cannot be converted to eq S16 with any transformations. Therefore, polarization is non-additive.
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Note S5: The dependence of relative systematic error of Kd,det on L0/Kd for using non-additive
polarization to calculate R

To investigate the effect of using non-additive polarization to calculate R on the accuracy of Kd,det, we
first used Data S1 to produce the theoretical binding isotherms “R versus T0” for L0/Kd from 0.01 to 1311
with a 2-fold step size. According to the definition of R (eq 4 in main text), eq S16 is rewritten as:

 L C 1r r R r R   (S19)

By assuming rL and rC to be 0 and 0.4, respectively, anisotropy r corresponding to each R value was
calculated. Eq 23 in the main text can be transformed to be an expression of polarization P with anisotropy
r:

3
2

rP
r


 (S20)

Using eq S20, polarizations of pure ligand (PL) and pure complex (PC), and P corresponding to each r were
computed. With PL, PC, and P calculated from each r, the R values (R’) determined with non-additive P for
different T0 were calculated with:

C

L C
' P PR

P P



 (S21)

and formed the binding isotherms “R’ versus T0” for L0/Kd from 0.01 to 1311. By fitting isotherms “R’
versus T0” with eq 10 in the main text, Kd,det obtained by using non-additive polarization to calculate R for
different L0/Kd were determined. The resulted dependence of accuracy of Kd,det (i.e.,|ΔKd/Kd|) on L0/Kd is
summarized in Figure S1.

Figure S1. The dependence of relative systematic error of Kd,det (i.e.,|ΔKd/Kd|) on L0/Kd for using non-additive
polarization to calculate R.
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Note S6: Non-additivity of diffusion coefficients
Determination of Kd using Taylor dispersion analysis

Taylor dispersion analysis is a method that has been widely used to characterize the diffusion coefficient
of analytes in a solute within a laminar flow pipe.8, 9 Taylor described the concentration profile of the
dispersion of an injected plug as given by:10

 2
R

0 2

1( , ) exp
2

t t
C x t y A



 
   
 
 

(S22)

where C(x,t) is the signal profile averaged over the cross-section of the flow pipe at time t and distance x;
the fitting parameters y0, A, tR and 2 are the baseline, amplitude, average elution time and temporal variance
respectively.

The value of 2 in eq S22 is related to the apparent diffusion coefficient Dapp of the diffusing analyte
through:

2 2
app 0 / (24 )D r t  (S23)

where r is the radius of the flow pipe.
Taylor dispersion analysis has been used to find Kd of an equilibrium mixture (EM) via the determination

of the apparent diffusion coefficient Dapp.10-12 To obtain R = L/L0, from which Kd can be obtained, an
additivity assumption is used:

 app app,L app,C app,L app,C
0 0

1L CD D D D R D R
L L

     (S24)

where Dapp,L and Dapp,C are the apparent diffusion coefficients for pure ligand L and pure complex C,
respectively, and Dapp is the apparent diffusion coefficient of L (resulting from both unbound and protein-
bound) in the EM.

Equilibrium Mixture (EM) ternary system
The dispersion of the EM involves 5 components: pure L, pure complex C, pure protein P and the

solvent. Assuming that P and C are indistinguishable in their diffusion properties, this system can be
reduced to a simpler ternary system (two components L and C in one solvent). This system is described by
4 diffusion coefficients (see eq 26 in main text): DL and DC which are the self-diffusion coefficients of L
and C, respectively and DC,L and DL,C are the cross-diffusion coefficients describing the coupling between
the diffusion flux of L and C. The apparent (i.e. observable) diffusion coefficients of L and C are given by
the eigenvalues of the diffusion matrix (eq 26 in main text) as:13, 14

2
L C L C L,C C,L

app,L

2
L C L C L,C C,L

app,C

( ) 4
2

( ) 4
2

D D D D D D
D

D D D D D D
D

   


   


(S25)

It is worth noting that the (apparent) self-diffusion coefficients Dapp,L and Dapp,C in eq S24 correspond to
their binary diffusion coefficients DL and DC in the limit where the concentration of their partner
component, i.e. C and L respectively, goes to zero.15 In general, cross-diffusion coefficients are functions
of both the type and concentration of species and may have an impact on the resulting apparent diffusion
coefficients.16, 17 However, the cross-diffusion coefficients can be neglected in very dilute solutions, i.e.
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solutions where the molar fraction of the solvent is much greater than the molar fractions of L and C.15 The
above considerations result in:

app,L L

app,C C P

D D
D D D



  (S26)

To describe the ternary system, an extension of the original Taylor dispersion expression for binary
systems (eq S22) was formulated as mentioned in the main text. The adapted concentration profile S(t) of
such system, taking into consideration of eq S26 becomes (eq 27 in main text):18
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(S27)

Simulation parameters
The simulation parameters used in eq S27 were: tR = 150 s and r = 25 μm, which are typical scales used

in Taylor dispersion analysis to satisfy conditions under which Taylor solution is valid.9 DL and DC were
chosen to be 425 μm2/s and 50 μm2/s, respectively, which are in the range of typical values for diffusion
coefficients of L and P.12, 19

To simulate titration curves, R values obtained from the theoretical dependence of R on L0, T0 and Kd,
were used in eq S27.  The expression for R is given by:

2
d 0 0 d 0 0 d

0 0 02 2
K T L K T L KR

L L L
    

    
 

(S28)

Binding isotherms from simulated signals
The simulations were performed for Kd = 1 μM and L0 = 0.01 and 100 μM. First, the signals S(t) for

different R values were simulated with Data S1. Then, the simulated signals were fitted with eq S22 to find
2. With the determined 2, the apparent diffusion coefficients Dapp corresponding to different T0 were
calculated with eq S23. Subsequently, the apparent R values (Rapp) were calculated with eq S24 according
to three types of signals: i) the signal of EM with pure L to find Dapp,L(e.g., Figure S2A); ii) the signal of
EM with pure C to find Dapp,C (e.g., Figure S2B), and iii) the signal of EM with a mixture of L and C to find
Dapp (e.g., Figure S2C). By fitting the binding isotherms “Rapp versus T0”, the Kd values (Kd,det) determined
with the assumption of additivity of Dapp were found. The comparisons of the reresulting binding isotherm
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“Rapp versus T0” (along with Kd,det) to the theoretical binding isotherms “R versus T0” (along with input Kd)
for L0 = 0.01 and 100 μM are shown in Figure 4 in the main text.

Figure S2. Examples of finding apparent diffusion coefficients along with apparent R values by fitting the simulated
diffusion signals obtained with the analytical solution of Taylor dispersion. In these three examples, the input Kd =
1 μM and L0 = 0.01 μM.

Note S7: Demonstration of the effect of mis-calibrated instrument on the accuracy of Kd,det

In this demonstration, we use fluorescence detection as an example. As we showed in Note S1, for
fluorescence signal to be additive, it should be linearly related to the concentration of fluorophore, i.e., the
calibration curve of “fluorescence versus fluorophore concentration” should be linear. Otherwise, the
detected signal can be non-additive. Here, we assume the dependence of fluorescence on fluorophore
concentration is nonlinear, such as:

fluor

fluor
3

50 pM
CS

C

 

  
 

(S29)

where S is the detected fluorescence signal with unit of RFU (Relative Fluorescence Unit), Cfluor is the
concentration of fluorophore with unit of pM, λ is a magnification factor (with unit of RFU) that depends
on the quantum yield of the fluorophore at different binding states. The constant “3” is the magnitude of
background noise with unit of RFU.

Here, we set λ = 100 RFU for unbound ligand, and λ = 50 RFU for bound ligand caused by fluorescence
quenching. The resulted (nonlinear) calibration curve (A) and the discrepancies of binding isotherms and
determined Kd values (at L0/Kd = 0.1) caused by the instrumental nonlinear response to fluorophore
concentrations (B) are demonstrated here. In the simulation, the input/true Kd was 500 pM.
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Figure S3. Demonstration of the effect of mis-calibrated instrument on the accuracy of Kd,det: A) An exemplified
nonlinear calibration curve produced by eq S29 with setting λ = 100 RFU and 50 RFU for unbound and bound ligand,
respectively; B) the discrepancies of binding isotherms and determined Kd values (at L0/Kd = 0.1) caused by the
exemplified instrumental nonlinear response to fluorophore concentrations. In the simulation, the input/true Kd was
500 pM.

Note S8: Sufficiency of incubation time
For the lowest non-zero T0, the pseudo-first order conditions of T0 << L0 and L ≈ L0 are satisfied.

Thus, the exponential function of the dependence of the concentration of the formed complex
(C(t)) on time (t) can be expressed as:

 eq/
eq( ) 1   t tC t C e (S30)

with Ceq as the concentration of complex at equilibrium (i.e., at t = ∞). By replacing T0 with L0, the
classic characteristic equilibration time (teq) is converted to:20

  1
eq on 0 offt k L k   (S31)

To reach C(t) ≥ 95%Ceq, we have:
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Therefore, the incubation time tinc should be equal or longer than three times of characteristic equilibration
time teq to reach ≥ 95% equilibration. For example, in a Kd-determination experiment, the Kd of the studied
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binding pair is 10–10 M with a kon of 105 M–1s–1, and the experimentally used (constant) total concentration
of ligand L0 = 10–11 M which is the LOQ of the instrument for detection. With eq 2 in main text, koff can be
calculated as 10–5 s–1. Then, with the definition of teq in eq S31 (eq 31 in main text), teq is calculated as
9.1×104 s, which is ~25 h. As a result, the sufficient incubation time is tinc ≥ 75 h (3teq), which is more than
3 days.

Note S9: Experimental and mathematical approaches to estimate sufficient incubation time
The sufficient incubation time can be determined experimentally. Some kinetic methods, e.g., stopped-

flow spectroscopy, can monitor a binding reaction in real-time, and intuitively show if the reaction reaches
equilibrium.21 If a real-time reaction monitoring method capable of detecting the signal from the target
(with low LOQ) is available in the lab, researchers can employ it to conduct a preliminary study for
determining the incubation time with a mixture of ligand with concentration L0 and target with
concentration T0 (<< L0) as a sample. Here, L0 and T0 are the constant ligand concentration and lowest
nonzero target concentration planned for the Kd-determination experiment. Since the target is the limiting
component with a smaller concentration in this preliminary study, only the signal from the target should be
measured, and sufficient incubation time can be assumed to be the time for the reaction to reach 95%
completion.

If a real-time reaction monitoring method is unavailable in the lab, researchers can measure the mixture
of ligand with concentration L0 and detectable target (with the lowest nonzero T0) with a certain frequency
and construct a curve for the dependence of the target’s signal on time to determine the time after which
the signal stops changing significantly, using this time as the incubation time. However, if there is no means
of solely measuring the signal from the target or the lowest nonzero T0 is smaller than the instrument’s LOQ
for the target, researchers should conduct multiple Kd-determination experiments with different incubation
times. When Kd,det stops decreasing with the increase of incubation time, it can be concluded that the
incubation time is sufficient for all samples to reach equilibrium.22

All experimental methods mentioned above for determining the sufficient incubation time require
specialized equipment and expertise and are generally resource-intensive. Alternatively, a simple
mathematical estimation with the help of eq S31 can serve the purpose of finding sufficient incubation time
well in many cases. For example, when planning to study a molecular pair with an expected Kd value in the
nanomolar range (i.e., 1 – 1000 nM) using an instrument with LOQ = 0.1 nM for the ligand, the ligand
concentration L0 is chosen to be the LOQ (0.1 nM) to minimize the error of Kd,det translated from the errors
of variables. To assess the sufficient incubation time, kon can be assumed to be near an “average” value of
~106 M–1s–1 since generally kon ranges from 103 to 109 M–1s–1.23 Then, by assuming the true Kd value to be
the lowest possible value of 0.1 nM, koff can be estimated (with eq Error! Reference source not found.,
main text) to be around 10–4 s–1. With all these considerations and eq S31, teq is calculated to be 1.4 h, and
accordingly, the minimum incubation time (3teq) is calculated to be 4.2 h. This mathematical estimation of
sufficient incubation time can save researchers time and experimental resources However, since true kon

can be much smaller than 106 M–1s–1, ideally at least one more Kd-determination experiment should be
conducted with a longer incubation time to confirm that Kd,det is stabilized.
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Note S10: Calibration and operations of lab balances
Laboratory mass measuring equipment, including top-loading balances, portable balances, analytical

balances, semi-micro balances, and microbalances,24 should be calibrated and operated meticulously.
Before using a laboratory balance, it is essential to carefully read the user manual provided by the
manufacturer to understand how to use and calibrate the device correctly. Regular calibration of any type
of lab balance is crucial to minimize systematic errors in measured mass.25

Traditionally, lab balances are manually calibrated by adjusting the balance readings using to standard
weights.26 This manual calibration process is time-consuming and usually conducted once per month.26

However, many modern lab balances now come with built-in automatic self-calibration functionality,27

which offers convenience and time efficiency. Balances equipped with this function can be calibrated more
often, even before every measurement.26, 28 It is noteworthy that the most reliable calibration for balances
with self-calibration is a combination of manual and automatic calibrations.26

In addition to proper calibration, users must adhere to certain rules to ensure high accuracy and precision
when using a lab balance. These rules dictate:29

i) level the balance perfectly,
ii) keep the device clean,
iii) place the sample in a suitable container for weighing to avoid damaging the weighing pan,
iv) tare the balance to subtract the weight of the sample container,
v) avoid vibration and heavy airflow around the balance during weight measurement,
vi) keep the balance away from any strong magnetic field.
vii) maintain the balance in an environment with a stable temperature (i.e., room temperature).

Failure to comply with these rules can potentially result in significant systematic errors in measured mass.

Note S11: Calibration and operations of pipettes
The calibration of a pipette relies on the relationship between the volume and mass of distilled water

aspirated/dispensed by the pipette.30 Therefore, calibrating volume pipettes necessitates the use of an
analytical balance that has been properly calibrated and is operated correctly, as discussed in Note S5.
Pipettes are calibrated using professional tools by adjusting the readings to correspond to the volumes of
distilled water aspirated and dispensed, as weighed by a highly accurate analytical balance.30 This
conversion between mass and volume is facilitated by the density of distilled water
(volume = mass/density), which, assuming negligible effects of atmospheric pressure on water density,
varies with environmental temperature.30

Typically, a pipette is calibrated for both its lower- and upper-limit volumes.31 If the lower- and upper-
limit volumes cannot be calibrated simultaneously, the pipette should not be used for volume measurement
and should either be replaced or sent back to the vendor for maintenance.

When using a calibrated pipette, it is essential to adhere to the following rules to enhance the accuracy
of pipetting:32

i) pre-wet the pipette tip at least three times before aspirating the final volume,
ii) hold the pipette at a consistent angle not exceeding 20 degrees to the vertical,
iii) before aspirating, immerse the pipette tip to an appropriate depth (based on the volume to

aspirate/dispense) below the liquid surface to ensure contact with the liquid throughout the
aspiration process,

iv) touch off after each dispense,
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v) pipette viscous liquids slowly, while pipetting volatile liquids quickly.
Failure to use calibrated pipettes or to follow the aforementioned rules can result in inaccuracies in
measured liquid volume.

Note S12: Avoiding reagent degradation
To avoid reagent degradation, it is crucial to store reagents under appropriate conditions and adhere to

specific guidelines. For instance, for long-term storage of single-stranded DNA (ssDNA) with high
concentration (> 100 ng/µL), the ssDNA suspension should be divided into small aliquots with small
aliquots (e.g., 2 µL) and stored at –20 oC for no longer than 2 years.33 Repeated freeze-thaw cycles for DNA
solutions should be avoided since they can lead to DNA degradation.34 Additionally, long-term exposure to
light, including UV light and ambient lab light, should be avoided for fluorophore-modified ssDNA to
avoid photobleaching.35

A working solution of ssDNA with a lower concentration can be stored in a refrigerator at +4 oC for one
year and should be placed on ice when used to prepare samples on the bench.36 Similarly, to prevent
preserve proteins, solutions with high concentrations (> 1000 ng/µL) or lyophilized proteins should be
divided into small aliquots and stored at –80 oC for long-term storage.37 Repeated freeze-thaw cycles for
lyophilised protein and protein solutions should also be avoided.37

Due to the propensity of microorganisms to grow in protein solutions under nonfreezing conditions,
working solutions of proteins with a lower concentration can only be stored at +4 oC for days to weeks at
the longest.37 Improper storage of reagents can significantly reduce the concentrations of active ligand and
target molecules compromising their native structures and unavoidably introducing large systematic errors
in L0 and T0.

Note S13: Common measures for reducing solute adsorption
The most common and straightforward method to mitigate reagent adsorption and nonspecific binding

to surfaces is by incorporating blocking reagents such as BSA protein, Tween® 20, and Triton X-100 into
solutions. The addition of blocking agents to solutions has been proven to be an effective strategy for
reducing nonspecific bindings.38-40

Since the extent of reagent adsorption to a surface is significantly influenced by the surface's chemical
properties, instrumental parts made of adsorption-resistant materials, such as titanium and polyether ether
ketone (PEEK), are preferred for use along the fluidic path.41

Furthermore, surface modification with biocompatible coatings is a widely adopted and effective
approach for reducing reagent adsorption. Coatings such as Bovine Serum Albumin (BSA), Polyethylene
glycol (PEG), and polyvinyl alcohol (PVA) have been shown to effectively reduce DNA and protein
adsorption.42-44

To minimize reagent adsorption to the inner walls of vials, some manufacturers have developed various
types of low-binding tubes. These tubes can be used in conjunction with other adsorption elimination
methods to further mitigate reagent losses resulting from solute adsorption.45

Table S1: Checklist for minimizing the systematic errors of variables in Kd determination
with nonlinear regression
This checklist is an extended version of the checklist proposed by Jarmoskaite et al.22 This checklist is
also stored on Figshare (DOI: 10.6084/m9.figshare.25464685) as a PDF file.
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Checklist for Improving the Accuracy of Determined Kd

Ligand (limiting component):_____________________________________________________________________
Target (excess component):_______________________________________________________________________
Kd-determination method: _______________________________________________________________________
CONDITIONS: Temperature: ___________________ Buffer: _______________________________________

Other: _______________________________________________________________________________

ABBREVIATIONS AND SYMBOLS:
R, fraction of unbound ligand; ΔR, systematic error of R; ΔKd, systematic error of determined Kd; Kd,det, experimentally determined Kd;
L, equilibrium concentration of ligand; L0, total concentration of ligand; T, equilibrium concentration of target; T0, total concentration
of target; C, equilibrium concentration of target–ligand complex; S, measured cumulative signal S from unbound ligand and target-
bound ligand; SL*, signal of pure ligand; Sc*, signal of pure complex; LOQ, limit of quantitation; EM, equilibrium mixture.

□
M

in
im

iz
e 
ΔR

(a
nd

m
in

im
iz

e
ΔK

d
ca

us
ed

 b
y 

to
o 

hi
gh

L 0
)

 Has the additivity of the signal used to calculate R been proven?

Additivity of signal: L C
0 0

L CS S S
L L

  

□ Yes. Continue.

□ No/Not sure. Prove the
additivity or change to a
different method.

 Has the instrument used to detect signals been calibrated?
□ Yes. Continue.

□ No/Not sure. Calibrate the
instrument.

 Is the LOQ of the instrument for the ligand known? □ Yes. Use L0 = LOQ.

□ No. Measure LOQ.

 Vary incubation time to confirm equilibration.
Time range: _____________ Number of time points: ______________

 Is Kd,det independent to the tested incubation time?
□ Yes. Incubation time is

sufficient.

□ No. Increase incubation time.
 Does the binding isotherm “R vs T0” reach saturation?
 Check approach:

1) Linear fit the data points of “S vs T0” obtained from the EMs with the three
highest T0 to get a fitting equation of “S = a + bT0” with slope of “b ± δb”, i.e.,
uncertainty range of slope is [b – δb, b + δb].

2) If 0 ∈ [b – δb, b + δb], the binding isotherm reaches saturation.
Note: The highest T0 should be at least twofold greater than the lowest T0 in the
three EMs.

□ Yes. Continue.

□ No. Increase the highest T0 (if
solubility allows).

□
M

in
im

iz
e 
ΔL

0
an

d
ΔT

0

 Have the measuring instruments (e.g., balance and pipette) been
calibrated?

□ Yes. Continue.

□ No/Not sure. Calibrate the
measuring instruments.

 Have the purities of ligand and target been measured with analytical
approaches (e.g., HPLC and SDS-PAGE)?

□ Yes. Correct L0 and T0 based
on the determined purities.

□ No. Determine the purities of
ligand and target.

 Are the ligand and/or target prone to adsorption to surfaces?
 Common measures to reduce reagent adsorptions:

- Adding blocking agents (e.g., BAS and Tween 20) into solutions.
- Surface modifications with biocompatible coatings
- Using instrumental parts and lab supplies that are made of low-binding

materials.

□ Yes/Not sure. Apply the
measures of reducing reagent
adsorptions.

□ No.

Comments

https://doi.org/10.26434/chemrxiv-2024-v10t8 ORCID: https://orcid.org/0000-0003-3270-2130 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-v10t8
https://orcid.org/0000-0003-3270-2130
https://creativecommons.org/licenses/by-nc-nd/4.0/


S15

Table S2: Determination of the random error in the concentration of fluorescein (ligand)
solutions
To demonstrate the determination of the random error in the concentration of fluorescein solutions, we
prepared five 800 µL fluorescein stock solutions with nominal (desired) concentration of 300 µM. Each
solution was prepared separately from scratch. For each sample, the absorbance at light wavelength of
488 nm (A488) with path length l = 1 mm was measured with a NanoDrop 1000 (Thermo Scientific)
spectrophotometer. The measured absorbance for each sample and the calculated relative standard deviation
(RSD) are summarized here. The absorbance of each sample was measured in triplicate.

Sample # A488 Average Overall
Average

Standard
Deviation

(SD)

RSD
(δL0/L0)

1
1.721

1.72

1.69 0.025 0.015

1.708
1.723

2
1.694

1.691.675
1.685

3
1.648

1.671.667
1.684

4
1.658

1.661.654
1.666

5
1.710

1.711.702
1.714
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