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A new combined density functional theory and multi-reference configuration interaction (DFT/MRCI) Hamiltonian
parameterized solely using benchmark ab initio electronic structure obtained from the QUEST databases is presented.
This new formulation differs from all previous versions of the method in that the choice of the underlying exchange cor-
relation (XC) functional employed to construct the one-particle (orbital) basis is considered, and a new XC functional,
QTP17, is chosen for its ability to generate a balanced description of core and valence vertical excitation energies. The
ability of the new DFT/MRCI Hamiltonian, termed QE8, to furnish accurate excitation energies is confirmed using
benchmark quantum chemistry computations, and a mean absolute error of 0.16 eV is determined for the wide range
of electronic excitations included the validation data set. In particular, the QE8 Hamiltonian dramatically improves
the performance of DFT/MRCI for doubly-excited states. The performance of fast approximate DFT/MRCI methods,
p-DFT/MRCI and DFT/MRCI(2), are also evaluated using the QE8 Hamiltonian and are found to yield excitation ener-
gies in quantitative agreement with the parent DFT/MRCI method, with the two methods exhibiting a mean difference
of 0.01 eV with respect to DFT/MRCI over the entire benchmark set.

I. INTRODUCTION

The combined density functional theory and multi-
reference configuration interaction (DFT/MRCI) electronic
structure method,1–5 in which compact MRCI expansions are
supplemented with DFT-specific corrections, has a number of
desirable properties. First, it is amenable to "black box" im-
plementations, as the reference space is generated automati-
cally and iteratively, rather than via a rigid active orbital sub-
space specified a priori. Secondly, it is able to furnish ac-
curate vertical excitation energies at low computational cost
through the use of DFT-specific Hamiltonian corrections to
account for the preponderance of the dynamical electron cor-
relation. Thirdly, it can describe a large range of electronic
states, including those of multi-reference, Rydberg, and in-
tramolecular charge-transfer character.

In part driven by this set of desirable, and compara-
tively unique, set of characteristics, the DFT/MRCI method
has seen a recent increase in the pace of development
over the past number of years. In particular, the original
multiplicity-dependent formulation has been expanded to a
spin-state agnostic parameterization,3 extended to transition
metal complexes,4 and a new formulation was recently pre-
sented that focused on redressing previously observed errors
in the description of doubly-excited electronic states.6 Ad-
ditionally, new methods based on the original DFT/MRCI
approach, but with even more favorable computational scal-
ing, have recently been described. This includes a “pruned”
variant, p-DFT/MRCI,7 and a perturbative approximation,
DFT/MRCI(2),8 in which the interaction of the reference and
first-order interacting space (FOIS) is treated semi- and fully-
perturbatively, respectively. Lastly, a core-valence separated
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DFT/MRCI method (CVS-DFT/MRCI) has been introduced9

for the description of core-excited states and has been subse-
quently used to simulate both static and time-resolved X-ray
spectra.10

The origin of the computational efficiency of DFT/MRCI
lies in the use of short, truncated MRCI expansions to cap-
ture the static electronic correlation, in conjunction with DFT-
specific Hamiltonian corrections aimed at the recovery of the
remaining dynamic correlation. The DFT/MRCI Hamilto-
nian directly incorporates KS orbital energy differences, long-
recognized to yield a good zeroth-order description of elec-
tronic transition energies, into the diagonal matrix elements,
and thus effectively incorporates a significant amount dy-
namic correlation in a highly efficient manner. Accordingly,
the off-diagonal elements of the Hamiltonian are damped to
avoid a double-counting of dynamic correlation. Furthermore,
the reference space is generated iteratively via a selected con-
figuration interaction algorithm, thereby ensuring that the de-
scription of static correlation, captured by via the interaction
of the reference configurations, is also highly computationally
efficient, with only those configurations contributing signifi-
cantly to the wave functions of interest being retained.

The semi-empirical parameters that arise in the working
equations for DFT/MRCI Hamiltonians serve two primary
purposes: i) to scale the Coulomb and exchange integral con-
tributions to the diagonal Hamiltonian matrix elements, and ii)
to damp the off-diagonal Hamiltonian matrix elements using
a configuration energy-based criterion, as discussed above.
The values of these parameters have historically been cho-
sen so that DFT/MRCI vertical excitation energies reproduce
the peak maxima in UV/VIS absorption spectra, although
more recent parameterizations have employed mixed ab initio
and experimental fitting data.6 However, previous work has
demonstrated that, in many cases, the positions of peak max-
ima in UV/VIS absorption spectra can exhibit significant devi-
ations from electronic vertical excitation energies.11–15 In par-
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ticular, structural relaxation, excited state anharmonicity, and
vibronic coupling can all give rise to absorption band profiles
for which the maximum of the band is shifted from the cor-
responding electronic vertical excitation energy. In short, the
underlying transitions are vibronic in nature, not electronic.
For organic choromophores, these effects generally conspire
to give rise to positions of peak maxima that are red-shifted by
around 0.1-0.3 eV in comparison to the corresponding elec-
tronic vertical excitation energies. As such, one can antic-
ipate a significant underestimation of electronic vertical ex-
citation energies by DFT/MRCI Hamiltonians whose fitting
data sets contain such experimentally-derived excitation en-
ergy estimates.

In contrast to the DFT/MRCI Hamiltonian ansatz and pa-
rameterization, the choice of the underlying XC functional
has not been the subject of significant study in the literature.
In fact, all current DFT/MRCI implementations employ the
same functional: BHLYP.16 The large quantity of exact HF
exchange (i.e. 50%) has been previously noted empirically
to yield more accurate excitation energies relative to, for ex-
ample, B3LYP.17 However, to our knowledge, no systematic
exploration of the choice of XC functionals has yet been per-
formed.

Here we report a new DFT/MRCI formulation that differs
from previous iterations in two fundamental characteristics: i)
the values of the Hamiltonian parameters are optimized to re-
produce benchmark ab initio estimates of electronic excitation
energies only, and ii) the choice of XC functional is made to
give a balanced description of both core and valence excitation
and ionization energies. The motivation for the first property
is to develop a method that reproduces as well as possible the
eigenvalues of the electronic Hamiltonian; by incorporating
experimental UV/VIS peak maxima into fitting sets, previous
parameterizations can be viewed as having a bias to instead
reproducing vibronic eigenvalues. As for the second prop-
erty, the previously implemented CVS-DFT/MRCI method,9

based on the R2017 Hamiltonian, has been observed to yield
reasonably accurate core-excitation energies, albeit after ap-
plying large (multi-eV), edge-dependent shifts. Given that the
KS orbital energy differences make up the leading contribu-
tion to the diagonal matrix elements of the DFT/MRCI Hamil-
tonian, we here explore whether the utilization of a different
KS orbital basis will be able to furnish improved accuracy for
vertical core-excitation energies, while retaining an accurate
description of valence-excited states. This shall lead the way
for the development of a DFT/MRCI Hamiltonian tailored to
the accurate description of core-excited states, which will be
the topic of a forthcoming publication.

We begin in Section II by providing a brief overview of the
DFT/MRCI method, with an emphasis on the semi-empirical
parameters that characterize the approach. This is followed by
an articulation of the parameterization strategy, including the
choice of ab initio data included in the fitting and validation
sets. Section III describes technical details of the electronic
structure computations and Section IV presents the results of
the parameter optimization, including the choice of a new XC
functional employed to generate the underlying KS orbital ba-
sis. We denote this new parameterization “QE8” and show

incredibly favorable error metrics for the excitation energies
of organic molecules. Section V showcases a set of repre-
sentative applications of the QE8 parameterization including
UV/VIS absorption spectra and vertical excitation energies for
large molecular systems, which are reported alongside the re-
sults of a comparative benchmark. We summarize this work
and include a prospectus for future refinements in Section VI.

II. THE DFT/MRCI METHOD

Let {|ΨI⟩} denote the set of eigenfunctions of the electronic
Hamiltonian Ĥ. The MRCI wave function ansatz may be writ-
ten in the following general form:

|ΨI⟩= ∑
Ω∈R

CΩI |Ω⟩+ ∑
Ω∈F

CΩI |Ω⟩. (1)

Here, |Ω⟩ denote spin-adapted configuration state functions
(CSFs). The total CSF space is partitioned into a reference
space R and the first-order interacting space (FOIS) F , where
the latter is obtained by the application of one- and two-
electron excitation operators to R.

A. Ab Initio Diagonal Matrix Elements

Let each CSF |Ω⟩ be specified by a spatial occupation vec-
tor w and a spin-coupling pattern ω: |Ω⟩ = |wω⟩. Where
appropriate we shall switch between the |Ω⟩ and |wω⟩ nota-
tion, using the latter when the spatial occupations and/or spin-
couplings enter explicitly into a given expression. The vec-
tor w encodes the occupations of each spatial orbital, while
ω describes a particular spin-coupling amongst the singly-
occupied orbitals, and can be thought of as specifying a valid
walk through a genealogical spin coupling diagram. Follow-
ing the work of Segal and Wetmore,18,19 the diagonal matrix
elements can be written in the following form in terms of their
difference from a reference self-consistent field (SCF) energy
ESCF :

〈
wω

∣∣Ĥ −ESCF
∣∣wω

〉
= ∑

i
Fii∆wi

+
1
2 ∑

i j

(
Vii j j −

1
2

Vi j ji

)
∆wi∆w j

+
1
2 ∑

i∈Sw

∑
j∈Sw

Vi j ji

[
η

ji
i j (1−δi j)−

1
2

]
(2)

and

ESCF = ∑
i

Fiiwi −
1
2 ∑

i j

(
Vii j j −

1
2

Vi j ji

)
wi w j. (3)

Here, ∆wi = wi −wi denotes the difference of the occupation
of the ith spatial orbital relative to a base, or anchor, occupa-
tion w, chosen here and in the following as the ground state
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Hartree-Fock (HF) occupation. Vi jkl are standard two-electron
integrals in the chemists’ notation, Sw denotes the set of in-
dices of singly-occupied orbitals in w. The quantity Fii is a
diagonal Fock matrix element expressed in the chosen one-
electron basis. Finally, η

ji
i j denotes a singlet spin-coupling

coefficient in a notation that is explained in Appendix A.

B. Ab Initio O�-Diagonal Matrix Elements

The off-diagonal Hamiltonian matrix elements can be sub-
divided into three different classes: (i) those between bra
and ket CSFs with the same spatial part but different spin-
couplings, (ii) those with bra and ket spatial configurations
linked by a single excitation, and (iii) those with bra and ket
spatial configurations linked by a double excitation.

1. Same spatial con�guration, di�erent spin-coupling

The off-diagonal Hamiltonian matrix elements for bra and
ket CSFs that differ by spin-coupling only are given by

〈
wω

′∣∣Ĥ∣∣wω
〉
=

1
2 ∑

i∈Sw

∑
j∈Sw

Vi j jiη
ji

i j (1−δi j) (4)

2. Single excitations

For bra and ket CSFs linked by a single excitation from
orbital i to orbital a, the off-diagonal Hamiltonian matrix ele-
ments read as follows:

〈
w′

ω
′∣∣Ĥ∣∣wω

〉
=

[
Fia +∑

k

(
Viakk −

1
2

Vikka

)
∆wk

]
η

i
a

+ ∑
k∈Sw
k ̸=i,a

Vikka

[
η

ki
ak +

(
1
2

wk −1
)

η
i
a

]

+[Vaaaiwa +Vaiii(wi −2)]η i
a

(5)

3. Double excitations

For bra and ket CSFs linked by a double excitation from or-
bitals i and j to orbitals a and b, the off-diagonal Hamiltonian
matrix elements may be written as

〈
w′

ω
′∣∣Ĥ∣∣wω

〉
=
[
Vaib jη

i j
ab +Va jbiη

ji
ab

]
[(1+δab)(1+δi j)]

−1

(6)

C. DFT/MRCI Parameterization

For MRCI wave functions, the comparatively small refer-
ence space R is associated primarily with a description of

static correlation. In contrast, the FOIS F primarily captures
dynamic correlation energy, and is in general large in size.
Due to the size of the FOIS, the diagonalization of the elec-
tronic Hamiltonian projected onto the space spanned by the
total CSF basis, R ∪F , quickly becomes an extremely de-
manding computational task.

With reference to Eq. 2, the on-diagonal Hamiltonian ma-
trix elements may be interpreted in a particle-hole picture
with respect to excitations relative to the base configuration
w. The leading contribution to each element is the sum of
differences of on-diagonal Fock matrix elements between the
excited (particle) and annihilated (hole) orbitals. Supplement-
ing these zeroth-order terms are exchange and Coulomb in-
teractions between the particle and hole orbitals as well as
spin-couplings between the open shell orbitals. The key idea
in DFT/MRCI is to replace the zeroth-order Fock-matrix ele-
ment difference term with a quantity that more closely cor-
relates with ground-to-excited-state excitation energies. To
achieve this, a KS orbital basis is adopted and these terms
are replaced with the corresponding differences between KS
orbital energies, which more closely approximate vertical ex-
citation energies. Then, as the zeroth-order description is now
improved, the Coulomb and exchange contributions must be
down-scaled. In this way, one may effectively incorporate
a large amount of dynamic electron correlation into the on-
diagonal Hamiltonian matrix elements that would otherwise
be accounted for by the coupling of the reference and FOIS
CSFs.

A number of different schemes for down-scaling the ex-
change and Coulomb contributions have been proposed since
the original formulation by Grimme and Waletzke.1 In gen-
eral, however, the DFT/MRCI on-diagonal Hamiltonian ma-
trix elements may be written as a correction to the ab initio
values as follows:

〈
wω

∣∣ĤDFT −EDFT
∣∣wω

〉
=
〈
wω

∣∣Ĥ −ESCF
∣∣wω

〉
+∑

i
(εKS

ii −Fii)∆wi +∆Ex +∆Ec.

(7)

where the εKS
i denote the Kohn-Sham (KS) orbital energies,

and ∆Ec and ∆Ex are Coulomb and exchange corrections, re-
spectively. The exact form of ∆Ec and ∆Ex has varied with the
different DFT/MRCI parameterizations.1–4 In this work, we
adopt the correction terms of the recent parameterizations of
Marian and co-workers,3 in which ∆Ec and ∆Ex are expressed
in the following multiplicity-agnostic form:
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∆Ec =−pC

[
∑
i< j

Vii j j∆wi∆w j +
1
2 ∑

i∈Sw

Viiii|∆wi|+∑
i

Viiiiδ∆wi,2

]

+
1
4 ∑

i∈Sw

Viiii

∆Ex = pX

− ∑
i, j

j∈Sw

Vi ji j|∆wi|+
1
2 ∑

i∈Cw
j∈Aw

Vi ji j∆wi∆w j

+ ∑
i< j

i, j∈Sw

Vi ji jη
ji

i j


(8)

where Sw is the set of singly occupied orbital indices in the
base configuration, Cw and Aw are the sets of indices of or-
bitals created and annihilated in w relative to the base config-
uration w, and pX , pC ∈ [0,1] are scalar parameters.3,4

In an ab inito MRCI calculation, the coupling of the refer-
ence and FOIS CSFs accounts for the preponderance of the
dynamical correlation. As this is now captured by the mod-
ified on-diagonal Hamiltonian matrix elements, as it stands,
there exists a double counting of the dynamic correlation.
To ameliorate this, an energy-dependent damping of the off-
diagonal Hamiltonian matrix elements is applied. To achieve
this, the spin-coupling-averaged energy difference between
configurations w and w′, ∆Eww′ , is introduced,

∆Eww′ =
1

nω

nω

∑
ω

HDFT
wω,wω − 1

nω ′

n
ω ′

∑
ω ′

HDFT
w′ω ′,w′ω ′ (9)

where nω is the number of spin-couplings generated by the
configuration w. All off-diagonal matrix elements are sub-
sequently scaled as a function of ∆Eww′ . For matrix elements
between CSFs that have the same spatial occupation and differ
only in the spin coupling, the corresponding matrix element is
given by:

〈
wω

∣∣ĤDFT −EDFT
∣∣wω

′〉= (1− pX )
〈
wω

∣∣Ĥ −ESCF
∣∣wω

′〉 ,
(10)

while CSFs linked by a single excitation from orbital i to
orbital a, the corrections read:

〈
Ω
∣∣ĤDFT −EDFT

∣∣Ω′〉=D(∆Eww′)
(〈

Ω
∣∣Ĥ −ESCF

∣∣Ω′〉−Fia
)
,

(11)
where, prior to the application of the damping function, the
Fock matrix element Fia is subtracted. The matrix elements
between CSFs that differ by two electrons are given by:

〈
Ω
∣∣ĤDFT −EDFT

∣∣Ω′〉= D(∆Eww′)
〈
Ω
∣∣Ĥ −ESCF

∣∣Ω′〉 ,
(12)

In both Eqs. 11 and 12, D(∆E) denotes a damping function
that is chosen to decay rapidly with increasing ∆E: in prac-
tice either an exponential1,4 or inverse arctangent2,3 function.

The damping of these matrix elements decouples a large part
of the FOIS from the reference space. This, now-redundant,
subset of FOIS configurations may then be removed from the
calculation entirely. To do so, a simple orbital energy-based
selection criterion is used,1 which proceeds as follows. For
each FOIS configuration w, the quantity

dw = ∑
i

∆wiε
KS
i −δEsel (13)

is computed, where δEsel is a free parameter. If dw is less
than the highest reference space eigenvalue of interest, then
all the CSFs generated from the configuration w are selected
for inclusion, else they are discarded. The value of δEsel has
previously been chosen to be either 1.0 or 0.8 Eh, with the lat-
ter corresponding to a more aggressive truncation of the FOIS,
thereby leading to increased computational savings at the cost
of a modestly reduced accuracy. This configuration selection
step results in a massive reduction of the size of the CSF ba-
sis - typically by many orders of magnitude - and yields huge
speed-ups relative to an ab initio MRCI calculation.

III. COMPUTATIONAL DETAILS

There are two distinct aspects to the optimization of the pa-
rameters that arise in the DFT/MRCI Hamiltonian: i) the cal-
culation of vertical excitation energies for multiple classes of
molecules and electronic states using a given set of parame-
ters, and ii) the iterative variation of those parameters so as to
minimize the error between the computed excitation energies
and those of a pre-determined fitting data set, calculated using
benchmark-level ab initio quantum chemistry methods. In a
subsequent step, optimized parameter values are validated via
the computation of the errors that result for a separate sub-set
(the validation set) of benchmark excitation energies not in-
cluded in the fitting set. We begin by describing the molecules
and electronic states included in the fitting and validation sets,
as well as describing the technical elements of the computa-
tions. This is followed by a brief discussion of the consider-
ations involved in the optimization of the semi-empirical pa-
rameters that arise in the DFT/MRCI Hamiltonian.

The nuclear geometries and benchmark vertical excitation
energies comprising the fitting and validation sets were ob-
tained from the QUEST databases.20–27 In all cases, geome-
tries optimized at the aug-cc-pVTZ / CC3 level of theory were
used. At the time of writing, the QUEST database is com-
prised of 7 datasets, grouped by the type of electronic excita-
tion and/or molecule size. The fitting set employed here in-
cluded vertical excitation energies from six of the data sets
(DSs): 51 from small molecules (DS1), 9 from double excita-
tions (DS2), 50 from medium molecules (DS3), 27 from ex-
otic molecules and radicals (DS4), 24 from larger molecules
(DS5), and 4 from charge transfer excitations (DS6), for a to-
tal of 93, 19, and 60 singlet, doublet, and triplet vertical ex-
citation energies, respectively. A complete list of molecules
and excitation energies used in the fitting and validation sets
are given as Supplementary Information (SI).
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Where available, near Full-CI (FCI) benchmark results
were used, computed using the configuration interaction using
a perturbative selection made iteratively (CIPSI) method.28–31

For the remaining molecules, the QUEST Theoretical Best
Estimate (TBE), computed using higher-order coupled-cluster
theory methods, was employed as the benchmark value. The
computation of the DFT/MRCI excitation energies was al-
ways performed using the same basis set as that employed
in the benchmark computation; typically aug-cc-pVTZ32,33

when comparing to the TBE results and aug-cc-pVDZ for
the near-FCI values. All DFT/MRCI computations were per-
formed using the GRaCI software package.34 Supplementary
calculations using the equation of motion coupled cluster sin-
gles and doubles (EOM-CCSD) method were performed us-
ing the using QChem5.435.

In all DFT/MRCI calculations, the difference dedicated CI
(DDCI)36 configuration reduction procedure was used. Here,
the size of the FOIS is reduced via the exclusion of configu-
rations that do not contribute through second-order in pertur-
bation theory to transition energies. Consistent with previous
implementations, the number of configurations in the CSF ba-
sis was further reduced by constraining the number of open
shells to be at most 10, as well as limiting the maximum ex-
citation degree relative to the base configuration to 8. The
initial guess reference spaces were generated using a previ-
ously described automatic selection procedure7 that we term
AutoRAS. In short, a preliminary DFT/CIS37 computation is
used to identify the subset of orbitals necessary to construct
the leading configurations for the states of interest. The initial
guess reference space is then taken as a restricted active space
CI (RASCI) one,38 with a maximum excitation level of two
and only the RAS1 and RAS3 spaces occupied. Finally, we
note that all p-DFT/MRCI calculations were performed using
a pruning threshold αp of 0.90 (see Reference 7 for a defini-
tion of this quantity).

The optimization of the semi-empirical parameters in the
DFT/MRCI Hamiltonian was performed using a dedicated
module in GRaCI34 that employs a Nelder-Mead non-linear
optimization algorithm39,40 as implemented in SciPy.41 At
each iteration of the optimization procedure, those electronic
transitions corresponding to the fitting data were identified via
the computation of wave functions overlaps between a large
number of roots of the DFT/MRCI Hamiltonian and previ-
ously determined reference wave functions of the correct elec-
tronic character.

IV. RESULTS

A. Selection of XC Functional

The primary motivation of the present work is the deter-
mination of a DFT/MRCI parameterization that reproduces
benchmark ab initio vertical excitation energies. However,
a secondary consideration is to develop a class of methods
that can provide a consistent description of both valence and
core excitation processes. While a previous implementation of
the CVS approximation applied to the valence-parameterized

R2017 DFT/MRCI Hamiltonian9 generally produced good
relative core-excitation energies, the absolute errors were
found to be quite large: around 5 eV for K-edge transitions.
The main source of error is found to be attributable to the pre-
vious choice of XC functional, BHLYP16: while the BHLYP
KS orbital-energy differences yield good zeroth-order approx-
imations of valence excitation energies, there is a significant
degradation when considering core excitations.

This motivates investigating the use of other XC functionals
to generate the KS orbitals and orbital energies that enter into
the DFT-specific corrections of the DFT/MRCI Hamiltonian.
In lieu of performing numerous computationally expensive
parameter optimizations for each XC functional, the expected
performance of each XC functional was evaluated via a com-
parison of the errors for valence and core excitation energies
using a related method. Specifically, at the Tamm-Dancoff
approximation time-dependent DFT (TDA-TDDFT)42 level
of theory. The use of this surrogate method was motivated
by the fact that the leading contribution to the diagonal ma-
trix elements of the corresponding matrix eigenvalue problem
within TDA-TDDFT is that of the KS orbital energy differ-
ences, analogous to the form of the diagonal matrix elements
of the DFT/MRCI Hamiltonian (Eq. 7). While the similari-
ties here are more evocative than quantitative, the following
results are sufficiently useful to identify candidate XC func-
tionals.

To evaluate various XC functionals’ simultaneous ability
to describe core and valence excitation energies, we consider
the mean absolute error (MAE) of core and valence excita-
tion energies for a multitude of functionals. The reference va-
lence excitation data were taken from the QUEST databases
and the core excitation energies were computed at the aug-cc-
pCVTZ / CCSDT level of theory. These MAEs are shown in
Figure 1a), and are also tabulated in Table S6 of the SI.

As Figure 1a) shows, the errors in the core-excitation en-
ergies can be as large as 20 eV (for the functionals shown),
while all of the XC functionals reproduce the lowest valence
excitations to better than 1 eV. Note that the TDA time-
dependent Hartree Fock (i.e., CIS) results are included (la-
beled as "HF" in Figure 1a)) for reference and yield MAE er-
rors in the valence and core-excitation energies of 0.7 eV and
12.6 eV, respectively. XC functionals that will be potentially
useful in the development of new DFT/MRCI parameteriza-
tions, namely those that provide a consistent (and accurate)
description of core and valence excitation energies, are in the
lower left quadrant Figure 1a). This region of the plot is pop-
ulated by hybrid functionals: hybrid generalized gradient ap-
proximation (GGA) and meta-GGA functionals. Shown plot-
ted in Figure 1b) are the mean errors (MEs) for the subset of
XC functionals with the smallest MAEs. In general, the same
XC functionals perform best using either error metric.

Firstly, we note that BHLYP, the up-to-now de facto stan-
dard XC functional for the DFT/MRCI approach, exhibits
MAEs of 0.28 and 2.6 eV for valence and core excitations, re-
spectively. These values correspond well with the previously
observed accuracies for BHLYP-based DFT/MRCI Hamilto-
nians for valence and core excitation energies.3,9 This pro-
vides a post-hoc sanity check of the indirect XC functional
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FIG. 1. Mean absolute errors (MAEs) for core and valence excitation
energies for a variety of functionals computed using TDA/TDDFT
are given in panel a. Panel b presents a subset of functionals exhibit-
ing the smallest mean errors (MEs) for valence and core excitation
energies. The numerical values for the data in this figure is given in
Table S6 of the supplementary material.

assessment procedure used here. While the authors are not
aware of any explicit analysis of this type in the previous lit-
erature, the performance of BHLYP with respect to these met-
rics is impressive and is validated by the accuracy of the re-
sults furnished by previous parameterizations that have been
based on this XC functional. However, it is clear that a more
balanced description of core and valence excited states is pro-

vided by other functionals.
Curiously, the XC functionals dlDF43 and WC0444 also ex-

hibit relatively balanced errors with respect to valence and
core-excitation. The former is a functional optimized to deter-
mine intermolecular interaction energies via the calculation of
a separate dispersion correction added to the (dispersionless)
dlDF result. The latter is optimized to reproduce 13C NMR
chemical shifts. Our desire to employ a general XC functional
means that we will not consider these functionals further for
the present purposes, but the role of “non-standard” function-
als for the generation of orbital bases may warrant subsequent
study.

The the best performing XC functionals based on this anal-
ysis are QTP1745 and CAM-QTP00.46 The former is found
to perform the best, yielding MAEs of 0.36 and 0.62 eV for
valence- and core-excitations, respectively. These functionals
are designed to obey the "IP-eigenvalue theorem",47 which
states that each of the KS-orbital energies (i.e. Koopmans’
ionization potentials) should make an accurate approximation
to the corresponding vertical IP. Within this ansatz, the IP
Theorem48 interpretation of KS DFT is extended to a "com-
plete" one. To this end, both functionals were optimized to
reproduce each of the vertical ionization potentials of the wa-
ter molecule.45 The excellent performance of this functional
for core-excitation has been previously noted.49

Given that QTP17 performs best under the current analysis,
as well as our desire to keep the method as computationally
efficient as is possible by avoiding the use of range-separated
functionals, we select this XC functional to form the basis
of our DFT/MRCI Hamiltonian parameterization. We note
that even though BHLYP actually exhibits a smaller MAE for
valence excitation energies than QTP17, the QTP17 descrip-
tion of valence and core-excitation energies is more balanced.
Additionally, the ME plot in Figure 1(b) indicates smaller sys-
tematic errors in the QTP17 results than the BHLYP ones.

B. New Parameterization: The QE8 Hamiltonian

1. Form of the Damping Function

As discussed in Sec. II, the DFT/MRCI Hamiltonian em-
ploys a semi-empirical damping of the off-diagonal Hamilto-
nian matrix elements (see Eqs. 11 and 12). The form of this
function has yet to be defined. In the current work, a flexible
three-parameter exponential damping function was adopted,
defined as follows:

D(∆Eww′) = d1 exp
(
−d2∆Ed3

ww′

)
(14)

We found that the quality of the Hamiltonian parameter-
ization was not strongly dependent on the functional form
of the damping function, beyond the requirement that it de-
cay rapidly as a function of ∆Eww′ , and the current form
was chosen for its generality. Specifically, the parameter d1
determines the value of the damping function in the limit
of zero spin-coupling-averaged energy differences between
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CSFs, while the values of d2 and d3 (and the exponential func-
tional form) ensures that the both the value of ∆Eww′ at which
the damping function begins to significantly decrease, and the
rapidity with which the damping function tends to zero, can
be independently varied. For formal simplicity, and to en-
sure well-behaved non-linear optimizations, we have chosen
to constrain the parameter d3 to positive integer values, i.e.,
d3 ∈ N.

Lastly, we have enforced an additional constraint in the
present parameterization as a consequence of the iterative gen-
eration of the reference space. Specifically, a selected CI
algorithm is used that tailors the reference space R to pro-
vide good support for all the reference space states of interest.
A consequence of this is that the dimension of the reference
space Hamiltonian will depend on the number of roots, Nroot .
As Nroot increases, the span of the reference space eigenspec-
trum will correspondingly broaden. Thus, the damping func-
tion, which is a function of ∆Eww′ , will exhibit a different ef-
fective scaling for different roots of the DFT/MRCI Hamilto-
nian. We have this observed this to manifest as a moderate
dependence of the DFT/MRCI state energies on Nroot , leading
to changes in excitation energies of up to 0.2 eV depending
on the number of roots computed. This is particularly a prob-
lem if a large number (≳ 20) of roots are sought. To ame-
liorate this effect, we have chosen to constrain d2 such that
D(∆Eww′) ≤ 0.01 for ∆Eww′ = 1.0 Eh which corresponds to
d2 ≥−ln(0.01)≈ 4.605. We found this choice to strike a bal-
ance between maintaining the accuracy of the VEEs, while
mitigating the Nroot dependence of the excitation energies.

2. Analysis of Fitted Parameters

In the following analysis we will use the R2017
Hamiltonian3 as the primary DFT/MRCI method of compari-
son. The parameters in that Hamiltonian were optimized em-
ploying experimental ultraviolet/visible (UV/VIS) absorption
spectra peak maxima, in clear contrast to the current approach.
Furthermore, the fit set used in that work was comprised ex-
clusively of organic chromophores, which is also the emphasis
of the present work. Subsequent DFT/MRCI parameteriza-
tions focused on an improvement of the description of transi-
tion metal complexes4 and doubly-excited states6. More spe-
cific comparisons for these classes of excitations will be the
subject of future work.

In the following, we denote the DFT/MRCI Hamiltonian
with the form given in Section II C, and the damping function
given in Eq. 14 as QEn. This choice is meant to signify a
parameterization obtained by fitting to the QUEST databases
and a Hamiltonian employing an exponential decay function
in which the exponential argument is raised to the power d3 =
n. For reasons detailed below, the final choice of the value
of d3 was 8. As such, our final DFT/MRCI Hamiltonian is
denoted as QE8.

Table I presents a summary of the optimized QE8
DFT/MRCI Hamiltonian parameter values, as well as the cor-
responding MAEs relative to the benchmark ab initio exci-
tation energies of the fitting set. We include parameter sets

TABLE I. Optimized QE8 Hamiltonian parameter values and MAEs
(in eV) for both the fitting and validation sets. Values of the config-
uration selection parameter δEsel are given in units of Eh. For com-
parison, the parameters of, and MAEs yielded by the R2017 Hamil-
tonian are shown alongside. The MAEs are split into subsets for the
different spin multiplicities present in the fitting and validation sets,
as well as the total across all multiplicities.

Hamiltonian δEsel pC pX d1 d2 dn

QE8 1.0 0.426 0.255 0.690 4.61 8
0.8 0.419 0.258 0.712 4.69 8
δEsel pC pX p1

a p2

R2017 1.0 0.503 0.359 0.564 1.857
0.8 0.501 0.357 0.574 1.927

Fitting Data MAEs
Hamiltonian δEsel Singlet Triplet Doublet Total

QE8 1.0 0.18 0.14 0.17 0.16
0.8 0.22 0.15 0.20 0.20

R2017 1.0 0.37 0.29 0.28 0.33
0.8 0.37 0.30 0.28 0.34

Validation Data MAEs
Hamiltonian δEsel Singlet Triplet Doublet Total

QE8 1.0 0.15 0.15 0.22 0.16
0.8 0.21 0.18 0.23 0.20

R2017 1.0 0.27 0.25 0.38 0.27
0.8 0.28 0.26 0.40 0.28

b A different form of the damping function is employed in R2017 such that
the parameters (d1,d2,d3) and (p1,p2) are directly comparable.

for configuration selection parameter values δEsel of 1.0 and
0.8 Eh. For comparison, we also show the same results for the
R2017 DFT/MRCI Hamiltonian.3 In the subsequent discus-
sion, we will refer exclusively to the δEsel = 1.0 Eh results,
but the slightly less accurate δEsel = 0.8 Eh results are shown
for consistency with previous parameterizations.1,3,4,6

We begin with a comment on the optimized value of the
Coulomb integral scaling term, pC. As previously noted, this
parameter primarily scales the integrals corresponding to the
hole-particle Coulomb interaction. In the TDDFT formalism,
integrals of this form are explicitly scaled by 1− xHF , where
xHF denotes the proportion of exact exchange present in the
XC functional. A broadly similar relation can be expected
to be followed by the parameter pc, in line with previous
studies.1,3 Indeed, we find an optimized value of pC = 0.426,
which is to be compared with the value of 1− xHF = 0.38 for
the QTP17 XC functional.

In the Hamiltonian optimization procedure, the damping
function parameters d1 and d2 were optimized simultaneously
using the Nelder-Mead optimization algorithm, while the ex-
ponent d3 was scanned over integer values between 4 and 12.
The resulting optimized QE8 damping functions, as well as
the damping function of the R2017 Hamiltonian, are shown
plotted in Figure 2. We also include for comparison the damp-
ing functions that result from setting d3 = 6 and 10, which
corresponds to the Hamiltonians QE6 and QE10, respectively.
It is immediately apparent that the new QEn parameteriza-
tions incorporate contributions from the off-diagonal matrix
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FIG. 2. The damping function applied to the off-diagonal matrix
elememnts of the DFT/MRCI Hamiltonian for current the (QE8) and
previous (R2017) parameterizations.

elements of the DFT/MRCI Hamiltonian at much higher level
than the previous R2017 formulation. The limiting value of
the damping function as ∆Eww′ → 0, as well as the value of
∆Eww′ at which the damping function begins to decrease sig-
nificantly are markedly larger than that for the R2017 damp-
ing function. Additionally, as d3 is increased, the onset of the
damping occurs correspondingly later. While the QE8 (d3 =
8) error metrics were significantly better than QE4 (d3 = 4)
and QE6 (d3 = 6), the QE10 (d3 = 10) parameterization re-
sulted in no appreciable improvement (∆MAE ≤ 0.01 eV) in
the error metrics. Hence, the value of d3 = 8 was adopted for
the final Hamiltonian parameterization.

As shown in Table I, the QE8 Hamiltonian is able to achieve
highly impressive agreement with the theoretical best esti-
mates of VEEs. The fitting set is comprised primarily of
near-FCI VEEs for small molecules and CC3 values for larger
molecules. For these values, not only was the MAE 0.16 eV,
but it was largely independent of multiplicity. This value is
approximately half the error of 0.33 eV yielded by the R2017
Hamiltonian.

A notable by-product of employing a different XC func-
tional to generate the KS orbital basis is the significant de-
crease in the size of the FOIS for the QTP17-based QE8
parameterization in comparison to the BHLYP-based R2017
Hamiltonian. The QE8 Hamiltonian resulted in CSF bases
that were roughly half as large as the corresponding R2017
expansion, with an average ratio of 0.53 being found for the
molecules contained in the fitting set. Furthermore, this ratio
is found to decrease with increasing molecular size; the QE8
CSF expansions become more compact relative to the R2017

TABLE II. Errors of the QE8 and R2017 DFT/MRCI Hamiltoni-
ans for doubly-excited states relative to theoretical best estimates
(TBEs). All values are given in units of eV.

Error
Molecule Transition TBE R2017 QE8
butadiene 11Ag → 21Ag 6.51 -0.26 0.02
ethylene 11Ag → 21Ag 13.07 -0.12 0.39
glyoxal 11Ag → 21Ag 5.48 -0.53 0.30
formaldehyde 11A1 → 31A1 10.45 -1.24 -0.69
nitrosomethane 11A′ → 21A′ 4.84 -0.66 -0.07
nitroxyl 11A′ → 21A′ 4.40 -0.86 -0.04

equivalent as the dimension of the orbital basis increases. This
can be attributed to the lower occupied valence orbital ener-
gies furnished by the QTP17 functional, in concert with the
orbital energy-based selection criterion given in Eq. 13, yield-
ing a smaller effective orbital basis from which to generate
FOIS configurations.

While the fitting set was comprised of electronic excita-
tions involving states of varied electronic character (e.g., op-
tically allowed single excitations, Rydberg, intramolecular
charge-transfer, etc.), we emphasize here that VEEs involving
doubly-excited electronic character were also included. A re-
cent work6 has recently attempted to improve the performance
of DFT/MRCI with respect to this historically problematic
class of transitions via a new parameterization that introduces
configuration-specific hole-particle and two-hole-two-particle
Coulomb and exchange scaling parameters. Interestingly, the
present results show that a comparable improvement in per-
formance can be achieved without the introduction of addi-
tional semi-empirical parameters. Table IV B 2 summarizes
the performance of the QE8 and R2017 Hamiltonians for the
doubly-excited states included in the fitting set. The MAE fur-
nished by QE8 for these excitations is only 0.26 eV, compared
to 0.61 eV for R2017. The largest error by a significant mar-
gin is for the 31A1 state of formaldehyde (0.69 eV) for which
the TBE of 10.34 eV differs dramatically from the CCSDT
(10.79 eV) and CC3 (11.20 eV) results; a challenging exci-
tation to converge. Conversely, the π2 → π∗2 transition in
butadiene is reproduced to 0.02 eV.

3. Performance on Validation Data

The validation set, again culled from transitions across all
6 QUEST databases (Table IV B 2), is comprised of 165 sin-
glet, 102 triplet, and 14 doublet vertical excitation energies.
Impressively, the MAE across all excitation types is identical
to that for the fitting set: 0.16 eV. Figure 3 breaks down the
MAEs for the singlet, triplet and doublet excitation classes for
both the fitting and validation sets. As the Figure evinces, the
errors for the QE8 Hamiltonian are consistent across all exci-
tation classes (< 0.2 eV) and roughly half the magnitude of
the errors for the R2017 parameterization.

Further insight is gained from the histograms of errors for
the training and validation sets for both the QE8 and R2017
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FIG. 3. Mean absolute errors for singlets, triplet, and doublets in the
fitting and validation sets for the new (QE8) and a previous (R2017)
DFT/MRCI parameterization.

Hamiltonians, as shown in Figure 4. Firstly, the QE8 error
distribution is approximately centered around zero, exhibit-
ing mean errors of −0.001 and 0.06 eV for the fitting and
validation sets, respectively. In contrast, the R2017 Hamil-
tonian yields excitation energies that are evidently systemat-
ically red-shifted from the ab initio benchmark values, and
yields mean errors of −0.32 and −0.26 eV, for the fitting and
validation sets, respectively. The most likely origin of this is
the previously noted empirical observation that for most or-
ganic chromophores, UV/VIS band maxima will generally be
red-shifted relative to the corresponding electronic vertical ex-
citation energies.12,13 The inclusion of such data in the fitting
set for the R2017 Hamiltonian thus manifests as a systematic
underestimation of VEEs.

4. Performance of Approximate DFT/MRCI methods

Recent years have seen the development of approx-
imate DFT/MRCI methods that exhibit an even higher
level of computational efficiency, termed p-DFT/MRCI7 and
DFT/MRCI(2).8 The p-DFT/MRCI method prunes the FOIS
by removing those configurations that do not contribute ap-
preciably to a second-order perturbation theory estimate of
the energies of the states of interest. The surviving config-
urations are used to construct the DFT/MRCI Hamiltonian,
while the contributions of the pruned ones are treated approxi-
mately at the level of second-order Rayleigh-Schrödinger per-
turbation theory. In the DFT/MRCI(2) approach, the construc-
tion of Hamiltonian matrix elements between FOIS configura-
tions is entirely obviated. Instead, a small effective Hamilto-
nian is constructed using second-order generalized van Vleck
perturbation theory (GVVPT2)50, the eigenvalues of which
provide approximations of those of the DFT/MRCI Hamil-
tonian. It has previously been demonstrated that both the p-
DFT/MRCI and DFT/MRCI(2) approaches can yield compu-
tational savings of upwards of two orders of magnitude for
large molecules while retaining the accuracy of the parent
DFT/MRCI method.7,8

TABLE III. Comparison of errors for DFT/MRCI, p-DFT/MRCI and
DFT/MRCI(2) QE8 Hamiltonian vertical excitation energies relative
to both the fitting and validation datasets. All values are given in
units of eV. All values were computed using a configuration selection
parameter value of δEsel = 1.0 Eh

Fitting Data MAEs
Method[QE8] Singlet Triplet Doublet Total
DFT/MRCI 0.18 0.14 0.17 0.16
p-DFT/MRCI 0.18 0.14 0.17 0.16
DFT/MRCI(2) 0.17 0.14 0.17 0.16

Validation Data MAEs
Method[QE8] Singlet Triplet Doublet Total
DFT/MRCI 0.15 0.15 0.22 0.16
p-DFT/MRCI 0.16 0.15 0.22 0.16
DFT/MRCI(2) 0.15 0.14 0.22 0.15

Table III shows the MAEs furnished by the p-DFT/MRCI
and DFT/MRCI(2) approaches in combination with the QE8
Hamiltonian with respect to fitting and validation data sets
discussed above. The DFT/MRCI results are shown along-
side for ease of comparison. For both the fitting and val-
idation sets, the MAEs are reproduced to within 0.01 eV
for both p-DFT/MRCI and DFT/MRCI(2) relative to the par-
ent DFT/MRCI method. Additionally, the error histograms
in Figure 4 are particularly illustrative in demonstrating
how closely p-DFT/MRCI and DFT/MRCI(2) reproduce the
DFT/MRCI results. The mean errors for the fitting (valida-
tion) sets are 0.004 (0.06) eV for p-DFT/MRCI and 0.006
(0.07) eV for DFT/MRCI(2), which is in excellent agreement
the DFT/MRCI value of −0.001 (0.06) eV.

In summary, the QE8 Hamiltonian does not negatively
affect the previously observed agreement between parent
DFT/MRCI and related p-DFT/MRCI and DFT/MRCI(2)
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FIG. 4. Signed vertical excitation energy errors for the QE8 and R2017 Hamiltonians relative to both the fitting and validation data sets. The
performance of the p-DFT/MRCI and DFT/MRCI(2) methods (panels (c) and (e)) are also compared to the parent DFT/MRCI method (panel
(d). In all calculations a value of the configuration selection parameter δEsel = 1.0 Eh was used.

methods. The consistency in the computed excitation ener- gies is impressive, with p-DFT/MRCI and DFT/MRCI both
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exhibiting a mean difference of ≤ 0.01 eV with DFT/MRCI
overall excitation classes in the validation set.

V. REPRESENTATIVE APPLICATIONS

We conclude this work with two representative applications
that illustrate the range of applicability of the DFT/MRCI
family of methods in conjunction with the QE8 Hamiltonian:
(i) the calculation of electronic spectra of the five nucleobases,
and (ii) the calculation of the low-lying states of chlorophyll
a. For each example, the results are compared to established
high-level ab initio electronic structure methods. The purpose
of the former application is to show the ability of the QE8
Hamiltonian to furnish oscillator strengths of good quality in
addition to VEEs. Through the second application, we seek to
highlight the ability to treat large molecules at low cost while
retaining high levels of accuracy.

A. Electronic Spectra of Nucleobases

One important application area for DFT/MRCI is the simu-
lation of optical absorption spectra of molecules. The ability
to reliably compute vertical excitation energies and oscillator
strengths for a potentially large number of valence electronic
states is crucial for these simulations. Accurate simulations
of absorption spectra that explicitly describe non-adiabatic vi-
bronic coupling effects have been carried out previously using
DFT/MRCI potentials and non-adiabatic couplings,51,52 and
the present QE8 parameterization has been conceived with ap-
plications such as these in mind.

The QE8 parameterization was performed using benchmark
vertical excitation energies only, typically including ≤ 5 states
per molecule. Although there has been recent work to con-
struct equivalent benchmark QUEST databases for oscilla-
tor strengths53, such information was not included in the pa-
rameter optimization process. In order to be useful in the
simulation of absorption spectra, the QE8 Hamiltonian needs
to be capable of furnishing both accurate excitation energies
and oscillator strengths. To assess this capability, we con-
sider the calculation of purely electronic absorption spectra
for the five nucleobases (adenine, cytosine, guanine, thymine,
and uracil). The results are compared to a well-established
ab initio method: EOM-CCSD. This method, in combina-
tion with the aug-cc-pVTZ basis, has a similar accuracy to
the QE8 Hamiltonian for valence excitation energies of or-
ganic molecules, exhibiting an MAE of 0.13 eV relative to the
theoretical best estimates for the 442 excitation energies that
span all of the QUEST datasets. Additionally, this method is
capable of furnishing accurate oscillator strengths.53

For each molecule, VEEs and oscillator strengths were
computed at both the EOM-CCSD and DFT/MRCI[QE8] lev-
els of theory using the aug-cc-pVDZ basis. The resulting elec-
tronic spectra are shown in ig. V A. Here, in order to aid
a visual comparison, the spectra are also shown convoluted
with a Gaussian lineshape with a full width at half maximum
(FWHM) of 0.2 eV. Broadly speaking, the agreement between

Adenine

Cytosine

Guanine

Thymine

Uracil

FIG. 5. Vertical excitation energies and oscillator strengths
for nucleobases adenine, cytosine, guanine, thymine, and uracil.
DFT/MRCI[QE8] is compared to EOM-CCSD results.

the DFT/MRCI and EOM-CCSD vertical excitation energies
is excellent, with differences between excitations involving
equivalent states observed to be ≤ 0.3eV; none of the spec-
tra shown in Fig. V A have had any shifts applied Moreover,
the relative oscillator strengths are found to be in good agree-
ment. Notably, however, the percent difference for some of
the bright transition oscillator strengths was observed to be up
to 40% and may warrant subsequent study. For present pur-
poses, we wish only to demonstrate that the vertical excitation
energies of the optically bright electronic states and relative
oscillator strengths agree well with the corresponding EOM-
CCSD results over a range of multiple eV.
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B. Application to Large Molecules

The development of perturbative DFT/MRCI approaches
enables the application of these methods to very large molec-
ular system at low computational cost. Here, we consider the
calculation of the VEEs of the low-lying singlet excited states
of chlorophyll a using DFT/MRCI(2) and the QE8 Hamilto-
nian. In particular, we consider the four "Gouterman-type"
states, corresponding to excitation between the HOMO-1,
HOMO, LUMO and LUMO+1 π and π∗ orbitals localized on
the chlorin ring.54,55 In order of increasing energy, these are
labeled the Qy, Qx, Bx, and By states. The ground state mini-
mum energy geometry is shown in Figure 6 b). It is commonly
accepted that the phytyl chain is essentially electronically de-
coupled from the chlorin ring on which the Q and B state exci-
tations are localized. As such, when computing these states, it
is common practice to replace the phytyl chain with a methyl
group in order to reduce computational costs. The geometry
of this reduced system is shown in Figure 6 a). The compu-
tational expediency of the DFT/MRCI(2) method, however,
allows for the treatment of the full, 137-atom system.

a)

b)

FIG. 6. Molecular geometry for a model of chlorophyll a (top, a))
in which the hydrocarbon tail is terminated with a methyl group, as
well as the complete structure of chlorophyll a (bottom, b))

In a recent study, Sirohiwal and co-workers56 published
benchmark domain local pair natural orbital similarity trans-
formed CCSD (DLPNO-STEOM-CCSD) calculations of the
VEEs of the Q and B states for the model system in which
a methyl group is substituted for the phytyl chain. In that
work, the UV/VIS absorption spectrum of the Q and B bands
was simulated in the Franck-Condon approximation, in which
the vibrational structure of the excited states was incorporated

into the simulation while neglecting the non-adiabatic cou-
pling between relevant electronic states. On the basis of these
calculations, and engendered by good agreement with experi-
ment, the authors could report the best estimates of the VEEs
that resulted in the best agreement between the simulated and
experimental spectra.

TABLE IV. Vertical excitation energies of four Gouterman-type ex-
cited states of chlorophyll a for both the full and model structures. In
all cases, the def2-TZVP basis set was used. All values are given in
units of eV.

State STEOM-CCSD DFT/MRCI(2) Best
modela model full estimate

Qy 1.75 2.10 2.06 1.99
Qx 2.24 2.40 2.36 2.30
Bx 3.17 3.21 3.11 3.12
By 3.40 3.40 3.33 3.38

a Ref. 56.

In Table IV we report VEEs of the Q and B states for both
the full chlorophyl a structure, including the phtyl chains, as
well as the reduced model geometry, with the phytyl chain
removed, as computed at the def2-TZVP/DFT/MRCI(2) level
of theory using the QE8 Hamiltonian. Shown alongside are
the DLPNO-STEOM-CCSD/def2-TZVP results of Sirohiwal
et al.56 as well as the current best estimates. It is found that
DFT/MRCI(2) furnishes results in very close agreement with
the DLPNO-STEOM-CCSD results as well as the best esti-
mate values. The computations on the full molecule, in par-
ticular, are generally in excellent agreement with the best es-
timate values, with a maximum deviation of only 0.07 eV
observed for the Qy state. We thus conclude that the QE8
Hamiltonian is capable of producing excellent quality results
for this prototypical system, albeit at very modest computa-
tional costs.

C. Computational E�ciency: Timings

We close by commenting on the computational efficiency
of the DFT/MRCI family of methods: DFT/MRCI, p-
DFT/MRCI, and DFT/MRCI(2). Table V shows the com-
putation CPU times for each of the applications presented in
Sec. V for each of these methods. We note that these tim-
ings include only the post-DFT components of the calcula-
tions. The results shown here were generated using the GRaCI
package34, which uses the PySCF program package to solve
the KS DFT equations. However, this aspect of the computa-
tion is highly modular and other packages may be employed
in this respect, the computational efficiency of which will vary
widely.

We first consider the nucleobase calculations. Table V
clearly demonstrates how computationally tractable even ex-
tremely large computations are using the DFT/MRCI fam-
ily of methods. No computation of the UV/VIS spectra
shown in Fig. V A, which involved the determination of the
30 lowest-energy roots, took longer than 45 minutes us-
ing the DFT/MRCI method running in serial. Using the
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TABLE V. CPU times for representative applications (in units of sec-
onds).a

Molecule DFT/MRCI p-DFT/MRCI DFT/MRCI(2) Nroots
Adenine 1851 194 50 30
Cytosine 735 47 27 30
Guanine 2604 273 61 30
Thymine 880 101 35 30

Uracil 276 38 22 30
Chlorophyll a – – 265 6

(model)
Chlorophyll a – – 2044 6

(full)
a Values in the table are CPU times (excluding KS-DFT computation) and

correspond to calculations run using a single thread of a Intel Xeon Gold
6130 processor. The aug-cc-pVDZ basis set was employed for the
nucleobases, and the def2-TZVP basis was used for both chlorophyll a
systems.

DFT/MRCI(2) method results in large computational sav-
ings, with an average CPU time of just 39 seconds. More-
over, the resulting spectra are found to be essentially identi-
cal to the more expensive DFT/MRCI results, consistent with
the agreement in vertical excitation energies presented in Ta-
ble III. Likewise, the p-DFT/MRCI method also yields sig-
nificant savings relative to the parent DFT/MRCI method,
whilst furnishing VEEs within 0.01 eV of the DFT/MRCI
values. However, the p-DFT/MRCI CPU times are found
to be significantly greater than those for DFT/MRCI(2).
We note here that, due to the increased amount of corre-
lation captured by the QE8 Hamiltonian relative to previ-
ous DFT/MRCI Hamiltonians, the configuration pruning al-
gorithm used in p-DFT/MRCI is rendered less effective than
previously reported7, and DFT/MRCI(2) now emerges as the
clear method of choice for reduced cost DFT/MRCI calcula-
tions.

Finally, we consider the timings for the cholorophyll a
calculations, as performed at the DFT/MRCI(2)/def2-TZVP
level of theory. For the model structure, the required CPU
time is less than 5 minutes to compute six roots. For the full
structure calculation, including the phytyl chain, this increases
to 34 minutes, still a remarkably low computational cost for a
system of this size, especially given the impressive accuracy
of the results (see Table IV).

VI. CONCLUSION

We have presented a newly-developed DFT/MRCI Hamil-
tonian, termed QE8, that is parameterized using only
benchmark-level ab inito data in the form of VEEs taken from
the QUEST database. With an eye to the development of a
DFT/MRCI Hamiltonian that gives a balanced description of
core-excited states, a new XC functional was adopted, namely,
the QTP17 functional. The performance of a Hamiltonian de-
signed to yield highly accurate core-excitation energies, CVS-
QE8, will be discussed in a subsequent publication. The
present Hamiltonian yields VEEs with an MAE of 0.16 eV

with respect to theoretical best estimates for valence-excited
states of organic molecules. Importantly, by fitting the Hamil-
tonian parameters to only ab initio data, the systematic under-
estimation of VEEs exhibited by previous DFT/MRCI Hamil-
tonians is ameliorated. Furthermore, doubly-excited states, a
previously problematic class of states for DFT/MRCI meth-
ods, can now be computed with high accuracy. In combi-
nation with the newly-introduced DFT/MRCI(2) variant, the
QE8 Hamiltonian opens the door to the accurate simulation
of excited states of large organic molecules at very low cost,
as exemplified by the current application to the chlorophyll a
molecule.

The Hamiltonian design principle employed in the present
work involved only the reproduction of benchmark VEEs. Fu-
ture efforts will examine, and potentially improve, the perfor-
mance of DFT/MRCI methods for the computation of other
quantities relevant for simulations in spectroscopy and dy-
namics. Specifically, benchmark electronic properties, such
as oscillator strengths and electronic moments, are becoming
increasingly available53,57. The degree to which DFT/MRCI
wave functions furnish accurate electronic properties will be
investigated in a subsequent publication.

The ability of DFT/MRCI to produce accurate potential en-
ergy surfaces has been studied only indirectly via, for ex-
ample, the parameterization of vibronic Hamiltonians. That
the DFT/MRCI reference space is iteratively generated anew
at each nuclear configuration means that the underlying po-
tential is not entirely smooth and complicates the evaluation
of energy gradients and nonadiabatic couplings. However,
recent work in our group employing gaussian process and
kernel ridge regression approaches to learn potential energy
surfaces58 will likewise be applicable to DFT/MRCI poten-
tials, providing a route to structure optimization and dynam-
ics simulations. The accuracy of excited structural minima de-
rived from DFT/MRCI potential surfaces, including minimum
energy conical intersections and the corresponding branching
spaces, will likewise be evaluated in an upcoming work.
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Appendix A: Notation: spin-coupling coe�cients

Following Segal and Whetmore18, we adopt the following
notation for the one- and two-electron singlet spin-coupling
coefficients:
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η
j

i (w,ω,w′,ω ′)≡ ⟨wω|Ê j
i |w

′
ω

′⟩, (A1)

and

η
jl

ik (w,ω,w′,ω ′)≡ ⟨wω|Ê j
i Ê l

k|w′
ω

′⟩, (A2)

respectively, where Ê j
i denotes a singlet excitation operator,

Ê j
i = ∑

σ=α,β

â†
iσ â jσ , (A3)

where â†
iσ (âiσ ) denotes the elementary Fermionic creation

(annihilation) operator associated with the spin-orbital with
spatial index i and spin index σ .

In the following, we shall, where appropriate, drop the ex-
plicit dependence of the spin-coupling coefficients on the bra
and ket spatial occupations and spin-couplings, i.e.,

η
j

i (w,ω,w′,ω ′)→ η
j

i , (A4)

η
jl

ik (w,ω,w′,ω ′)→ η
jl

ik , (A5)

with the now implicit dependence always being clear from the
context in which the simplified notation is used.
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