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Abstract

The accuracy of predicting thermophysical properties through molecular dynamics

simulations is constrained by the precision of models used to describe molecular inter-

actions. The Open Force Field initiative has established a computational structure to

develop new models and introduced two non-polarizable force fields, Parsley and Sage.

Sage version 2.0.0 focused on refining Lennard-Jones parameters to reflect thermophys-

ical properties accurately. In this context, we evaluate the ability of our introduced

D-MBIS non-bonded force field parameters to replicate liquid densities and enthalpies

of evaporation of 49 neutral compounds from the ThermoML database using the openff-

evaluator package. Our findings confirm that our ab-initio derived non-bonded force

field parameters accurately mirror both thermophysical properties with a high degree

of precision.
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Introduction

Molecular dynamics (MD) simulation serves as a powerful tool for investigating the ther-

modynamic properties of molecules, an aspect crucial to physics, chemistry, and biology.1

Its wide application in condensed-phase systems stems particularly from a beneficial balance

between model accuracy and computational cost. While classical atomistic models only ap-

proximate the accurate quantum-mechanical description of molecules, they can still offer a

realistic picture of the structure and dynamics of molecular systems, offering spatial and

temporal resolutions of 0.1 nm and 1-2 fs respectively. Moreover, their computational costs

allow exploring system sizes of more 100 nm2,3 and time scales of several microseconds.4

Nonetheless, the accuracy of MD simulations in replicating thermodynamic properties of

a molecular system is reliant on the quality of the models, referred to as force fields.5,6 Force

fields for condensed-phases like CHARMM,7,8 AMBER,9,10 OPLS,11,12 and GROMOS13 pri-

marily focus on the depiction of liquids and solutions, with solvated biomolecules being a sig-

nificant special case. They possess a comparatively straightforward functional form combined

with the widespread application of parameter combination and transferability assumptions.

Typically, they encompass a vast number of atom types that account for atoms in diverse

chemical environments. Their parameters were primarily calibrated against experimental

thermodynamic and spectroscopic data related to liquids and molecules in solution.9,11,14 As

their main objective is to provide an accurate representation of condensed-phase properties

the focus during parameterization is on the correct description of non-bonded interactions.15

Five years ago the Open Force Field (OpenFF) initiative started an open and collabo-

rative approach for better force fields. Its first version16 (Parsley) was created for treating

small molecule parameters. It offered substantial coverage of chemical space through a novel

direct chemical perception method while maintaining the precision of other small molecule

force fields. Instead of atom typing used in previous force fields, direct chemical perception

employs parameter assignment based on substructure.17 This unites intricate chemistry into

one physically discernible chemical classification. SMIRKS patterns are utilized to establish
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these groups, and the relevant parameters can be applied to any substructure match in any

molecule, thereby enhancing its universal applicability. This straightforward chemical per-

ception method significantly cuts down the quantity of empirical force field parameters, en-

abling swift readjustment of parameters to enhance chemical precision.17 The earliest versions

of Parsley largely adopted the initial non-bonded parameters from SMIRNOFF99Frosst,18

which is an AMBER compatible small molecule force field. The following Parsley versions

experienced significant enhancement of the valence parameters by aligning them with a broad

dataset of quantum chemical calculations.19

The OpenFF Sage 2.0.0 small molecule force field19 was recently launched, building on

the foundation of the Open Force Field Parsley generation of force fields. This was the

first occasion in which the Lennard-Jones (LJ) parameters were recalibrated to mirror ther-

mophysical attributes. This became possible through openff-evaluator,20 a computational

package developed to predict thermophysical properties and train LJ parameters. In Sage

2.0.0, these parameters were adjusted to optimize the thermophysical properties of the con-

densed phase, including the mixing enthalpy and densities of pure or binary mixtures.14,19

Sage, such as Parsley, describes molecules that encompass the chemical space of elements

such as C, H, O, N, P, S, F, Cl, Br, and I. All OpenFF variants depend on the AM1-BCC

model21,22 for the assignment of partial charges. This method is extensively employed for

organic compounds.

The refined LJ parameters in Sage or the AM1-BCC atomic charges, from a physical

chemistry viewpoint, should accurately represent the four kinds of intermolecular interac-

tions: electrostatic, induction, dispersion, and exchange repulsion. Our research lab has

proposed a novel method for acquiring atomic properties from the polarized electron density

in varied configurations of condensed phases.23–25 The D-MBIS method uses the Minimal

Basis Iterative Stockholder (MBIS) method26,27 to partition the molecular electron density

of various conformations in atomic contributions. We have shown that partial charges de-

rived from the average electron density of an atom in a molecule successfully decreased the
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errors in predicting hydration free energies23 or binding affinity in host-guest complexes.24,25

Lately, along with the atomic charges, we have also developed new force field parame-

ters for the dispersion and exchange-repulsion interaction.24 Earlier methods employ atoms-

in-molecules partition of the electron density for a molecule’s single conformation in vac-

uum.28 Consequently, these methods overlook the changes in molecular structure in con-

densed phases and the impact of solvent molecules on the spread of electron density. Our

latest computational framework aids in extracting non-bonded force field parameters from

the polarized electron density of molecules.24 Using Federov et al.’s29 and Tkatchenko’s et

al.’s30,31 methodologies, we calculate the van-der-Waals radii and C6 dispersion coefficients

of the LJ potential respectively.

Here, we combine our D-MBIS non-bonded force field parameters with the optimized

valence parameters in OpenFF 2.0.0 and test their ability to reproduce liquid densities and

enthalpies of evaporation of pure neutral substances under standard conditions.

Methods

Filtering the ThermoML Database

In order to assess the quality of the new parameters, physical properties of diverse small

organic molecules were predicted and compared with predictions of other force fields and

with experimental data.

The small organic molecules were extracted from ThermoML database.32,33 This database

was filtered for pure, liquid, neutral molecules which had both their densities or heats of

evaporation reported at 298 K and 1 atm with the openff-evaluator20 functionality (see

notebook in the SI). Thereafter their Lennard-Jones parameters and atomic charges were

derived using the D-MBIS partitioning method24,25 described below.
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Non-bonded force field parameters from the polarized electron den-

sity

To derive non-bonded force field parameters for each evaluated molecule, we improved our

workflow to obtain D-MBIS atomic charges25 and Lennard-Jones (LJ) parameters24 including

support to OpenFF force field. This workflow combines molecular dynamics simulations

carried out with OpenMM34 and the QM/MM methodology applied to several configurations

of the trajectory to obtain polarized electron densities. With these densities, we applied

the Minimal Basis Iterative Stockholder (MBIS)26 partitioning method to calculate atomic

charges and LJ parameters and update these in an iterative manner.

The main difference compared to our previous workflow24,25 involves atomic charges and

LJ parameters replacement in every parameter’s update iteration. Respect to software, we

add the OpenFF’s ecosystem for small molecule force field treatment, we change to ORCA

5.0.3 version35 that include support to OpenMM combined with correct treatment of large

PDB files and RDKit to treat chemically equivalent atoms (e.g. hydrogen atoms in methyl

groups) for averaged parameter’s assignment.

For this work, we rely on OpenFF 2.0.0 force field for bonded parameters. AM1-BCC

atomic charges and OpenFF LJ parameters (ϵ, rmin/2) were replaced with the derived non-

bonded parameters. We maintain the same workflow’s parameters and convergence criteria

from our previous studies.24,25 Initially, a SMILES string for the analyzed molecule and a

system’s PDB file were required for the non-bonded parameter’s derivation workflow. This

PDB file was obtained from openff-evaluator (see below). As output, an OpenFF XML file

and a CSV file (.dat) were generated with the new LJ parameters and atomic charges. These

files were used to modify OpenFF 2.0.0 LJ parameters and AM1-BCC charges respectively.
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Calculation of liquid densities and heats of evaporation

To obtain the liquid densities and heats of evaporation we used the openff-evaluator package.

The Python scripts are provided in the Supporting Information.

The standard protocol for the condensed phase simulations generates a cubic box with

1000 molecules with an approximated density of 0.95 g
mL

by PACKMOL software,36 then

molecular interaction parameters are assigned according to the specified force field, and

energy minimization for the simulation box was applied by means of OpenMM.34 The system

is equilibrated in a NPT ensemble with a Langevin integrator and 100 000 steps, integration

time-step of 2 fs and a MonteCarlo barostat with a pressure correction every 25 steps. The

production simulation considers 2 ns in a isothermal-isobaric ensemble at 298 K and 1 atm.

Simulations for the gas phase used to obtain the enthalpy of evaporation considers a

cubic box without periodic boundary conditions and one molecule as ideal gas, force field

parameters are applied and the box is equilibrated in a NVT ensemble, then the production

simulation is carried out in another NVT ensemble with 15 000 000 steps and a time-step of

2 fs. Density was calculated by the average of the box’s mass and volume:

ρ = ⟨M
V

⟩ (1)

Enthalpy of evaporation was calculated assuming that V̄gas >> V̄liquid and ideal gas behavior,

∆Hvap = ∆⟨E⟩+ P∆⟨V ⟩ (2)

∆Hvap = ⟨Ugas⟩ − ⟨Uliquid⟩+RT (3)

where U is the potential energy, R the universal gas constant and T the temperature. To

include the polarization effects in the system,37,38 we add a correction term (i.e Epol) to

the enthalpy of evaporation calculated with D-MBIS parameters. This term accounts for the

potential energy cost associated with the molecular electron density distortion in a particular
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chemical environment (e.g in a homogeneous condensed phase) respect to vacuum.

Epol =
〈
Ψ|Ĥvac|Ψ

〉
−
〈
Ψvac|Ĥvac|Ψvac

〉
(4)

An ensemble-averaged value for the polarization energy (
〈
Epol

〉
) was obtained in parallel

from the D-MBIS non-bonded parameter derivation. Finally, the expression of polarization-

corrected enthalpy of vaporization is represented in Eq.5:

∆Hvap = ⟨Ugas⟩ − ⟨Uliquid⟩+RT −
〈
Epol

〉
(5)

Results & Discussion

To validate our derived non-bonded force field parameters we calculated thermophysical

properties of diverse small molecules extracted from the ThermoML database using openff-

evaluator.20 The ThermoML database contains more than 100000 thermophysical properties

of substances as liquid densities, enthalpy of mixing and enthalpy of evaporation at different

thermodynamic states reported in literature.33 We filtered the database for neutral molecules

with a reported liquid density or enthalpy of evaporation at 101.325 kPa and 298 K. Figure

1 shows the chemical structure of the 49 substances colored by the thermophysical property

available in ThermoML. 42 substances possess a reported liquid density at 298K and 1 atm

and 28 substances an enthalpy of evaporation.

The selected substances evidence various functional groups formed by carbon, nitrogen,

oxygen, phosphor, and halogens. Some of them are linear alkanes or have an aromatic core

combined with one functional group, although others may possess more than one and quite

complex structures (see substance 16). While IUPAC names and SMILES string of the 49

substances are provided for download together with their force field parameters, for compact

notation and further analysis we numbered them from 1 to 49 as shown in Figure 1.
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Figure 1: Chemical structure of all substances filtered from the ThermoML database colored with
the thermophysical property used to test the performance of the force field parameters.

D-MBIS non-bonded force field parameters predict liquid densities

accurately

We chose the Open Force Field 2.0.0 (OpenFF 2.0.0) as a benchmark to evaluate our non-

bonded force field parameters. Contrary to prior force fields, OpenFF does not depend on

atom names. Instead, it assigns parameters according to the chemical environment of each

atom, as depicted in SMIRKS patterns.17 The same chemical surroundings also modulates

the local electron density, from which we obtain the non-bonded force field parameters.
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Consequently, we anticipate that atoms, which are assembled in accordance with SMIRKS

patterns, would possess similar non-bonded force field parameters. The initial version of

OpenFF fine-tuned the bonded parameters that describe covalent interactions, utilizing an

extensive database of quantum chemical computations.16 Thus, OpenFF predominantly de-

pends on electronic structure calculations, similar to our non-bonded force field parameters

which we conjectured would enhance compatibility. The OpenFF 2.0.0 version has updated

the LJ parameters, which depict the atomic repulsion and dispersion interactions.19 However,

these non-bonded force field parameters were calibrated to reproduce the liquid densities and

enthalpy of mixing for substances in the ThermoML database rather than relying on molec-

ular properties. To ensure that microscopic attributes remain the key factors in defining

atomic properties, we replaced them with our first-principle LJ parameters. At the same

time, we also switched out the AM1-BCC atomic charges for our D-MBIS atomic charges

that are directly derived from the polarized molecular electron density. Then, we assessed

their ability to replicate the liquid densities of 42 different substances to validate our D-MBIS

non-bonded force field parameters.

Figure 2 contrasts liquid densities determined with the original OpenFF 2.0.0 on the left

(A) with those resulting from our non-bonded D-MBIS Lennard-Jones and atomic charges

(LJ-Q) on the right (B). The densities produced by OpenFF 2.0.0 have a root mean square

error (RMSE) of 0.019 g/mL, accompanied by a slightly negative mean error (-0.006 g/mL)

for the 42 unique substances. The ability to replicate experimental densities with these pa-

rameters is confirmed by a correlation coefficient of R2 = 0.996. Nonetheless, these outcomes

have been anticipated given that some of the 42 substances were included in the training

data set utilized to optimize LJ parameters in OpenFF version 2.0.0. In Figure 2A, beneath

the parity plot, we show the chemical structure of substances that deviate by more than one

RMSE from the experimental values. These are marked as reference within the plot. Inter-

estingly, it is worth noting that many of these structures possess more than one functional

group or include hetero atoms such as phosphor or halogens, which were not included in the
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original OpenFF 2.0.0 training set. Just one alkane, hexadecane (25), substantially diverges

from the empirical value. We hypothesized that this variation stems from the small volumes

of the periodic simulation boxes used in the simulations. The small volume in relation to the

molecule’s size hinders the sampling of all rotational conformers of the single carbon-carbon

bonds.

Figure 2B displays for comparison densities for the 42 pure substances calculated with

our D-MBIS non-bonded force field parameters (Lennard-Jones and atomic charges, LJ-Q).

The RMSE in comparison to experimental values rises to 0.045 g/mL, while the average error

turns positive (0.022 g/mL). The value of the correlation coefficient R2 decreases slightly to

0.984. While these statistical descriptors appear to imply a greater variation, it’s impor-

tant to acknowledge that our parameters weren’t fine-tuned for thermophysical properties.

Instead, they were derived ab-initio from the molecular polarized electron density. Given

that their derivation did not employ any thermophysical property, their ability to accu-

rately reproduce experimental liquid densities is remarkably praiseworthy. Compounds with

deviations exceeding the RMSE shown at the bottom of Figure 2B also feature numerous

functional groups. Cooperative effects or specific halogen or hydrogen bonds may become

more prevalent in these compounds, which our non-polarizable force field may not accurately

depict. The absence of these interactions might be the reason why the densities of all sub-

stances with numerous functional groups are underestimated. Unlike the others, hexadecane

(25) exhibits a positive divergence from the empirical data. This pattern has also been noted

with the original OpenFF parameters. This validates the hypothesis that the estimation of

long linear alkanes’ density using small system sizes is limited in reaching the thermodynamic

limit due to entropic barriers that hinder sampling conformations with alternating carbon

dihedral angles and possibly requires more sampling time or replicates to achieve a better

prediction.39

To summarize, the D-MBIS non-bonded force field parameters, which are extracted from

the molecular density, accurately mirror liquid densities. This is accomplished within the
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limitations set by the character of interactions represented in the non-polarizable Open Force

Field.

D-MBIS non-bonded force field parameters improve enthalpy of

evaporation prediction compared to OpenFF 2.0.0

After examining the densities of various liquids, we evaluated the evaporation enthalpy of

neutral substances at a temperature of 298.15K and an atmospheric pressure of 1.015 atm.

We found experimental values for the 28 substances illustrated by the chemical structure in

Figure 1. To corroborate the quality of the D-MBIS Lennard Jones parameters and atomic

charges, we utilized OpenFF 2.0.0 with AM1-BCC atomic charges as our reference. Figure 3

compares the enthalpies of evaporation derived from both sets of parameters, as illustrated

in panels A and B respectively.

In Figure 3A, the parity plot for the OpenFF reference indicates a significant overesti-

mation of the enthalpies of evaporation, as evidenced by a substantial mean error of 10.5 kJ

mol−1. With a RMSE of 14.9 kJ mol−1 and a correlation coefficient of R2 = 0.79, there’s a

notable divergence from the experimental results. Molecules exhibiting discrepancies greater

than one Root Mean Square Error (RMSE), as shown at the bottom and referred to in

the graph, are either phosphoesters, possess additional functional groups, or are esters ac-

companied by lengthy alkane chains. The latter might encounter similar sampling issues

as those noted for hexadecane in liquid densities. The other molecules exhibit pronounced

polarizability, indicating a variance in charge distribution between the condensed and gas

phases. This varying charge distribution is not accounted for when employing AM1-BCC

atomic charges for both corresponding phases.

The D-MBIS non-bonded force field parameters shown in Figure 3B replicate the enthalpy

of evaporation more accurately. The parameters for these non-bonded force field are deter-

mined by separately deriving atomic charges for each phase, and incorporating a polarization

cost when calculating the enthalpy of evaporation (refer to Methods). Their enhanced ability
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to replicate this thermophysical property is indicated by a very minimal average error of 0.2

kJ mol−1 and an improved R2 value of 0.86. The Root Mean Square Error (RMSE) of 8.4

kJ mol−1 is relatively minor when contrasted with the enthalpy of evaporation, which typ-

ically fluctuates between around 50 and 100 kJ mol−1. Interestingly, certain phosphoesters

that have previously shown significant deviations also display errors exceeding one RMSE.

This could potentially illustrate the boundaries that can be reached with a non-polarizable

force field for these specific functional groups. Among other molecules exhibiting significant

deviation, we also identified two esters with lengthy alkyl chains that were affected by the

previously discussed sampling issue. The remaining ones display chemical structures with

numerous functional groups that could potentially favor their aggregation in the gas phase.

These gas phase clusters, however, aren’t considered in our simulation method which is based

solely on a single molecule.

Conclusions

We evaluated the ability of non-bonded force field parameters to accurately replicate stan-

dard condition liquid density and enthalpy of evaporation of neutral substances from the

ThermoML database. Utilizing the valence parameters of OpenFF 2.0.0 and the openff-

evaluator package to predict thermophysical properties, we demonstrate that D-MBIS LJ

parameters along with atomic charges accurately emulate liquid densities. Our parameters

notably diminish the enthalpy of evaporation error compared to the initial force field.
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Supporting Information Available

Jupyter-notebooks used for the simulation and analysis of the results as well as the force

field parameters can be downloaded from DOI:10.5281/zenodo.10822060.

Data and Software Availability

OpenMM and the openff-evaluator package are open source software and can be used free

of charge. The simulation workflow written in Python can be obtained from the follow-

ing Github repository DOI:https://github.com/QCMM/ffparaim. ORCA 5.0.3 is free for

academic use open request. All figures were created with matplotlib.
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Figure 2: Parity plot between the calculated and experimental densities from 42 substances
represented by their chemical structure in Figure 1. Densities obtained from simulations using the
original OpenFF 2.0.0 with AM1-BCC atomic charges in A are compared to the results obtained
with D-MBIS atomic charges and Lennard-Jones parameters in B. Statistical descriptors are shown
as insets and substances with deviations larger than the root mean square error (RMSE) are labeled
in the plot and their chemical structure displayed below.
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Figure 3: Parity plot between the calculated and experimental enthalpy of evaporation from 28
substances represented by their chemical structure in Figure 1. Enthalpy of evaporation at 298K
obtained from simulations using the original OpenFF 2.0.0 with AM1-BCC atomic charges in A
are compared to the results obtained with D-MBIS atomic charges and Lennard-Jones parameters
in B. Statistical descriptors are shown as insets and substances with deviations larger than the root
mean square error (RMSE) are labeled in the plot and their chemical structure displayed below.
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