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The dynamics of the nuclei of both chromophore and its condensed phase environment control many spectral
features, including the vibronic and inhomogeneous broadening present in spectral lineshapes. For the cresyl
violet chromophore in methanol, we here analyze and isolate the effect of specific chromophore-solvent in-
teractions on simulated spectral densities, reorganization energies, and linear absorption spectra. Employing
both force field and ab initio molecular dynamics trajectories along with the inclusion of only certain solvent
molecules in the excited state calculations, we determine that the methanol molecules axial to the chro-
mophore are responsible for the majority of the inhomogeneous broadening, with a single methanol molecule
that forms an axial hydrogen bond dominating the response. The strong peripheral hydrogen bonds do
not contribute to spectral broadening, as they are very stable throughout the dynamics and do not lead
to increased energy gap fluctuations. We also find that treating the strong peripheral hydrogen bonds as
molecular mechanical point charges during the molecular dynamics simulation underestimates the vibronic
coupling. Including these peripheral hydrogen bonding methanol molecules in the quantum mechanical region
in a geometry optimization increases the vibronic coupling, suggesting that a more advanced treatment of
these strongly interacting solvent molecules during the molecular dynamics trajectory may be necessary to
capture the full vibronic spectral broadening.

I. INTRODUCTION

Simulating accurate condensed phase spectral line-
shapes requires the inclusion of both vibronic and sol-
vent effects. Such effects contribute to spectral width,
as well as shape, with vibronic transitions often caus-
ing a high energy tail in absorption spectra and sol-
vent effects often leading to inhomogeneous broaden-
ing. Although this inhomogeneous broadening is gen-
erally accounted for with a phenomenological broaden-
ing parameter, it is specific interactions between a chro-
mophore and the solvent, such as solvent hydrogen bond-
ing and dipole-dipole interactions, that lead to the en-
ergy fluctuations responsible for inhomogeneous spectral
broadening. Sampling from an ensemble of independent
chromophore-solvent nuclear configurations can capture
environmental effects within a nuclear ensemble approach
to simulating the lineshape,1–4 but this nuclear ensem-
ble approach lacks vibronic transitions. The vibronic ef-
fects on a spectrum can be accounted for with a Franck-
Condon calculation,5–11 often performed within the har-
monic approximation with an implicit polarizable contin-
uum model for the environment.12–16

Alternative methods can simultaneously include vi-
bronic and specific environmental effects. Recent work by
some of the authors shows how to combine the Franck-
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Condon approach with an ensemble of explicit solvent
configurations.17–20 An alternative approach is to follow
the dynamics of the chromophore and solvent by saving
a molecular dynamics (MD) trajectory of chromophore-
solvent configurations for the computation of energy gaps
between the ground and excited states. The energy gap
correlation function can then be used to compute the
spectral density,21 which shows how vibrational modes
couple to the optical excitation and the resulting opti-
cal spectra, such as the resonance Raman spectrum and
the absorption spectrum.18,20,22–30 This trajectory-based
approach is able to capture both vibronic effects and spe-
cific environmental effects on the optical spectrum on an
equal footing.

Specific solvent interactions are known to cause spec-
tral changes. The formation of hydrogen bonds (H-
bonds) between chromophore and solvent can blue-shift
or red-shift peaks in the optical spectrum.31,32 Re-
cent studies have examined how H-bonding of water
to flavin affects the vibrational frequencies33 and band
intensities.34 One advantage of a trajectory-based ap-
proach is that changes in excitation energy and energy
fluctuations can be connected to specific chromophore-
solvent interactions and even solvent dynamics. For ex-
ample, by careful analysis of the trajectory, for the an-
ionic chromophore of photoactive yellow protein, depro-
tonated trans-thiophenyl-p-coumarate (pCT−), some of
the authors showed that low-frequency motions of the
chromophore with the surrounding solvent led to spectral
broadening, and coupling of the high-frequency motion
of the C=O stretch to solvent led to increased vibronic
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coupling.28,35

To fully realize the aforementioned advantages of the
trajectory-based approach, we need an accurate descrip-
tion of both the chromophore and chromophore-solvent
interactions, as well as a reliable approach for the com-
putation of electronic excitation in the presence of sol-
vent. For the latter, time-dependent density functional
theory (TDDFT) has been the main workhorse with its
modest computational cost and reasonable accuracy, and
in our previous work, we have suggested guidelines for
the use of TDDFT in excited state calculations of con-
densed phase systems.19,28,36–38 For the former issue, ab
initio molecular dynamics (AIMD) with density func-
tional theory (DFT) offers quantum-chemical accuracy
at a high computational cost that limits the time scale
for sampling configuration space, whereas more afford-
able force-field-based MD (FFMD), usually with empir-
ical parameters, may suffer from poor descriptions of
the chromophore or of specific chromophore-solvent in-
teractions. Furthermore, it has been shown that a mis-
match between the potential used for the MD simula-
tion and the excitation energy calculations (e.g., using
FFMD for the trajectory and TDDFT for excited state
computation) introduces artifacts to the computed spec-
tral density.22–25,39 It is thus desirable to either use the
same quantum chemical protocol (i.e., functional, basis
set, and solvent treatment) for MD simulation and ex-
cited state calculations (e.g. with AIMD and TDDFT
employing the same functional), or to parametrize the
force field (FF) using the same quantum chemical pro-
tocol as used for the excited state calculation to mini-
mize the mismatch. Recent advances in ab initio based
FF parametrization, such as the QUantum mechanical
BEspoke Kit (QUBEkit), which derives system-specific
FF parameters directly from quantum mechanical (QM)
calculations,40,41 provide a promising way forward.

In this work, for the cationic cresyl violet (CV+)
chromophore in methanol, we parametrize custom
force fields and perform both FFMD and quantum-
mechanics/molecular-mechanics (QM/MM) AIMD sim-
ulations, followed by QM/MM TDDFT excited state cal-
culations, to simulate its resonance Raman and UV-Vis
absorption spectra. The CV+ chromophore, also known
as oxazine-9, is a member of the family of organic cationic
oxazine dyes widely used as both laser dyes and fluores-
cence sensors.42,43 CV+ is sensitive to the local hydrogen
bonding and dielectric environment, and the absorption
and fluorescence, resonance Raman, and nonlinear opti-
cal spectra have been measured experimentally in a va-
riety of solvent environments.43–50 The absorption spec-
trum of CV+ in methanol is broad, with a maximum at
2.1 eV and a shoulder at 2.25 eV.45,50 This shoulder could
be due to a higher lying excited state, but previous stud-
ies suggest it is from a vibronic transition between the
ground state and bright S1 state.43,48,51 Here we analyze
the environmental and vibronic contributions to the com-
puted linear absorption spectrum using the trajectory-
based approach. We find that different hydrogen-bonding

solvent molecules play different roles in shaping the ab-
sorption spectrum, demonstrating the importance of ac-
curate treatment of chromophore-solvent interactions in
both MD simulations and TDDFT calculations.

II. THEORY

We here present the theoretical expressions used to
simulate the spectral densities, resonance Raman, and
absorption spectra from MD simulations. We assume
that our chromophore is well-represented by a two-level
system consisting of the ground and first excited elec-
tronic state. The absorbance, σ(ω), of a chromophore in
the impulsive limit is then given by

σ(ω) ∝ ω

∫ ∞

−∞
dt χ(t)eiωt, (1)

where χ(t) is the linear response function. The key to
formulating the approximate approaches for linear spec-
troscopy from an MD trajectory is to express the linear
response function in terms of a cumulant expansion for
the ensemble average of the time-ordered exponential.21

The linear response function, within the Condon approx-
imation, can then be written as21

χ(t) = |µeg|2 e−iω̄egt exp

[
−

∞∑
n=2

gn(t)

]
,

where ω̄eg = ⟨U(t)⟩ is the thermal average of the energy
gap operator U connecting the electronic ground state g
to the excited state e, µeg is the transition dipole moment
between these two states, which is taken as a constant
within the Condon approximation, and gn(t) is the nth

order cumulant function. Atomic units are used through-
out these expressions, unless stated otherwise. If the en-
ergy fluctuations of the system follow Gaussian statistics,
truncation of the cumulant expansion is exact at second
order.52 The absorption is then determined completely
by the second-order cumulant, g2(t), which can be eval-
uated as21

g2(t) =
1

π

∫ ∞

0

dω
J(ω)

ω2

[
coth

(
βω

2

)
[1− cos(ωt)]

+i[sin(ωt)− ωt]

]
. (2)

The spectral density, J(ω), requires the evaluation
of the energy gap fluctuation quantum time correlation
function (TCF), which is generally not accessible for any
realistic system. Phenomenological corrections have been
devised to approximate the quantum TCF with its clas-
sical counterpart.53–56 A popular choice in the context
of electronic spectroscopy is the harmonic quantum cor-
rection factor (QCF), which leads to the approximate
expression for J(ω) as57

J(ω) = Θ(ω)
βω

2

∫ ∞

−∞
dt eiωt Ccl(t), (3)
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where Θ(ω) is the Heaviside step function. The clas-
sical TCF, Ccl(t), of the vertical excitation energy
(VEE) fluctuations, can be obtained from computing
excitation energies for a series of time-correlated snap-
shots of nuclear configurations generated from an MD
trajectory,14,26,58–62 which we here denote as U(t), as

Ccl(t) = ⟨δU(t)δU(0)⟩cl, (4)

where δU(t) = U(t) − ω̄eg is the energy gap fluctuation,
and the angular brackets with the subscript “cl” indicate
a classical equilibrium ensemble average. The harmonic
QCF is known to be exact for the TCF of an opera-
tor that linearly depends on the harmonic vibrational
coordinates,54 which also makes the truncation of the
cumulant expansion at second order exact.21 The spec-
tral density measures the coupling strength between the
electronic excitation and nuclear motions. Another prop-
erty that quantitatively measures the coupling between
the electronic transition and nuclear motion is the re-
organization energy, which is related to spectral density
as21

λ =
1

π

∫ ∞

0

J(ω)

ω
dω. (5)

One experimental observable that can probe the spec-
tral density directly is resonance Raman. Within the
transform theory of Raman scattering, the first order
resonance Raman intensity for the displaced harmonic
oscillators with the same vibrational frequencies on the
ground and excited electronic state is approximately pro-
portional to the spectral density.63–67 The approxima-
tions invoked include the Condon approximation and the
neglect of the average thermal population of vibrational
modes, which are valid for our system and the frequency
window of interest.

Different nuclear motions play different roles in shap-
ing the absorption spectrum: the high-frequency modes
of the spectral density, often involving the intramolecular
vibrations of the chromophore, can produce a vibronic
Franck-Condon progression and vibrational coherences,
whereas the low-frequency modes due to the collective
motions of the chromophore and its local environment
(e.g. solvent molecules) inhomogeneously broaden the
spectrum. Separation of the high- and low-frequency con-
tributions to the absorption spectrum enable the separate
analysis of the inhomogeneous broadening and vibronic
contributions to spectral lineshapes.

We define the spectral density from the low-frequency
modes as

JLF(ω) =
1

2

[
1− erf

(
ω − ωc

σ

)]
J(ω), (6)

where erf(x) is the error function and ωc is a parameter
for the cutoff frequency and we choose ωc = 200 cm−1 as
kBT is about 200 cm−1 at the ambient temperature. The
parameter σ determines how quickly the high-frequency
modes are turned off, and is taken to be 2 cm−1. With

the low-frequency spectral density, JLF(ω), we compute
the absorption spectrum and reorganization energy (λLF)
from the low-frequency nuclear motions in the MD trajec-
tory. The high-frequency spectral density is determined
by applying an error function with the same cutoff fre-
quency,

JHF(ω) =
1

2

[
1 + erf

(
ω − ωc

σ

)]
J(ω). (7)

III. COMPUTATIONAL DETAILS

A. Choice of density functional for QM/MM AIMD and
QM/MM TDDFT excited state calculations

DFT is used to treat the chromophore during QM/MM
simulations and to parametrize the force field for clas-
sical MD, whereas TDDFT is used to model the ex-
cited states as discussed below. The excitation ener-
gies depend strongly on the degree of exact exchange in
the density functional, with more exact exchange gener-
ally leading to higher excitation energies. In a previous
study by Kostjukov that surveyed the performance of
forty hybrid density functionals for simulating the ab-
sorption spectrum of the aqueously solvated cresyl violet
cation, the range-separated CAM-B3LYP functional was
one of the most accurate when comparing the energies of
the simulated and experimental vibronic maxima, along
with M06-2X and ω-B97XD functionals.51 The vibronic
spectra generated from this same study produced a vi-
bronic shoulder weaker than in the experimental spec-
trum, with the author noting that spectra generated us-
ing all 40 functionals had nearly the same shape. Indeed,
our benchmark calculations of Franck-Condon vibronic
spectra for CV+ in a polarizable continuum model for
methanol (see Figure S1) show very similar vibronic line-
shapes for CAM-B3LYP, M06-2X, and ω-B97XD, with
M06-2X producing a slightly more narrow spectrum and
ω-B97XD producing a slightly broader spectrum than
CAM-B3LYP. We also show the vibronic spectrum gener-
ated by the LC-ωHPBE functional, which is broader than
the other spectra, likely due to the larger value of the
range-separation parameter (ω = 0.40 for LC-ωHPBE, ω
= 0.20 for ω-B97XD). Because the CAM-B3LYP func-
tional has yielded accurate vibronic spectral shapes in
studies of other systems,19,68,69 we here use the CAM-
B3LYP functional.

B. Force field parametrization and solvation

We here use the QUBEKit40,41 code and protocol to
parametrize a bespoke force field for the CV+ chro-
mophore using ab initio data obtained with the range-
separated hybrid CAM-B3LYP functional and 6-31G(d)
basis set. QUBEKit interfaces with the Gaussian elec-
tronic structure code to obtain the necessary optimized
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structures, frequencies, torsion scans of the potential en-
ergy surface, and other properties. The ground state
optimized structures and frequencies were obtained in
vacuum, along with the torsion scan of the potential to
fit the dihedral force constants.

A key element of the force field accuracy is determined
by the chromophore charges. Using the ground state op-
timized structure, the ground state wave function com-
puted with a polarizable continuum model of methanol
was used to obtain the DDEC6 partial atomic charges
with the chargemol program.70,71 The CAM-B3LYP/6-
31G(d) predicted ground state dipole moment of 5.4 D
increases by 1.2 D in the excited state to a value of
6.6 D, with this increase a bit smaller than the 1.5-
2.1 D measured in experiments.48,72 We find that the
DDEC6 ground state dipole moment is slightly smaller
than the QM value, at 4.3 D. In contrast, charges com-
puted with the Merz-Kollman model,73–75 which we later
use to reparametrize the force field as described in the
next section, agree with the QM dipole moment. The
cresyl violate molecule was solvated in a 32 Å radius
sphere of methanol, with the same procedure followed
with QUBEKit to generate a ground state force field for
the methanol molecule.

We also used the Generalized Amber Force Field
(GAFF)76 for some initial MD simulations, but did not
perform in depth analysis as the vibrational modes of
the chromophore were not as accurate as those from
QUBEKit (see SI discussion and Figure S2).

C. Force field molecular dynamics

The QUBEKit FFMD simulations were run using
the AMBER program.77,78 Energy minimization for the
droplets was first performed using 50 steps of a steep-
est descent algorithm, followed by 950 steps of conjugate
gradient algorithm. Following the energy minimization,
the system was slowly heated from 10 to 300 K over a pe-
riod of 40 ps, using the Langevin thermostat79,80 with a
friction coefficient of 5 ps–1. After heating, a short equili-
bration was performed at 300 K using the Langevin ther-
mostat for 10 ps followed by 50 ps equilibration using the
Berendsen81 thermostat with a coupling time constant of
1 ps. The production run was performed in the NVT en-
semble at 300 K. The time step was 0.5 fs, and the center
of mass motion was removed every 2000 steps. The pro-
duction simulation was run for 60 ps and configurations
were saved every 4 fs as snapshots for further analysis.

As described in the results section, a longer 10 ns
simulation was also run with a modified version of
the QUBEKit derived FF using Merz-Kollman charges,
where we here used the OpenMM 8.0 simulation
toolkit.82 The cresyl violet molecule was placed in a 50
Å cubic solvation box of methanol and minimized with
an L-BFGS algorithm using the default OpenMM crite-
ria for convergence. The system temperature was then
equilibrated to 300 K using a Langevin thermostat for

500 ps with a 5 ps–1 friction coefficient. A subsequent
500 ps pressure equilibration was also performed using a
Monte-Carlo barostat at 1 bar combined with a 1 ps–1

Nosé-Hoover middle integrator.83 The production NVT
simulation was run with the Nosé-Hoover thermostat for
10 ns and uncorrelated configurations were saved every
1 ps for analysis. A shorter 60 ps simulation was also
performed for comparison to the 60 ps QM/MM AIMD
simulations (see below) and was initialized from a sim-
ulation frame obtained from the 10 ns production run.
All equilibration and production simulations used a time
step of 0.5 fs under the CUDA platform of OpenMM.

D. QM/MM ab initio molecular dynamics

The QM/MM AIMD simulations were run using
the AMBER-TeraChem interface,36 where CV+ was
treated at the QM level with CAM-B3LYP/6-31G(d)
and methanol was treated as MM molecules using the
QUBEKit potential. The fixed MM point charges of
the surrounding methanol moelcules were electrostati-
cally embedded into the QM Hamiltonian, allowing the
QM electron density to be polarized by the solvent envi-
ronment. Lennard-Jones interactions between the chro-
mophore and the methanol from the QUBEKit force field
were also included in the total energy of the system.
Starting from the final time step of the classical field
field equilibration, the QM/MM AIMD were run for 20
ps to equilibrate the transfer of the chromophore from
a classical to a QM potential energy surface (see Figure
S3). The production QM/MM MD simulation ran for 60
ps at fixed NVT using a Berendsen thermostat with a 1
ps time constant.

E. QM/MM excited state calculations

Snapshots of solvated CV+ generated from both the
FFMD and QM/MM AIMD simulations were used
for the calculation of QM/MM excitation energies
with TDDFT using CAM-B3LYP/ 6-31G(d) within the
Tamm-Dancoff approximation (TDA).84 The MM point
charges of the solvent were electrostatically embedded in
the QM Hamiltonian. The TeraChem GPU accelerated
electronic structure package85,86 was used for all verti-
cal excitation energy calculations. The resulting exci-
tation energies were then used to build the energy gap
correlation function, employed in Eq. 4, for simulation of
the spectral density and linear absorption spectra. No
mixing between the bright S1 and dark S2 state was ob-
served along the trajectory, see Figure S4. All linear
spectra and spectral densities were calculated using the
MolSpeckPy spectroscopy package.87 To obtain a well-
behaved Fourier transform, the classical time correlation
function was multiplied by an exponential damping func-
tion with a decay time constant of 500 fs.
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F. Peripheral and axial chromophore-solvent interactions

We classify two types of chromophore-solvent interac-
tions between CV+ and methanol. The first is where
the amine groups of CV+ act as H-bond donors, forming
four peripheral H-bonds with the oxygen of methanol sol-
vent molecules. The second is for the methanol solvent
molecules interacting with the π-system of CV+ above
and below the axial region of the plane of the chro-
mophore, see Figure 1. These chromophore-solvent in-
teractions lead to two different kinds of hydrogen bonds
that we discuss herein, (1) peripheral H-bonds and (2)
axial H-bonds where the axial methanol molecules do-
nate their OH group to the amine group of CV+, where
now CV+ acts as an H-bond acceptor. We generously
define a hydrogen bond as forming if the donor-acceptor
distance between heavy atoms is within 3.2 Å of each
other, the distance between the hydrogen and its accept-
ing heavy atom is within 2.2Å of each other, and the
donor-hydrogen-acceptor angle is greater than or equal
to 110 degrees.

FIG. 1. Chromophore-solvent interactions between cresyl vi-
olet and methanol are classified into two types. (a) Amine
groups act as H-bond donors, forming four peripheral H-bonds
with the oxygen of methanol solvent molecules. (b) The four
closest solvent molecules in what we call the axial region of
solvation, where we here highlight the formation of an axial
H-bond between methanol and the amine group of CV+.

IV. RESULTS

A. Analysis of chromophore-solvent interactions

Condensed phase MD simulations capture explicit in-
teractions between the chromophore and surrounding
solvent molecules that directly affect the optical spec-
troscopy. In this section we analyze those interactions
before moving on to analyzing their effects on optical
spectra.

FIG. 2. Average H-bond distance for cresyl violet and
methanol for peripheral (solid) and axial (dash) H-bonds. Pe-
ripheral H-bond distances are averaged over four H-bonds,
axial H-bond distance is for a single H-bond. RevQUBEKit
trajectory simulation start time is chosen to align axial H-
bonding events. H-bond distance profiles are smoothed by
averaging over all bonds formed within 2 ps of the the MD
time step (1 ps before and after this time).

First, we compare the H-bonding between CV+ and
methanol obtained from 60 ps of QM/MM AIMD and
from 60 ps of QUBEKit FFMD trajectories. The two
amine groups of CV+ are the sites of H-bonding with
methanol solvent molecules (note that no H-bonding at
the oxygen or nitrogen of the center ring was observed
in any of the MD simulations). In both trajectories, the
hydrogens of the amine groups form strong H-bonds to
the oxygen of the methanol molecules that are periph-
eral to the chromophore. Analysis of this peripheral H-
bonding shows a stable H-bond formed to all four amine
hydrogens, with the identity of the H-bonding methanol
molecule not changing throughout the 60 ps trajectory.
The average distance of the peripheral H-bond (the dis-
tance between the amine hydrogen and the methanol oxy-
gen), shown over time in Figure 2, is 1.54 ± 0.13Å for
QM/MM AIMD compared to 1.70±0.17Å for QUBEKit
FFMD, indicating a stronger bond with the QM/MM
model compared to the QUBEKit FF MM only model.
In the QM/MM AIMD trajectory, we observe the for-

mation of an axial H-bond with one of the amine groups
just after 40 ps, where the amine accepts an H-bond from
a methanol molecule. This QM/MM axial H-bond dis-
tance (the distance between the amine nitrogen and the

https://doi.org/10.26434/chemrxiv-2024-m8vwx ORCID: https://orcid.org/0000-0002-3495-5345 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-m8vwx
https://orcid.org/0000-0002-3495-5345
https://creativecommons.org/licenses/by/4.0/


6

hydroxyl hydrogen of methanol) is longer than the pe-
ripheral H-bonds, indicating a weaker H-bonding inter-
action than when the amine acts as an H-bond donor.
Analysis of the QUBEKit FFMD trajectory showed no
such axial H-bond formation over the course of 60 ps.
Wondering if this was just a question of sampling and if
we would see the formation of the axial H-bond if we ran
a longer trajectory, we extended the QUBEKit trajectory
to 10 ns, but found no axial H-bond formation.

Further speculating if differences in polarization could
be the cause of this disparate H-bonding behavior, to
analyze the polarization within the QM/MM model we
computed the partial atomic charges of CV+ surrounded
by the explicit methanol MM point charges. We aver-
aged over 21 snapshots that included the axial H-bond,
comparing these values to the original charges computed
with implicit solvent. The axial H-bonding interaction,
along with the point charges of the explicit solvent envi-
ronment, leads to more significant polarization of CV+,
with an increase in magnitude of the H-bonding nitrogen
charge of 0.114e. To better understand the origin of this
increased polarization, we analyzed the electric field at
the CV+ nitrogen due to the surrounding solvent envi-
ronment, and found a substantial increase in the electric
field upon formation of the axial bond, with the majority
of the electric field being aligned with the π-system of the
chromophore, see Figure S5.

We repeated this same implicit and explicit par-
tial atomic charge computation with the Merz-Kollman
(MK) charge method73 that is known to provide an ac-
curate polarization description.74,75 With the MK charge
method, we found a further increase in polarization, with
an increase in magnitude of the nitrogen charge of 0.438e
compared to the original DDEC6 charge method for im-
plicit solvent. A table of both the DDEC6 and MK
charges is given in the SI, Table S1 and accompanying
Figures S6 and S7.

We next examined the potential energy surface gen-
erated from moving both peripheral and axial methanol
H-bonds away from CV+ at the site of the polarized ni-
trogen. We computed the energies along the H-bond dis-
tance coordinate, keeping the remaining solvent fixed.
The potentials were generated using (1) the original
QUBEKit DDEC6 charges for CV+, (2) the new MK
charges for CV+ from explicit solvent polarization, which
we use to generate a revised QUBEKit force field that
we call revQUBEKit, (3) the same electronic struc-
ture method as was used in the QM/MM AIMD simu-
lation, with CV+ treated with CAM-B3LYP/6-31G(d)
and all remaining solvent as MM, and (4) CV+ and
the H-bonding methanol molecule treated with CAM-
B3LYP/6-31G(d) and all remaining solvent as MM, de-
noted as QM-QM/MM, see Figure 3. For the periph-
eral H-bond, the QM/MM, QUBEKit, and revQUBEKit
methods all share a potential minima at 1.6 Å. The
strength of the H-bonds fall between 10.5 and 12.2
kcal/mol at their minimum interaction distances. For
the QM treatment of methanol, the depth of the poten-

FIG. 3. Interaction energies between cresyl violet and a single
methanol solvent molecule that forms a peripheral H-bond at
the amine group (top) and an axial H-bond at the amine group
(bottom). For the QM/MM model, CV+ is treated as QM
and all solvent as MM. For the QM-QM/MM model, CV+

is treated as QM and the H-bonding methanol is treated as
QM, with all other solvent as MM.

tial well is similar, but the minimum of the well is at a
larger distance of 1.9 Å. For the axial H-bond, the orig-
inal DDEC6 implicit solvent QUBEKit charges produce
a very weak potential, with the H-bond only yielding
∼2 kcal/mol of stabilization. In contrast, the QM-MM
treatment of the chromophore-methanol interaction, the
QM-QM treatment of the chromophore-methanol inter-
action, along with the revQUBEKit force field generated
with the MK charges from explicit solvent configurations,
yields 7-8 kcal/mol of stabilization upon forming the ax-
ial H-bond. The energy minima for revQUBEKit and
CAM-B3LYP with MM solvent are at 1.6 and 1.7 Å dis-
tances between the nitrogen and the hydrogen, respec-
tively, with the QM solvent having a minimum at 1.9 Å.
Overall, these potentials show that the MK charges used
for revQUBEKit produce potentials in good agreement
with the QM/MM electronic structure method used for
the QM/MM AIMD simulation, but also suggest that a
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QM treatment of the solvent would lead to similar ener-
getics but larger H-bonding distances.

With the MK charges generated from explicit sol-
vent QM/MM AIMD snapshots validated against the
QM/MM potential, as well as having a dipole moment
in better agreement with the DFT computed value (See
Table S2), we then ran an FFMD trajectory with this
new revQUBEKit FF. The resulting H-bonding distances
from 60 ps of the trajectory are shown in Figure 2. The
revQUBEKit FF produces average peripheral H-bond
distances (1.59 ± 0.14 Å) that are in better agreement
with the QM/MM values (1.53 ± 0.13 Å) compared to
the original QUBEKit FF distances (1.70 ± 0.17 Å). A
more significant change, however, is that now an axial H-
bond is formed at the CV+ amine site due to increased
polarization of the nitrogen. The average H-bond length
is shorter for revQUBEKit (1.65 ± 0.20 Å) compared to
QM/MM (1.74± 0.16 Å), in agreement with the minima
in the potential shown in Figure 3b. With the compu-
tational efficiency of the force field, we are easily able to
run a longer trajectory of 10 ns to allow for extended
analysis of the axial H-bond dynamics (see SI, Figure
S8). Over the course of the 10 ns trajectory, we observe
many axial H-bonding interactions at the polarized ni-
trogen site, with an average H-bond lifetime duration of
40. ps and an upper and lower quartile of 8 ps and 44
ps, respectively (see the SI for details).

We next examine how these differing Hamiltonians and
their ability to capture specific chromophore-solvent in-
teractions affect the resulting spectral properties.

B. Comparison of QM/MM and force field models for
trajectory based optical spectra

We here validate the vibrational degrees of freedom of
the CV+ chromophore and their couplings with the elec-
tronic excitation within our MD trajectories by compar-
ison to experimental resonance Raman before analyzing
the computed spectral densities and optical spectra.

The resonance Raman spectrum can be compared to
the computed spectral density. In Figure 4, the simu-
lated spectral densities for CV+ in methanol are com-
pared to the experimental resonance Raman spectrum
that is given from 300-900 cm−1 in Ref 88. We see
that the main peak in this spectral window at 600
cm−1 corresponding to the motion of the center oxazine
ring is accurately captured by QM/MM, QUBEKit, and
revQUBEKit MD. Smaller peaks at∼530 cm−1 and∼850
cm−1, corresponding to a combination of NH2 and C-
H twisting motion and C-H in phase wagging motion,42

respectively, are well-captured by QM/MM AIMD, but
less accurately simulated by QUBEKit and revQUBEKit
FFMD. In sum, we observe that the QM/MM AIMD
yields fairly good agreement with the vibrational fre-
quencies measured for CV+ in methanol, with QUBEKit
and revQUBEKit FFMD also providing satisfactory re-
sults. This good agreement testifies to the high quality of

FIG. 4. The top black curve shows the experimental reso-
nance Raman spectrum obtained from Ref. 88, compared to
the simulated spectral density of CV+ in methanol obtained
with different MD methods.

our computed spectral densities, at least in the frequency
window of 300-900 cm−1.

The spectral density indicates how strongly vibrational
degrees of freedom of the chromophore and solvent couple
to the bright optical S1 transition. In Figure 5a we com-
pare the QM/MM AIMD trajectory results with those
from the QUBEKit and revQUBEKit FFMD trajecto-
ries, with all trajectories sampled for the 60 ps shown in
Figure 2. All trajectories show the dominant peak at 600
cm−1, with revQUBEKit giving the highest intensity and
QM/MM giving the lowest intensity. Both QUBEKit and
revQUBEKit give medium intensity peaks in the range
from 600-1300 cm−1, whereas QM/MM produces peaks
with relatively smaller intensity in this range. At 1400
cm−1 the QM/MM peaks increase in intensity, and the
QUBEKit trajectories produce a peak at ∼1600 cm−1,
which is of similar intensity as the 600 cm−1 peak. Over-
all, the QUBEKit and revQUBEKit trajectories produce
spectral density peaks with higher intensity for these
higher frequency chromophore degrees of freedom com-
pared to QM/MM, which we expect to lead to more vi-
bronic structure in the optical spectrum for the FF meth-
ods.

The low-frequency region of the spectral density,
shown as an inset in Figure 5a, is dominated by the
slower solvent degrees of freedom and is responsible for
the inhomogeneous broadening in the optical spectrum.
Here we see that the QUBEKit trajectory, with no ax-
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FIG. 5. (a) Computed spectral density J(ω) for CV+ in
methanol for 60 ps trajectories, (b) corresponding linear ab-
sorption spectrum for CV+ in methanol obtained with dif-
ferent MD methods, (c) linear absorption spectra where only
the low frequency (0 - 200 cm−1) and (d) linear absorption
spectra where only the high frequency (> 200 cm−1) contri-
butions from the spectral density are considered.

ial H-bonding, produces significantly less intensity in the
low-frequency region, suggesting weaker coupling of CV+

to the solvent environment. Notably, the revQUBEKit
trajectory produces an increase in intensity, with low-
frequency results that align fairly well with the QM/MM
trajectory. We hypothesize that the increased intensity

for both the QM/MM and the revQUBEKit trajectories
is due to the axial H-bond and the strong electric field
generated that is aligned with the π-system of the chro-
mophore.
To further quantify how strongly the nuclear degrees

of freedom of the chromophore and solvent couple to
the electronic transition, we integrated the spectral den-
sity to produce the reorganization energy, λ, as given
in Eq. 5, and partitioned it into the contributions from
the low- and high-frequency regions of the spectral den-
sity: the low-frequency reorganization energy, λLF, was
computed by integrating JLF(ω) (Eq. 6), and the high-
frequency contribution, λHF, was simply taken as the dif-
ference between λ and λLF. As shown in the top part
of Table I, QUBEKit (0.011 eV) significantly underesti-
mates λLF compared to that from QM/MM (0.040 eV),
whereas revQUBEKit (0.030 eV) improves the agreement
substantially, consistent with our observation of the low-
frequency region of the spectral density (Fig. 5a inset).
The axial H-bonding in the revQUBEKit simulation is
primarily responsible for this enhancement. In contrast,
the higher intensities above 600 cm−1 in the spectral den-
sities from QUBEKit and revQUBEKit (Fig. 5a) lead to
larger λHF values than that from QM/MM. As discussed
later, the QM/MM chromophore-solvent model may un-
derestimate the coupling between the electronic tran-
sition and the high-frequency chromophore vibrational
modes due to closer peripheral H-bonding solvent, lead-
ing to less intense peaks in the high-frequency region of
the spectral density. The total reorganization energies λ,
from the force fields are the net result of the lower λLF

and the higher λHF compared to the respective values
from QM/MM.

TABLE I. Computed reorganization energies of CV+ in
methanol (λ) and the contributions from the low-frequency
and high-frequency regions (λLF and λHF) in units of eV.
The various models for CV+ (top) include full MM solvation
for the energy gap calculations, whereas the different solvent
environments (bottom) are all generated from the QM/MM
AIMD trajectory.

Different models for CV+ with full MM solvent
λLF λHF λ

QUBEKit 0.011 0.067 0.078
revQUBEKit 0.030 0.073 0.103
QM/MM 0.040 0.050 0.090

Different MM solvent environments with QM CV+

λLF λHF λ
CV+ only 0.006 0.049 0.055

4 Peripheral 0.005 0.047 0.052
1 Axial 0.024 0.052 0.076
4 Axial 0.030 0.053 0.083
Full MM 0.040 0.050 0.090

With the Condon approximation and the second-order
cumulant truncation, the absorption spectrum depends
solely on the spectral density (Eq. 3). We present the
resulting spectra in Figure 5b, with all spectra aligned
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energetically with the absorption maxima for better com-
parison of spectral shapes, see SI, section S8 for un-
aligned spectra and values for applied energy shifts. The
maxima from all three trajectories are within 0.07 eV of
each other, showing that configurations sampled with the
QUBEKit and revQUBEKit FFMD have similar energy
gaps as the QM/MM AIMD configurations.

The total absorption spectra, Figure 5b, show that the
QUBEKit FFMD leads to the most narrow absorption
spectrum, whereas the revQUBEKit FFMD produces a
spectrum more similar in width and shape to the spec-
trum from QM/MM AIMD, but with more intensity in
the vibronic tail of the spectrum. These spectra can be
further analyzed by separately examining the high and
low frequency contributions to the spectra.

The spectra generated from the high-frequency re-
gion of the spectral density (above 200 cm−1, Fig-
ure 5c) reveals the underlying vibronic structure, with
the QUBEKit and revQUBEKit spectra showing more
structure due to the increased intensity of the peaks in
the high-frequency region of the spectral density above
750 cm−1. The spectra generated from the low-frequency
region of the spectral density below 200 cm−1, Figure 5c,
correspond to inhomogeneous broadening from the sol-
vent dynamics and show a Gaussian form. Here we can
see that the trend in the spectral width parallels both the
intensity in the low-frequency region of the spectral den-
sity, Figure 5a, and the low-frequency reorganization en-
ergy value, with the QUBEKit spectrum being the most
narrow, followed by revQUBEKit and then QM/MM
spectra. Overall, we can consider the total absorption
spectrum as a combination of the low and high-frequency
contributions, where we see that QM/MM gives more
broadening from the low-frequency contribution due to
stronger coupling to the solvent environment, but less
broadening from the high-frequency contribution due to
weaker vibronic coupling to the chromophore degrees of
freedom.

Wondering if 60 ps was long enough time to sam-
ple solvent environments and achieve full solvent-induced
broadening, we also analyzed the excitation energies of
the revQUBEKit trajectory over a longer timescale of
10 ns. The resulting ensemble of excitation energies for
the 10 ns trajectory had a nearly identical distribution
as that from the 60 ps trajectory with a mean of 3.01 ±
0.07 eV and 3.02 ± 0.07 eV respectively (see SI, section
S7).

We next turn to the analysis of specific solvent inter-
actions to reveal how these interactions control both the
inhomogeneous and vibronic spectral broadening using
the QM/MM AIMD trajectory.

C. Effect of specific solvent interactions on spectral
lineshapes

In this section we go beyond the bulk solvent descrip-
tion and isolate the effect of specific chromophore-solvent

interactions. To further analyze how the solvent dy-
namics control the spectral broadening, we compute the
spectral density and the corresponding linear absorp-
tion spectrum considering different specific solvent en-
vironments for the vertical excitation energies with the
same QM/MM AIMD trajectory. To isolate the spec-
tral contributions of only the chromophore, we compute
the TDDFT vertical excitation energies with all solvent
stripped away. To isolate the effect of the strong pe-
ripheral H-bonds formed from the CV+ amine donor, we
include only those four methanol solvent molecules in the
MM region of our QM/MM vertical excitation energy cal-
culations, see Figure 1a. We also examine the effect of the
solvent interacting with the π-system of the chromophore
by including the four methanol solvent molecules closest
to CV+ within the cylindrical axial region, with one of
those solvent molecules forming the axial H-bond with
the CV+ amine acting as an acceptor that we analyzed
previously, see Figure 1b. We also isolate the effect of the
single H-bonding axial methanol molecule by including it
in the excitation energy calculations as it goes from be-
ing 9.0 Å away from the chromophore during the start of
the trajectory to being completely H-bonded to the chro-
mophore at the end of the 60 ps. Lastly, we consider the
effect of treating the surrounding nearby solvent at the
QM level of theory instead of as fixed MM point charges.

FIG. 6. The computed (a) spectral density and (b) linear
absorption spectrum for CV+ in methanol for the QM/MM
AIMD trajectory with vertical excitation energies computed
with different solvent environments. All solvent is treated as
MM fixed point charges.
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For the various specific chromophore-solvent interac-
tions, the resulting spectral densities and linear absorp-
tion spectra are shown in Figure 6. The absorption spec-
tra are once again aligned according to their maxima,
with the corresponding unshifted spectra shown in the
SI, section S8. In the spectral density in Figure 6a, we see
that the chromophore-only snapshots produce low inten-
sity in the low-frequency region, as expected where there
is no solvent contribution. The corresponding linear ab-
sorption spectrum in Figure 6b shows very little broad-
ening and a clear vibronic shoulder. The addition of the
four methanol molecules that form peripheral H-bonds
red-shifts the maximum by 0.014 eV (see section S8),
but produces very little change in the spectral density or
the shape or width of the absorption spectrum compared
to the chromophore-only spectrum. In fact, measuring
the full-width half-max (FWHM), which for these spec-
tra only encompasses the 0-0 peak and not the vibronic
shoulder, the peripheral solvent leads to a smaller value
(0.039 eV FWHM) compared to the chromophore only
spectrum (0.042 eV FWHM), showing that these strong
H-bonds formed with the methanol solvent do not lead
to inhomogeneous spectral broadening and in fact make
the chromophore slightly more rigid. In contrast, if we
replace those four H-bonding methanol solvent molecules
with the four closest solvent molecules in the axial region
of the chromophore that interact more strongly with the
π-system of CV+, there is a significant increase in the
intensity of the low-frequency region of the spectral den-
sity and the absorption spectrum becomes significantly
broader (0.137 eV FWHM), nearly as broad as the spec-
trum with the full MM solvation shell that includes more
than 1600 solvent molecules (0.148 eV FWHM). Com-
pared to the spectrum generated from the chromophore-
only snapshots, the spectrum generated with the four ax-
ial solvent molecules blue shifts by 0.021 eV, whereas the
full MM solvent region blue shifts by 0.030 eV. Including
just the one solvent molecule that forms the axial H-bond
at ∼40 ps into the trajectory, we see that the spectral
density and the linear absorption spectrum are very sim-
ilar to those generated with four solvent molecules (0.126
eV FWHM). Upon close approach and formation of the
axial H-bond, this one solvent molecule clearly has an
immense effect on the spectral broadening.

Examining the corresponding reorganization energies
in the bottom part of Table I, we see that the high-
frequency reorganization energies, λHF, are around 0.05
eV for all MM solvent environments, suggesting that the
contribution from the higher-frequency chromophore vi-
brational degrees of freedom is consistent across all sol-
vent environments. The low-frequency reorganization
energy, λLF, from the CV+ chromophore only without
any MM solvent, is only 0.006 eV, reflecting a minimal
contribution from chromophore vibrations to the low-
frequency spectral density. Including the four periph-
eral H-bonding solvent molecules barely changes the re-
organization energies, indicating that the strong periph-
eral hydrogen bonds contribute little to the low-frequency

solvent modes for inhomogenous broadening, consistent
with the simulated optical spectra. On the other hand,
the inclusion of the four axial solvent molecules increases
λLF to 0.030 eV, close to the value for full MM solvent
(0.040 eV). The λLF value for the single H-bonding ax-
ial solvent molecule is 0.024 eV, close to that from four
axial solvent molecules and not far from the total MM
solvent λLF value, showing that a single axial solvent
molecule is responsible for well over half of the λLF reor-
ganization energy of a full solvated system. This result
once again shows that the low-frequency solvent modes,
specifically the motions of the axial solvent molecules
that presumably interact strongly with the π-electrons of
the chromophore, cause the long-time relaxation of the
energy-gap fluctuation and the resulting inhomogeneous
broadening in the absorption spectrum. It is well-known
that in the slow modulation (inhomogeneous) limit, the
Stokes shift, as defined by the difference between absorp-
tion and emission maxima, is twice the reorganization
energy.21 Therefore, we estimate that the solvent-induced
Stokes shift from our QM/MM AIMD simulation would
be about 2λLF = 0.080 eV, not far from the observed ex-
perimental Stokes shift of 0.084 eV89 or 0.099 eV50,90 for
CV+ in methanol. Overall, our results demonstrate that
it is critical to accurately account for the interactions be-
tween the chromophore and the axial solvent molecules in
both MD simulations and excited state calculations in or-
der to properly capture solvent-induced inhomogeneous
broadening in the spectrum.

An additional source of inhomogeneous broadening is
the full polarization of the chromophore-solvent environ-
ment. This polarization, along with potential charge
transfer, can be achieved by using a QM description of
the first solvent shell in the VEE calculations. For the
same QM/MM trajectory snapshots, where there is no
structural changes of the chromophore or solvent, we
computed the vertical excitation energies for both the
chromophore and all methanol molecules within 5 Å of
the chromophore at the QM level, with the remaining
methanol molecules at the MM level (≈ 230 QM atoms).
This QM solvent shell treatment in the excitation ener-
gies leads to a shift to lower energies, see SI section S8,
and some minor additional inhomogeneous broadening,
see Figure 7a. The corresponding spectral density, see SI
section S9, shows that this QM treatment of the solvent
in the VEE calculations leads to minimal change in the
vibronic coupling of the high-frequency chromophore de-
grees of freedom. Despite the increased broadening with
QM treatment of solvent for the VEEs, which is aligned
with previous studies,28 the simulated spectrum based
on the QM/MM trajectory produces an absorption spec-
trum more narrow than experiment.

The CV+ and methanol QM/MM AIMD configura-
tions presumably have errors due to the QM/MM in-
terface, which affect the interaction of the chromophore
and solvent. The MM treatment of solvent during
the QM/MM AIMD may lead to over-polarization of
the QM region,91–94 and therefore closer chromophore-
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solvent distances, potentially leading to the weaker vi-
bronic coupling seen in our computed spectral density
and high-frequency absorption spectrum. As a test of
this hypothesis, we computed the Franck-Condon spec-
trum of CV+ in methanol in both frozen MM solvent
and frozen QM solvent environments for one frame from
the QM/MM trajectory. We applied an Ohmic implicit
solvent broadening parameter to the computed Franck-
Condon spectra corresponding to a solvent reorganiza-
tion energy of λ = 0.001 a.u., see SI. For computation
with a full QM solvent shell, we use the same 5 Å QM
solvent shell as in our vertical excitation energy calcula-
tions described above (≈ 230 QM atoms). The ground
state and excited state geometry of the QM chromophore
was optimized and normal modes computed in the field
of the fixed solvent. These adiabatic Hessian Franck-
Condon spectra show that additional vibronic broaden-
ing occurs with the QM treatment of the solvent envi-
ronment, with the computed Franck-Condon spectrum
producing a broader vibronic shoulder than in experi-
ment, see Figure 7b. Note that this additional vibronic
broadening must come from the change in the position
of the chromophore relative to the solvent associated
with the QM treatment of the first solvation shell. The
static Franck-Condon spectrum with frozen MM solvent
highly resembles the dynamic cumulant spectrum from
the QM/MM AIMD trajectory with the excitation ener-
gies calculated with MM solvent (comparing the solid red
lines in panels (a) and (b) of Fig. 7), showing that the
two spectral simulation methods are consistent within
this QM/MM model.

To determine which solvent interactions contributed to
this vibronic broadening, we then calculated the Franck-
Condon spectrum for only the closest four axial sol-
vent molecules as QM or only the four peripheral H-
bonding solvent molecules as QM, with all remaining
solvent treated as MM. The QM treatment of the axial
solvent led to minimal change in the spectrum, see the
blue dotted line in Figure 7b. In contrast, the QM treat-
ment of the four peripheral H-bonding solvent molecules
(blue dashed line) led to significant additional vibronic
broadening, with the spectrum nearing the result for the
QM solvation shell treatment (blue solid line). Analyz-
ing the average peripheral H-bond distance between the
solvent and the amine of CV+ from the optimized struc-
tures shows that the H-bond distance increases by 0.12-
0.26 Å going from MM to QM treatment of these solvent
molecules, see SI section S10. To better understand this
change in distance, we revisit the potential energy scan
for a peripheral H-bond, where the methanol molecule
was treated as QM, see blue line in Figure 3 (top), and re-
call that the minimum in the potential of the H-bonding
methanol is at a larger distance for QM treatment com-
pared to MM treatment, in agreement with the change
in distance for the optimized geometry.

We then attempted to reproduce the same increase
in vibronic broadening seen for the QM solvent opti-
mized structures by increasing the van der Waals radii

by 0.30 Å for all atoms within the QUBEKit force
field. This increase in van der Waals radii was chosen so
that optimizing the ground state chromophore geometry
within an MM solvent environment produced peripheral
H-bond distances similar to those obtained when opti-
mizing within a QM solvent shell (see SI, section S10).
Additionally, 0.30 Å is also close to the difference in po-
tential minima between the QM-QM/MM and QUBEKit
interaction energies shown in Figure 3. The resulting
spectra generated from optimized geometries with the
solvent only treated at the MM level remarkably mimic
the spectral width of the chromophore optimized with
the QM H-bonded solvent. These findings indicate that
peripheral H-bonds play an important role in determin-
ing the vibronic broadening of CV+ in methanol, with
an MM treatment of these solvent molecules potentially
restricting the motion of the QM chromophore and de-
creasing vibronic coupling. A QM treatment of the sol-
vent during either the geometry optimization or poten-
tially also during the MD may be essential to producing
the correct chromophore-solvent distances and allowing
for the full vibronic coupling of the chromophore.

V. CONCLUSIONS

In this work, we went beyond an implicit solvent pic-
ture to analyze the chromophore-solvent dynamics and
specific chromophore-solvent interactions that contribute
to the absorption spectral lineshape and spectral broad-
ening of CV+ in methanol. We show that, compared to
QM/MM AIMD simulations, molecular dynamics per-
formed with the ab initio parametrized QUBEKit force
field does a good job of simulating the chromophore de-
grees of freedom, but the default procedure of comput-
ing partial atomic charges of the chomophore in implicit
solvent underestimates the polarization due to explicit
solvent that occurs with the QM/MM chromophore-
solvent model. Re-parametrizing the force field with
charges computed from explicit solvent snapshots im-
proves the chromophore-solvent description, resulting in
H-bond formation aligned with what we observe in the
QM/MM trajectory.
We here reveal the specific chromophore-solvent inter-

actions that contribute to both inhomogenous and vi-
bronic broadening. Solvent in the axial region of the
chromophore interacts with the π-system, leading to sub-
stantial inhomogeneous broadening. Our analysis of a
single axial H-bonded methanol shows that it produces a
strong electric-field at the amine site with the O-H bond
dipole of methanol aligned with the π-system of the chro-
mophore, and that this one solvent molecule is respon-
sible for the large increase in the spectral width. The
methanol molecules that form strong H-bonds periph-
eral to the chromophore decrease the excitation energy,
but do not contribute to inhomogeneous broadening or
any increase in the reorganization energy, presumably be-
cause they are very stable throughout the dynamics and
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FIG. 7. Absorption spectra for CV+ in methanol computed
(a) with the cumulant method using Eqs. 1 - 3 from the
QM/MM AIMD trajectory using either all MM solvent or a
QM solvent shell surrounded by MM solvent in the TDDFT
calculations and (b) for a single snapshot from the AIMD sim-
ulation computed with the adiabatic Hessian Franck-Condon
method, where the geometry of the QM chromophore is op-
timized in frozen MM solvent, in a frozen QM solvent shell,
with four frozen QM peripheral solvent molecules, or with
four frozen QM axial solvent molecules. All QM regions are
surrounded by remaining fixed point charge MM solvent.

lead to minimal energy gap fluctuation. However, these
peripheral H-bonds likely play a key role in capturing
the correct vibronic broadening, as we observe a substan-
tial increase in vibronic spectral width if these methanol
molecules are treated with QM during geometry opti-
mization and normal mode computation. Both our po-
tential energy scans along the H-bond and our geome-
try optimizations in frozen solvent suggest that the MM
solvent interfacing with the QM chromophore holds the
solvent too close to the chromophore compared to a QM
solvent treatment, which likely restricts the motion of the
chromophore atoms leading to a decrease in vibronic cou-
pling. We find that only with the QM treatment of the
solvent does the CAM-B3LYP/6-31G(d) spectral shape
approach that of experiment.

Additional sources of error could also contribute to the
underestimation of the experimental spectral width of
CV+ in methanol. From our benchmark Franck-Condon
calculations in implicit solvent, we know that the LC-
ωHPBE functional produces a broader vibronic spectrum
than CAM-B3LYP, and it may be that the larger de-

gree of exact exchange is necessary to correctly model the
ground and excited state curvature of CV+ in methanol.
An alternative possible source of error is that a higher
lying state is contributing to the experimental absorp-
tion spectrum. One of the authors recently explored this
nonadiabatic excited state mixing effect for the absorp-
tion spectrum of the methylene blue chromophore, find-
ing significant spectral broadening due to nonadiabatic
effects from S1 and S2 mixing.95 Although our QM/MM
AIMD trajectories show minimal excited state mixing,
without excited state calculations at a higher level of
theory beyond TDDFT, it is difficult to know the correct
excited state behavior for CV+, and some experimental
results suggest nonadiabatic effects in the strongly cou-
pled vibronic mode.89,96 Ultimately, higher accuracy will
be achieved with the use of QM solvent during the dy-
namics, which potentially will allow for further coupling
to either solvent dynamics or vibronic degrees of freedom.

VI. SUPPORTING INFORMATION

The Supporting Information is available free of charge
at [insert website upon publication].

• DFT benchmark calculations, GAFF results, MD
equilibration, energies of S1 and S2 states, electric
field analysis, charges, long timescale FFMD sim-
ulations, unshifted absorption spectra, QM solvent
effects, and Franck-Condon vibronic spectra simu-
lations for explicit solvent configurations.
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