Benchmarking water adsorption on metal surfaces with ab-initio molecular dynamics
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Solid-water interfaces are ubiquitous in nature and technology. Particularly, in technologies evolving in the context of a green transition, such as electrochemistry, the junction of an electrolyte and an electrode is a central part of the device. Simulations based on density functional theory (DFT) have become de facto standard for both the understanding of atomistic processes at this interface and the screening for new materials. Thus, DFT’s ability to simulate the solid/water interaction needs to be benchmarked and ideal simulation setups need to be identified, in order to prevent systematic errors. Here, we developed a rigorous sampling protocol for benchmarking the adsorption/desorption strength of water on metallic surfaces against experimental temperature programmed desorption, single crystal adsorption calorimetry and thermal energy atom scattering. We screened DFT’s quality on a series of transition metal surfaces, applying three of the most common exchange correlation approximations; PBE-D3, RPBE-D3 and BEEF-vdW. We find that all three XC-functional reflect the pseudo-zeroth order desorption of water rooted in the combination of attractive adsorbate-adsorbate interactions at low coverages and their saturation at intermediate coverage. However, both RPBE-D3 and BEEF-vdW lead to more appropriate water binding strengths, while PBE-D3 clearly overbinds near-surface water. We are able to relate the variations in binding strength to specific variations in water-metal and water-water interactions, highlighting the structural consequences inherent in an uninformed choice of simulation parameters. Our study gives atomistic insight into the complex adsorption equilibrium of water and represents a guideline for future DFT-based simulations of the solvated solid interface within molecular dynamics studies by providing an assessment of systematic errors in specific setups.
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I. INTRODUCTION

Water-Metal interfaces play a vital role in many physical and chemical processes, for example, heterogeneous and electro-catalysis, batteries and corrosion\textsuperscript{1,2}. The atomistic understanding of such interfaces has improved substantially in recent decades\textsuperscript{3,4}, particularly for electrochemical interfaces\textsuperscript{5}, water structure/clusters/network at the surface\textsuperscript{6,7} and multilayer growth of water at metal surface\textsuperscript{8}. Given the vast amount of past (and certainly upcoming) research efforts on understanding this interface, the intersection of a solid and liquid phase is heavy in demand regarding the quality of the theoretical methodologies,\textsuperscript{9,10} which were predominantly optimized for the respective separated phases. However, significant strides have been made in theoretical modeling in recent decades. Density functional theory (DFT)-based calculations have been remarkably successful in calculating surface adsorption energies of various molecules, thus allowing the prediction of reaction networks within heterogeneous catalysis.\textsuperscript{11} Further, first-principles calculations were able to give atomistic insights to the phase diagram of monolayer, nanoconfined water\textsuperscript{7}.

Steadily increasing computational capabilities have made ab initio molecular dynamics (AIMD) a viable approach for simulating solid-water interfaces\textsuperscript{12–15}, today. On their basis, the revised Perdew-Burke-Enzerhof exchange-correlation (XC) functional (RPBE)\textsuperscript{16}, with semi-empirical dispersion corrections (D3), has been shown to provide a more accurate description of water-water and water-metal interactions than its original formulation, PBE\textsuperscript{17–22}. Despite these advancements, accurately capturing water behavior at interfaces remains a significant challenge\textsuperscript{23}. Theoretical considerations and atomic-scale simulations are subjects of ongoing critical debate\textsuperscript{9}.

Notably, there is a paucity of accurate AIMD simulations benchmarked against experimental results on water adsorption/desorption processes. Arguably, the most fundamental phenomenon inherent to the water-metal interface is the low-dimensional adsorption of water on the solid surface at ultra-high vacuum (UHV) conditions. Although comprising only a fraction of the complexity of a real solid-liquid interface, it is this aspect that allows an accurate assessment of water’s adsorption strength in experiments, by studying thermally activated desorption\textsuperscript{24,25}, as well as atomistic simulations.

Among the rigorous experimental methods for studying the water adsorption strength on well-defined single crystal surfaces, Temperature-Programmed Desorption (TPD) is most
Interpreting TPD results for extracting adsorption strengths has recently gained interest, as a means for benchmarking theoretically predicted adsorption properties. Here, some of us have recently developed a model allowing the definition of adsorption energy and adsorbate-adsorbate interaction parameters directly from experimental spectra, which will form the basis of our benchmark against this experimental technique.

Besides TPD, thermal energy atom scattering (TEAS), often referred to specular He scattering, is a molecular beam technique that allows the detection of vibrational dynamics and adsorption characteristics on surfaces. TEAS has previously been applied for studying the adsorption, desorption, and clustering behavior of H\textsubscript{2}O on Pt(111). Finally, single crystal adsorption calorimetry (SCAC), is able to estimate the heat of H\textsubscript{2}O adsorption/desorption directly at single crystal metal surfaces at varying coverages.

In this paper, we present an AIMD-DFT benchmark for water adsorption at varying water-metal interfaces against experimental results from TPD, TEAS and SCAC. Our test set comprised the (111)-facets of Au, Cu, Pt and Ni, as well as the (211)-step of Pt covered in a variety of low-dimensional water-films. The PBE-D3, RPBE-D3 and BEEF-vdW XC-functionals, have been compared regarding their reliability and performance. The results showed that the water binding strength is functional-dependent following the order of BEEF-vdW < RPBE-D3 < PBE-D3, where both BEEF-vdW and RPBE-D3 do predict the metal-water interaction in good agreement with the experimental data, while PBE-D3 tends to overbind. We further find that the differences in water-metal interactions lead to distinct near-surface water densities among the of the varying XC-functionals, while the water-water interaction is only marginally affected by their variation. The fundamental groundwork conducted in our benchmark will enable future studies of solvated interfaces to circumvent systematic errors and, thereby building a foundation for a more detailed atomistic understanding of water’s unique interaction with solid surfaces.

II. METHODS

A. Computational Details

All DFT calculations in this paper have been performed with the Vienna Ab Initio Simulation Package (VASP), employing the projector-augmented wave (PAW) method in com-
bination with a plane wave basis set in periodic boundary condition. Plane wave cutoff energies of 500eV, together with a Gaussian smearing with a width of 0.1eV were chosen. SCF-convergence was set to a total energy difference of less than $10^{-4}$ eV. D$_2$O was simulated instead of H$_2$O in the AIMD, applying a timestep of 1 femto seconda (1 fs) within a NVT ensemble at 140K set by a Nose-Hoover thermostat.

The metal surfaces, constructed applying the Atomic Simulation Environment (ASE)$^{33}$, were chosen as 3x4 supercells for Pt(111),Au(111),Cu(111),Ni(111) facets and with a 1x4 supercell (12 surface atoms) for Pt(211). Four layers of metal were used perpendicular to the surface with the bottom two being constrained to their respective bulk structure. A 4x3x1 Γ-point centered Monkhorst-Pack k-point grid was applied to sample the Brillouin zone$^{34}$. A dipole correction was applied perpendicular to the slab surface.

In our benchmark, we combined three XC functionals within the generalized gradient approximation (GGA) level with added dispersion corrections, namely the Perdew-Burke-Ernzerhof functional$^{22}$ with Grimme D3$^{35}$ correction (PBE-D3), the revised Perdew-Burke-Ernzerhof functional$^{16}$ with Grimme D3 correction (RPBE-D3) and the Bayesian error estimation functional$^{36}$ including van der Waals interactions(BEEF-vdW)$^{37}$. The lattice constants of Au, Pt, Ni and Cu metals obtained for the employed PBE-D3,RPBE-D3 and BEEF-vdW scheme based on 1x1x1 bulk unit cell and a k-point density consistent 11x11x11 k-point grid are tabulated in the Supplemental Data.

Zero point energy (ZPE) and vibrational frequencies were computed for each functional separately within a harmonic approximation (IBRION=5), where 30 configurations were sampled from the equilibrium region in AIMD region. The results of quantities are tabulated in Table III in supplementary information and The sampling are discussed in Section X of the Supplementary information.

**B. Benchmark workflow**

Figure 1 shows a flowchart of the benchmark procedure applied in this paper. Our method consists of three main processes: The first consists of conducting AIMD simulations at varying (thin-film) coverages of water on a series of metal surfaces. This stage involves a reasonable selection strategy of the AIMD’s initial structures and appropriate statistics for estimating the convergence of the AIMD results as will be described in Section IIC
and in more detail in Section 1 of the SI. The second stage of our analysis is the potential energy evaluation after achieving AIMD convergence. As we will describe in detail in Section II D, we analyzed several energetic quantities, finally leading to the differential adsorption/desorption energies applied in the comparison with experiments. The third process consists of retrieving the relevant adsorption/desorption energetics from experimental data, described in section II E and the definition of the most appropriate thermodynamic quantities, as well as assumptions for the benchmark, as we will describe in detail in Section II F.
C. AIMD Statistics

The water/metal surfaces are modeled with water coverages up to one water molecule per metal surface atom, resulting from 1 to 12 water molecules and coverages of $\theta = \frac{n}{12}$ (n=1,2,3,...,12). All the selected initial structures, the related AIMD running results are given in Figure S14-S19.

A series of water coverages were modeled starting from randomized initial structures with the strategy varying on the specific metals and facets. In the case of water on Au(111), Pt(111) and Cu(111) surfaces, we ran AIMD on 30-50 randomly created initial trajectories at the coverages of 0.75 monolayers (ML) for Au and Pt, and 1ML on Cu. Two lowest energy trajectories were chosen for a first convergence of the AIMD trajectory. Initial guesses for the trajectories at other coverages were then created by adding or deleting single water molecules out of this most stable trajectory.

In contrast to Au, Pt and Cu, in the case of Ni(111), we started from 15 random initial trajectories for both spin resolved and unresolved Ni(111) surfaces at each studied coverage. Finally, on stepped Pt(211), four different initial trajectories ate each coverage were applied to run the AIMD until convergence was achieved, two of which were random initial guesses, the other two consisted of the extreme cases of all hydrogens pointing away from and towards the surface, respectively, as illustrated in Figure S5. Further details are given in Section I of supplementary information.

Each of the MD trajectories was run between 3ps to 30ps, varying with the size of the simulated system and the quality of the initial guesses. Convergence of individual trajectories was assumed if the standard deviation of the cumulative average of the total energy ($E_{cum,i}$) reduced below 0.04eV within the last 1ps. $E_{cum,i}$ was defined as

$$ E_{cum,i} = E_{cum,i-n} + \frac{1}{n}(E_i - E_{i-n}) $$

where $E_i$ refers to the total energy (kinetic + potential energy) of image, i and n means the number of steps after equilibration (i>n).

The applied convergence criterion was defined as

$$ Standard\ Deviation(SD) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (E_{cum,i} - E_{cum,1ps})^2} < 0.04eV $$

where N=1000 is the number of steps in the previous 1ps and $E_{cum,1ps}$ is the cumulative
total energy of the last 1000 steps. The value of 0.04eV was chosen to limit the uncertainty to less than 10% of the actual adsorption energies, which range at ≈0.5eV.

The average potential energy ($\bar{E}$) has been calculated as the average within the equilibrated time frame of the AIMD, following

$$\bar{E} = \frac{1}{N} \sum_{i=1}^{N} (E_i)$$

(3)

Both fluctuations around a mean value and some correlation between different pieces, originating from the Nose-Hoover thermostat and the dynamic nature of water at the interface have been estimated by applying the autocorrelation function (ACF)\textsuperscript{38} for time lag $i$,

$$\gamma_i = \frac{\sum_{j=1}^{N-i-1} ((E_j - \bar{E})(E_{i+j} - \bar{E}))}{\sum_{i=1}^{N} (E_i - \bar{E})^2}$$

(4)

where the correlation time is

$$\tau = \sum_{i=1}^{N} \gamma_i$$

(5)

The AIMD running time scale should be much longer than $\tau$, where we chose the criterion of that the AIMD runtime scale should exceed 5 times of $\tau$. $\tau$ is also roughly the estimation of the pre-equilibrium time period.

In the Figure 1, we present a flowchart summarizing the complete workflow within our benchmark study.

D. Calculation of water adsorption energies

We define the average adsorption (potential) energy $\Delta E_{avg}(\theta)$ as

$$\Delta E_{avg}(\theta) = \frac{\bar{E}_{Slab+N_{ads}\cdot H_2O} - \bar{E}_{Slab} - N_{ads} \cdot E_{H_2O(g)}}{N_{ads}}, \quad \theta = \frac{N_{ads}}{N_{sites}}$$

(6)

with $\bar{E}_{Slab+N\cdot H_2O}$ being the energy of the metal with number of $N_{ads}$ water molecules at the surface resulting, $\bar{E}_{Slab}$ the energy of the bare metal slab (both resulting from our AIMD trajectories), $E_{H_2O(g)}$ the energy of water molecule in gas phase, $N_{ads}$ the number of water molecule(s) on the slab surface and $N_{sites}$ as the number of surface atoms. We sample 12
different coverage structures ($N_{ads} = 1, 2, 3, ..., 12$) and through these AIMD datasets, the differential adsorption energy can be calculated from the average adsorption energy, as

$$\Delta E_{dif}(\theta) = \frac{d(N_{ads} \cdot \Delta E_{avg})}{dN_{ads}} = \frac{d(\theta \cdot \Delta E_{avg})}{d\theta} = \frac{d(\Delta E_{int})}{d\theta}$$  \hspace{1cm} (7)

also giving access to the integral adsorption energy,

$$\Delta E_{int}(\theta) = \theta \cdot \Delta E_{avg}(\theta)$$  \hspace{1cm} (8)

From the AIMD results, we firstly calculate the average adsorption energy $\overline{E}$ vs. coverage. To obtain the differential adsorption energy, we apply the linear fitting over integral adsorption energy and coverage, where the slope is $\Delta E_{dif}$.

E. Interpretation of experimental results

From the experimental research, the desorption of monolayer water has been identified to follow (Pseudo-)zeroth order kinetics. Thus, the central fitting equation applied to the TPD spectra is an Arrhenius type equation of the form $r_{des} = A(T)exp(-\frac{\Delta G_{des}^\ddagger}{k_B T})$, where $r_{des}$ is the desorption rate (ML/s), $A(T)$ is the pre-exponential factor, $\Delta G_{des}^\ddagger$ is the activation free energy of desorption, $k_B$ is the Boltzmann constant, $T$ is the temperature. The desorption energy can simply be obtained from a linear fit of $ln(r_{des})$ against $1/T$, where the slope is $-\Delta G_{des}^\ddagger/k_B$, by assuming $A(T)$ is slowly varying. From TEAS, by analysing the specular helium intensity in different isothermal conditions, an Arrhenius plot of the desorption rate vs. $1/T$ was sampled, where the kinetic parameter $\Delta G_{des}^\ddagger$ could be obtained$^{25}$. In SCAC, the calorimetry directly provided $\Delta H_{ads}$, which was adopted from$^{39,40}$.

F. Thermodynamic assumptions within benchmark

To analyse the adsorption/desorption energy from the experimental desorption kinetics, we will apply several thermodynamic assumptions, as outlined in figure 2: (i) the change in entropy for the (adsorbed) initial state to the transition state is negligible. (ii) the potential energy of the transition state is well approximated by the energy of the final state. (iii) the adsorption and desorption processes are reversible, which allows us to calculate the desorption energy based on adsorption energies of water.
Figure 2. Schematic outlining the applied assumption that the activation free energy of water desorption can be approximated by the differential desorption energy. The blue and purple lines represent the free energy and heat of desorption, respectively, where the latter is used within our benchmark.

Applying approximations (i)-(iii) allows us to equate the free activation energy of desorption in experiments with potential energies of adsorption obtained from our AIMD simulations and simplifies the thermodynamics at the hearth of the benchmark into,

$$\Delta G_{\text{des}}^\pm \approx -\Delta E_{\text{dif}},$$  \hspace{1cm} (9)  

where $\Delta E_{\text{dif}}$ is the differential adsorption energy calculated by AIMD, allowing a straight-
forward benchmark against TPD and TEAS experiments. On the other hand,

$$\Delta H_{ads} = \Delta E_{dif} + \Delta ZPE + \int T_0^T C_p dT,$$

(10)

with $\Delta ZPE$ as the difference of zero point energy between initial state and final state of the reaction and $C_p$ being the constant-pressure heat capacity, allows a validation against SCAC experiments.

III. RESULTS AND DISCUSSION

A. Water adsorption energetics

We start our assessment with the discussion of water adsorption on the fcc(111) metal surfaces of Pt, Au, Cu, and Ni. The respective $\Delta E_{avg}$ and $\Delta E_{int}$ at varying $\theta$s are shown in Figure 3 a-h. Two general features are obtained from analyzing $\Delta E_{avg}$ vs. $\theta$: First, at low coverage $\Delta E_{avg}$ decreases with increasing coverage, suggesting an attractive adsorbate-adsorbate interaction, rooted in the formation of a hydrogen bond network. Secondly, this attractive interaction saturates between 0.5-0.75ML, where the exact saturation coverage varies among the studies metal surfaces.

The functional shape of $\Delta E_{avg}$ vs. $\theta$ can be explained based on the classification of water adsorption by dividing it into different categories depending on the behavior of the first water layer41. At low coverage, water molecules mostly interact with the metal surface, while the water-water interaction build up gradually upon increasing the coverage, between 0.5-0.75ML a first complete water layer is formed. Beyond this coverage, the water-water interaction dominates the water adsorption energy, since the wetting from water molecules in the first layer prevents the interaction between the newly added water molecules and metal surface. We will further discuss the details of this effect once we will analyze the spatial water distribution on the metal surface.

From the average adsorption energies in Figure 3 a, c and e, we are able to calculate the integral adsorption energies, based on the equation 8. The results shown in Figure 3 b, d, f and h for Pt(111), Au(111), Cu(111) and Ni(111) respectively. To calculate $\Delta E_{dif}$, we fitted the integral adsorption energies linearly and the slopes are tabulated inside the respective panels of figure 3. The good linear fit, with all $R^2$-values being tabulated in Table II in supplementary information, justifies a zeroth-order interpretation for desorption from our
Figure 3. Water adsorption energies on varying metal surfaces and applying 3 different XC-functionals as a function of water coverage. The left and right panels show the average adsorption energies, $\Delta E_{\text{avg}}(\theta)$, and the integral adsorption energies, $\Delta E_{\text{int}}(\theta)$, respectively, while the rows refer to the varying metal surfaces. The slopes resulting from a linear regression of $\Delta E_{\text{int}}(\theta)$, representing $\Delta E_{\text{diff}}$, are given inside the right-hand panels. All the data in this figure represent the trajectory of lowest energy from a series of independent AIMD runs. The transparent bars represent the standard deviations within the converged region the AIMD (cf. AIMD statistics). The XC-functionals are distinguished by colors as outlines in the legend.
results, a behaviour often identified, but still heavily debated in experimental research\textsuperscript{41}. We do, however, note that the fit is worst for Cu(111) and Ni(111) due to the behaviour discussed in the last paragraph. We discuss a non-linear fit, representing a non-zeroth order desorption behaviour, for Cu(111) in Section IV of the supplementary information. Significant deviation from the zeroth-order result did only appear at coverages below 0.3ML. At coverages above 0.3ML, the deviation from the constant $\Delta E_{\text{dif}}$ value are well within the error-bars of our AIMD above that coverage and saturate at increasing coverage.

Comparing the three tested XC-functionals, all energetic indicators follow the same order of BEEF-vdW > RPBE-D3 > PBE-D3, with BEEF-vdW binding water more than 0.2eV more strongly than PBE-D3. Based on our simulations, two different factors are at the source of this difference. The first one is the XC-functional quality in describing the interaction of water with the clean metal surface, most easily distinguished by comparing the low coverage adsorption energies. Here a reduction in $\Delta E_{\text{avg}}$ and $\Delta E_{\text{int}}$ in the order Au > Cu > Ni > Pt could be observed. The second aspect, relevant at increasing coverages, is the description of water clustering. We will analyze this region in more detail when describing density distribution and hydrogen bond network analysis later on. However, already from the energetic analysis, minima in $\Delta E_{\text{avg}}$ between 1/2 and 2/3 ML appeared. However, their appearance is not generally observed, where Cu(111) and Ni(111) show clear minima, while they are not observed on Pt(111) and Au(111). Qualitatively this behaviour originates from the formation of a hexagonal surface water layer and the clustering of water at increasing coverages. On Cu(111) surface, this effect is most clear, as shown in 3 e, the minimum located at 0.75ML, 0.5ML and 0.75ML at BEEF-vdW, RPBE-D3, and PBE-D3 functionals, respectively. While beyond these respective coverages, the average adsorption energies are slightly increasing by about 0.05 eV up to 1ML. On Ni(111) $\Delta E_{\text{avg}}$-minimum at ca. 0.6 ML appears, being clearly pronounced in the PBE-D3 or RPBE-D3 results (orange and pink bullets in Figure 3 g), while being absent with BEEF-vdW. Both ferromagnetic and non-magnetic Ni(111) have the same results (Figure S9).

The variation in binding sites on stepped surfaces adds complexity to the analysis. We evaluated the comparison on terraces and steps by including the Pt(211) surface in our benchmark, whose adsorption results are shown in figure 3 i-j. To avoid the uncertainty at stepped/terrace sites and to search the global minimum as thorough as possible, four individuals runs from different initial guesses, shown in Figure S5, were applied to run AIMD and
related statistics. Compared to the water/Pt(111) results, water/Pt(211) results have more uncertainty on adsorption energies, especially at the low coverage condition. A thorough analysis of the trajectories applying PBE-D3 and RPBE-D3 showed that the uncertainty of $\Delta E_{\text{avg}}$ originates from the competition between the adsorption on the undercoordinates step sites and water clustering, which represent two competing local energetic minima of the water adsorption configurations. However, the standard deviation generally lies below 0.1 eV, thus the comparison of XC-functional dependence is influenced marginally. Same as for the (111)-surfaces, the general trend of average adsorption energies is BEEF-vdW > RPBE-D3 > PBE-D3, as shown in Figure 3i.

Several differences between Pt(111) and Pt(211) are worth noting from physical considerations. First, in the low coverage region, compared by Figure 3a and Figure 3i, the water binding on Pt(211) is stronger than Pt(111), as a consequence of the reduced coordination of the step edges. The difference in individual water molecule binding strength at Pt(111) and Pt(211) resulted in 0.15eV in favor of the step edge, with virtually no functional dependence. The second distinct difference appears at intermediate coverages ranging from 0.2ML to 0.7ML, where Pt(211) reaches a saturation of $\Delta E_{\text{avg}}$ at reduced coverages compared to Pt(111), due to the stronger interaction and better wetting properties at stepped surfaces. Finally, in the high coverage region, from ca. 0.7ML to 1ML $\Delta E_{\text{avg}}$ increases on Pt(211) while staying constant on Pt(111). This trend is particularly apparent in RPBE-D3 and PBE-D3 results, shown in orange and pink in Figure 3i. A likely explanation for the behaviour in this coverage region the more compact fcc(211) surface in terms of spatial surface area. Thus, a saturated layer of water interacting with the metal is already formed at reduced coverages which blocks the interaction between extra water molecules and metal.

From the slope of integral adsorption energies, compared between Pt(111) and Pt(211), the differential adsorption energies are very close. This result reveals that the water-water interaction still dominates the water adsorption at high coverage on Pt, independent of the specific surface motif.

In addition to the metal and site effect we discussed above, understanding the influence of spin on water adsorption is an elusive question. For decades, research focused on the spin or magnetic effect of water, water adsorption and water splitting. In our AIMD case, we compared the water adsorption on the ferro- and nonmagnetic Ni(111) surface, as we show in Figure S9 and S20. With the exception of a slightly increased binding strength
up to 0.1 eV on ferromagnetic Ni(111) at small coverage, our results show a negligible effect of the metallic spin on the adsorption strength of water.

B. Benchmark results

A direct comparison of our computed and experimentally determined water desorption energetics is shown in Table I. As outlined in the methods section the experimental energetics have been taken from previous reports on TPD, SCAC and TEAS measurements. Here TPD and TEAS probe the activation free energies of desorption, $\Delta G^\ddagger_{des}$, while SCAC results probes the enthalpy of desorption $\Delta H_{des}$. The theoretical benchmark of thermodynamic quantities is based on Equation 9 and Equation 10. To better benchmark, results from different experimental methods were refined and listed, while we omitted any references that did not show a clear TPD peak and thus that may cause large uncertainty in an Arrhenius analysis. All energies have been converted onto an eV-scale and we keep the precision consistent with the original experimental results.

For Pt(111) being the most studied surface, all the experimental methods we were able to retrieve data from all three experiment types. TPD and TEAS resulted in comparable $\Delta G^\ddagger_{des}$ of 0.54-0.56 eV and SCAC, where we collected measurements conducted at the 3 different temperatures, identified $\Delta H_{des}$ values 0.52-0.56 eV. Interestingly, in our benchmark the BEEF-vdW functional fit the values of $\Delta G^\ddagger_{des}$ best, resulting in $-\Delta E_{dif}=0.53$ eV, while RPBE-D3 performed best when $\Delta H_{des}$ was chosen as the benchmark metric with a value of $\Delta H_{des}=0.58$ eV.

For Au(111), where we benchmarked against two independent TPD results, we found that the reported $\Delta G^\ddagger_{des}$ of 0.43-0.48 eV are reproduced remarkable well by the $-\Delta E_{dif}=0.47$ eV calculated with BEEF-vdW, while both RPBE-D3 and PBE-D3 overbind. This result is contrasted by the case of Cu(111), where the RPBE-D3 result is most consistent with the TPD result, while BEEF-vdW underbinds.

On Ni(111), the two reported TPD results we collected range between 0.54 and 0.59 eV. Although they range within their respective error bars, it leads to the result one experimental result is closer to BEEF-vdW and the other is closer to the RPBE-D3 result. The SCAC result, however, is more consistent with our RPBE-D3 result.

On Pt(211), the TPD results ranging between 0.51 and 0.54 eV aligns best with our
Table I. Tabulated the benchamrk results: water desorption energy at various metal surface from different experimental technique, comparing with the results from AIMD in different XC-functional

<table>
<thead>
<tr>
<th>Surface</th>
<th>Exp. Technique</th>
<th>Adsorbates</th>
<th>Energy*</th>
<th>Source BEEF-vdW</th>
<th>RPBE-D3</th>
<th>PBE-D3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>eV</td>
<td></td>
<td>eV</td>
<td>eV</td>
</tr>
<tr>
<td>Pt(111)</td>
<td>TPD</td>
<td>D$_2$O&amp;H$_2$O</td>
<td>0.539±0.021</td>
<td>47</td>
<td>0.53</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>TPD</td>
<td>H$_2$O</td>
<td>0.550±0.04</td>
<td>48</td>
<td>0.53</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>TEAS</td>
<td>H$_2$O</td>
<td>0.561±0.031</td>
<td>25</td>
<td>0.53</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>SCAC(88K)</td>
<td>D$_2$O,0.5ML</td>
<td>0.564±0.022</td>
<td>40</td>
<td>0.44</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>SCAC(120K)</td>
<td>D$_2$O,0.5ML</td>
<td>0.532±0.017</td>
<td>40</td>
<td>0.44</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>SCAC(133K)</td>
<td>D$_2$O,0.5ML</td>
<td>0.52±0.044</td>
<td>40</td>
<td>0.44</td>
<td>0.58</td>
</tr>
<tr>
<td>Au(111)</td>
<td>TPD</td>
<td>H$_2$O</td>
<td>≈0.455</td>
<td>49</td>
<td>0.47</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>TPD</td>
<td>H$_2$O</td>
<td>0.434-0.477</td>
<td>50</td>
<td>0.47</td>
<td>0.56</td>
</tr>
<tr>
<td>Cu(111)</td>
<td>TPD</td>
<td>H$_2$O</td>
<td>≈0.572</td>
<td>51</td>
<td>0.45</td>
<td>0.56</td>
</tr>
<tr>
<td>Ni(111)</td>
<td>TPD</td>
<td>H$_2$O</td>
<td>0.539±0.03</td>
<td>52</td>
<td>0.50</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>TPD</td>
<td>H$_2$O</td>
<td>0.591±0.05</td>
<td>53</td>
<td>0.50</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>SCAC</td>
<td>D$_2$O,0.5ML</td>
<td>≈0.556</td>
<td>39</td>
<td>0.41</td>
<td>0.53</td>
</tr>
<tr>
<td>Pt(211)</td>
<td>TPD</td>
<td>H$_2$O</td>
<td>0.510-0.536</td>
<td>54</td>
<td>0.53</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>TPD</td>
<td>H$_2$O</td>
<td>0.543±0.01</td>
<td>42</td>
<td>0.53</td>
<td>0.66</td>
</tr>
</tbody>
</table>

* The energy from SCAC technique is the heat of desorption $\Delta H_{des}$. The energy from TPD and TEAS is the activation free energy of desorption, $\Delta G_{des}^\ddagger$.

BEEF-vdW results. Interestingly, the facet of Pt does have little influence on the binding strength both in experiment and theory.

In summary, in most of the cases, BEEF-vdW represents the most reliable XC functional to describe the water adsorption/desorption if benchmarked against TPD and TEAS. For Cu(111) and the SCAC experimental results, on the other hand, the RPBE-D3 results match better. Thus, based on our benchmark, we recommend can recommend both the BEEF-vdW and RPBE-D3 functionals for simulating the water/metal interface, while PBE-D3 always overestimates the water adsorption strength.
C. Water-metal interaction and water-water interaction

From the previous discussion on the water adsorption energies, we highlighted that different exchange correlation functionals have individual features for water adsorption. The energetic difference between BEEF-vdW and PBE-D3 is about 0.2 eV, which is a considerable amount comparing to the water adsorption strength itself. To unravel the origin of the energetic difference among the different functionals, we attempt to separate the interfacial interactions into two parts. The first part is the water-metal interaction, including the physical attraction/repulsion between water molecules and the metal surface. The second part is the water-water interaction at metal surface, including water clustering, hydrogen bond formation and reconstruction.

The surface water density distribution

To visualize the average water distribution, we plotted the density of water, based on both hydrogen and oxygen densities, at the coverages of 1/3 and 2/3 ML, also comparing the results from the three tested XC-functionals and varying metals, as displayed in Figure 4. The full coverage-dependent density plots are shown in Figure S12 and S13.

Generally, water creates a double peak structure in both the H- and O-density close to the metal surfaces, which can be attributed to the formation of a water bilayer, with varying water orientation, facing the surface with H or O, respectively. The respective magnitude of the two peaks varies among the studied surfaces and will be discussed in detail below. In addition to the two distinct peaks, Cu(111) and Ni(111) show extended water tails at intermediate to high coverages, as a consequence of their smaller lattice constant, which leads to a spilling out of water due to compression. Overall comparing the density profiles among the varying metals, based on density peak positions and shape in Figure 4, shows that the water-metal interaction decreases in the order Pt(211)>Ni(111)≈Pt(111)>Cu(111)>Au(111).

The comparison of XC-functionals shows several distinct differences. Overall, the surface water is less ordered with BEEF-vdW, where peaks are broader and further from the surface, RPBE-D3 leads to a more pronounced double peak structure located slightly closer than in the BEEF-vdW. Finally, PBE-D3 shows the strongest ordering of water close to the surface, combined with the lowest distance to the surface.
Figure 4. Density distributions of water molecules at Pt(111), Au(111), Cu(111), Ni(111) and Pt(211) comparing from BEEF-vdW (first column), RPBE-D3 (second column) and PBE-D3 (third column) results. All the density plots are from the AIMD statistics. In each plot, the oxygen density and hydrogen density plot vs. the distance from surface. Oxygen density: in red, hydrogen density: in cyan. The solid plot is at 2/3 ML coverage, the transparent plot is at 1/3 ML coverage. Coverage plots with higher resolution are given in Figure S12 and S13.

Applying BEEF-vdW on Pt(111) resulted in a single hydrogen peak and single broad oxygen peak at very low coverage (< 0.2ML) indicative for the pure physical interaction between water molecules and the surface (see Figure S12 a). Upon increasing beyond 0.25ML, the H- and O-peak (blue and red Figure S12 a, respectively) start splitting into two peaks, and as the coverage increases, these two peaks are growing equally until a coverage of ca. 0.4ML is reached. Beyond 0.4ML, the peak located closer to the Pt(111) surface is
saturated and the second peak keep growing to a broad peak (cf. 1ML plot in Figure S12 a), indicating the water clustering and formation of a bilayer structure.

In contrast to BEEF-vdW, the O-densities show two sharp peaks at 2 and 2.9Å from the metal surface in the RPBE-D3 results, shown in Figure 4 a.2, already at very low coverage, indicating the stronger physical binding between water and the metal, which prevents a widespread water distribution. However, only a single hydrogen peak at 2.2Å keeps growing at low coverages. The near surface O-peaks saturates at 0.4 ML and beyond this coverage the second O-peak starts growing while two H-peaks located at 2.2Å and 3.1Å keep growing equally until ca. 0.8ML, indicating a more tightly bound bilayer structure than with BEEF-vdW. Beyond 0.8 ML, a small third peak starts growing, which indicate the liquid phase water, consistent with previous research, indicating that a 2/3 coverage of water represent an ice-like monolayer.

Finally, the PBE-D3 density, in Figure 4 a.3, are comparable to the RPBE-D3 densities but all the peaks are shifted towards the surface at all investigated coverages, reflecting the stronger water-metal interaction than RPBE-D3 results.

The water distribution on Au(111), shown in figure 4 b differs drastically from Pt(111), due to its hydrophobicity. In Figure 4 b.1, the BEEF-vdW results show only one single broad peak of both H- and O- density at 3.5Å. This result indicates that, applying BEEF-vdW, on the Au(111) surface, no clear water bilayer structure forms. This is contrary to the results from RPBE-D3 and PBE-D3 density plots in Figure 4 b.2 and b.3. Here, an obvious H-peak near the Au(111) surface at intermediate coverages from ca. 0.5ML to ca. 0.8 ML, indicative of the creation of bilayer structures under these coverages forms. With the coverage increasing up to 1 ML, these peaks merge into one broad peak again.

The water density above Cu(111), shown in Figure 4 c, behaves like a combination of Pt(111) and Au(111). In Figure 4 c.1, the density plot of water at Cu(111) surface resulting from BEEF-vdW shows a single broad peak at low coverage (transparent line), which splits into multiple peaks at higher coverage (solid line). The single broad peak is comparable to water the density plots for Au(111), shown in panel a. On the other hand, the double peak-feature at intermediate coverages is comparable to Pt(111) one. However, a distinct feature on Cu(111) is the appearance of multiple overlapping density peak in a broad range in the high coverage region, see Figure S12 c, indicating the fierce competition between water-metal and water-water interaction. All three results from different functionals show
the same features, as shown in Figure 4 c.1, c.2 and c.3, while the only difference is the peaks at low coverage are sharper and the first H-peak dominates at all coverage from RPBE-D3 and PBE-D3 results. This results indicates the stronger water-metal interaction at Cu(111) surface from RPBE-D3 and PBE-D3 results, comparing with BEEF-vdW results.

The water distribution on Ni(111), in Figure 4 d, is close to the behaviour on Pt(111) in Figure 4 a, indicating a similar structural evolution of the bilayer formation. At very low coverage (< 0.2ML), a single H-peak and O-peak indicate the pure physical interaction between water molecules and Ni(111). Upon increasing beyond 0.25ML, the H- and O-peaks (in cyan and red in Figure 4 d) start splitting into two peaks, and as the coverage increases, both peaks are growing. After ca. 0.35ML, the first peak is saturated and the second peak keep growing to a broad peak (see full coverage plots in Figure S13 c). The major distinctions between Pt(111) and Ni(111) are the saturation of the first peak at Ni(111) happening already 0.35ML and the overall sharper near-surface density peaks at Ni(111). Especially from the RPBE-D3 and PBE-D3 results, in Figure 4 a.2, a.3 and d.2, d.3, the density peak is higher on Ni(111) than on Pt(111). On the other hand, the overall density distribution at a given coverage is broader on Ni(111) compared to Pt(111) as a consequence of Ni’s smaller lattice constant and hence more ”crowded” distribution of water molecules on Ni(111). Finally, we address the effect of the spin state of Ni in the Figure S13, where a negligible effect has been identified.

Applying BEEF-vdW on Pt(211) resulted in two distinct hydrogen peaks (in cyan) and a single main oxygen peak(cyan and red in Figure 4 e.1, respectively). All the peaks are located closer to the surface than for the studied fcc(111) surfaces. The most closely located hydrogen peak represents the hydrogen distribution on the step-sites and saturated at ca. 0.5 ML. The second hydrogen peak is the distribution on the other sites or from second layers of stepped sites. Contrarily, the oxygen only forms a single peak is located between the two H-peaks more closely aligned with the second H-peak. This water molecule distribution indicates the molecules orientation is roughly hydrogen down on stepped sites and hydrogen up on other sites. The low coverage behavior is quite different, at ca. 0.1ML, where the hydrogen peak is a small broad peak, indicating that a water molecule is not always specifically adsorbed on stepped sites at low minimal coverages, although we have calculated the difference of adsorption energies, ca. 0.15eV, between Pt(111) sites and Pt(211) sites in Section III A. Results from RPBE-D3 and PBE-D3, shown in Figure 4 e.2 and e.3, are
very similar to the results from BEEF-vdW, except for slightly reduced peak distance to the surface and the sharper density peaks from RPBE-D3 and PBE-D3 results, reflecting the stronger water-metal interaction.

**The formation of hydrogen bonds**

The formation of hydrogen bonds between waters are critical to the understanding of the water clustering and related water-water and water-metal interactions. Based on the simulated structures from AIMD trajectories, we counted the hydrogen bonds formed in waters, which is shown in Figure 5. On all metal surfaces, the average number of hydrogen bonds increases as the coverage increases up to ca. 0.7 - 0.8 ML. Beyond these coverages the formation of hydrogen bonds saturates likely due to over-saturation of the ice-like water layer on the metal surface. More details are in Figure S11.

Comparing different metal surfaces, the saturated hydrogen bond increases from ca. 1.3 on Au(111) to ca. 1.5 per molecule for Pt(111),Pt(211) and Cu(111), and to ca. 1.75 for Ni(111). The results reveal that the saturated water structures vary at different metal surfaces, which might result from different surface water affinity and lattice constants. On the other hand, the functionals have little impact on the hydrogen bonds on Pt(111) (cf. Figure 5b) but have variations on Au(111) (cf. Figure 5c) and Cu(111) (Figure S11) following the order of PBE-D3\(\approx\)RPBE-D3 > BEEF-vdW.

Comparing with different sites, in Figure 5 a and b, the average number of hydrogen bond is very close on Pt(111) and Pt(211) surface and the saturated hydrogen bond density is ca. 1.5 per water molecule, which indicate the water-water interaction dominate the bilayer structure at high coverage over different Pt facets. However, at low coverage, the standard deviation of average number of hydrogen bond at Pt(211) is larger than Pt(111), see the error bars in Figure 5 a and b at low coverage, due to the competition between water-water interaction and water adsorption at metal stepped sites.

Considering the hydrogen bond network at metal surface, in Figure 5 d and e, we selected the final structure of AIMD trajectories from BEEF-vdW results at 0.75ML corresponding to the coverage of saturated average number of hydrogen bonds in Figure 5 a. From the top-view configuration panel d, the hexagonal ice layer can be identified on Pt(111) and Au(111), in consistence with previous reports\(^{47,57-59}\). For the Cu(111) and Ni(111) surface,
Figure 5. Statistics of the formation of hydrogen bonds. a: The number of hydrogen bond per water molecule at different metal surfaces. Each point shows the average number of hydrogen bond vs. coverage from BEEF-vdW results. The number of hydrogen bond per water molecule using different functionals for b: Pt(111) and c: Au(111). All the hydrogen bonds were counted based on AIMD dataset. The error bars are the standard deviation of the counting. d and e: the top-view and side-view of 0.75ML water at metal surfaces, respectively. From left to right is Pt(111), Au(111), Cu(111), Ni(111), Pt(211) surface. Part of hydrogen bonds were marked in blue dashed line in d.
on the other hand, a twisted hexagonal structure formed\textsuperscript{60,61}, likely resulting from their. For the stepped Pt(211) surface, the situation is complicated due to the difference in wetting the step and terrace, causes a special linearly shaped water layer on Pt(211)\textsuperscript{42,54}. From the side-view of the related structure, in Figure 5 e, for Pt(111), Cu(111) Ni(111) and Pt(211), the bilayer structures can be seen while the Au(111) surface shows an approximately parallel water layer, due to its weak interaction. The configuration on water distribution along the surface normal is consistent with the density plot in Figure 4.

IV. CONCLUSIONS

Based on our AIMD simulations, we benchmarked the metal-water interactions applying different GGA-level exchange correlation functionals. We found that all investigated XC-functional resulted in a desorption behaviour which justifies a zeroth-order fit, due the early saturation of the adsorption energy at increasing water coverage.

The simulated binding strength of water is functional-dependent following the order BEEF-vdW < RPBE-D3 < PBE-D3. Benchmarking the determined differential water binding energies against experimental TPD, SCAC and TEAS results, we find that that BEEF-vdW is most appropriate to capture the binding strength of water on Pt(111), Pt(211), Ni(111), and Au(111) surfaces. However, RPBE-D3 fits the experimental adsorption energy on the Cu(111) surface the best. Furthermore, RPBE-D3 fits the desorption enthalpy better. PBE-D3 generally overbinds water at the interface with respect to experimental results.

Given the small energetic differences between RPBE-D3 and BEEF-vdW, we conclude that both functionals are capable to capture the metal-water interactions with appropriate accuracy, with RPBE-D3 having the advantage of reduced computational demand.

We find that the binding strength order is reflected by the water density distribution, which varies qualitatively among the compared XC-functionals and metals. On the other hand, the formation of hydrogen bonds between waters varies little among different functionals.

The results of our benchmark offer guidance to reduce systematic errors in future molecular dynamics driven simulations of the solid-water interfaces.
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