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ABSTRACT 

 

Intramolecular charge transfer (ICT) effects of para–nitroaniline (pNA) in eight 

solvents (cyclohexane, toluene, acetic acid, dichloroethane, acetone, acetonitrile, 

dimethylsulfoxide, and water) of different polarities are investigated extensively. The 

second-order algebraic diagrammatic construction, ADC(2), ab initio wave function is 

employed with an implicit solvation method. We found that the pyramidal dihedral angle 

of the amine group depends on the solvent, decreasing with increased polarity. The first 

absorption band involves HOMO→LUMO π→π* transitions with charge transfer from 

the amine and the benzene ring to the nitro group. ICT effects increase by 10% upon 

solvation in water compared to the gas phase. A second band of pNA is characterized for 

the first time. The brightest state of both bands depends on the polarity of the solvent.  

The second band is primarily a local excitation (LE) on the nitro group, including some 

CT from the amine group to the benzene ring that decreases with the solvent polarity. The 

LE character on the nitro group of the second band increases by 36% from the gas phase 

to water. A -0.32 eV redshift in the first band of cyclohexane increases to -0.84 eV in 

water, in agreement with experiment. The second band is redshifted by -0.21 eV for 

cyclohexane and -0.36 eV for water. An exponential correlation between the polarity and 

spectral properties is found, which saturates for solvents of intermediate polarities. 
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1 INTRODUCTION 

 

Push-pull molecules are organic systems bearing electron donor (D) and acceptor 

(A) groups, usually separated by a π-conjugated bridge in a D-π-A arrangement.1 A push-

pull configuration favors intramolecular charge transfer (ICT), which occurs when, upon 

excitation, electron density is redistributed in a molecule with an electron transfer from 

an electron-rich donor region to an electron-poor acceptor region taking place.2 Besides 

the intrinsic scientific interest of ICT phenomena in different areas of chemistry, physics, 

biology, medicine, and engineering,3–13 ICT has several applications, especially in 

organic electronics.14–17  

 

The disubstituted benzene derivative para–nitroaniline (pNA) is a prototypical D-

π-A push-pull molecule. It has an electron-donor amino group (−NH2) and an electron-

withdrawing nitro group (−NO2) separated by a phenyl ring as a π-conjugated bridge 

(Scheme 1). Because of its relatively simple structure, it has been used to investigate 

different phenomena, including solvatochromism18–22 and optical properties.23–27 

Although pNA is extensively studied, recent investigations of these properties highlight 

its continuing relevance.28–32 Additionally, since pNA is a non-biodegradable pollutant,33 

highly toxic, mutagenic, and carcinogenic,34,35 theoretical investigations of this molecule 

are particularly valuable. 

 

Since most chemical reactions and spectroscopic measurements of molecules 

occur in a solvent, it is especially relevant to investigate these phenomena in this 

environment. In particular, the position, intensity, and shape of absorption and emission 

bands are influenced by the polarity of the solvent.36 Concerning pNA, its solvent effects 

have been investigated theoretically, but not as comprehensively focusing in ICT 

phenomena as in the present work.21,37–40 Frutos-Puerto employed sequential Quantum 

Mechanics/Molecular Mechanics (QM/MM) to investigate the origin of the nonlinear 

solvatochromic shift of pNA in solvents, i.e., the nonlinear dependence of the absorption 

energy on the composition of the cyclohexane and triethylamine (TEA) mixture.21 They 

attributed this behavior to hydrogen bonds formed between pNA and TEA even at low 

TEA concentrations. Cardenuto also employed QM/MM to examine the electronic 

absorption spectrum of pNA in supercritical water.38 Eriksen emphasized the inaccuracy 

of using Time-Dependent Density Functional Theory (TDDFT) with the CAM-B3LYP 
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exchange-correlation functional coupled to the polarizable embedding (PE) scheme to 

reproduce the measured solvatochromic shift in pNA in water and highlighted 

discrepancies in describing charge transfer effects of excited states employing TDDFT.39 

Sok employed molecular dynamics simulations of pNA with 150 water molecules and 

found that the primary contribution to the redshift in the spectrum are due to Coulombic 

interactions between pNA and water, combined with solute relaxation.40 The 

contributions from solvent-induced shifts reflect the increased zwitterionic character of 

pNA upon solvation. Cabral et al. performed Born-Oppenheimer molecular dynamics of 

pNA in water, investigating the connection between dynamic changes in the molecular 

structure and the electronic features of charge transfer (CT) states of pNA in water.37 The 

study examined the role of hydrogen bonds and electrostatic interactions in the spectral 

redshift. 

 

Most of those works focused on a restricted set of solvents, in most cases, water. 

Therefore, systematically investigating a wider range of different solvents and polarities 

will allow a more comprehensive understanding of ICT and solvatochromism effects in 

this prototypical system. 

  

 

 
Scheme 1 The investigated system. The red dashed lines define the fragments, or regions, 

used for the charge transfer analysis described in the next section. Label “a” represents 

the nitro group, “b” the benzene ring, and “c” the amine group. 
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In this work, we employed the second-order algebraic diagrammatic construction 

(ADC(2)) ab initio wave function41,42 to investigate comprehensively the absorption 

spectra and the intermolecular charge transfer (ICT) effects of the pNA molecule in eight 

solvents of varying polarities, namely, cyclohexane, toluene, acetic acid, dichloroethane, 

acetone, acetonitrile (CH3CN), dimethylsulfoxide (DMSO), and water. Cyclohexane, 

toluene, and acetic acid are nonpolar solvents commonly used in organic chemistry for 

dissolving nonpolar compounds.43 Dichloroethane and acetone have intermediate 

polarity. Acetonitrile, DMSO, and water are polar solvents.44,45 Results will be compared 

with gas phase spectra.32 The absorption spectra of pNA in cyclohexane, toluene, 

acetonitrile, DMSO, and water were measured before. Acetic acid, dichloroethane, and 

acetone were also studied because they are commonly used solvents and have 

intermediate polarities. A second absorption band, which was not measured or computed 

before, was found and comprehensively characterized. 

 

2 METHODS 

 

2.1 Computational Approach 

 

The CAM-B3LYP exchange-correlation functional46 and the def2-TZVPD 

Karlsruhe basis set47,48 implemented in Gaussian 0949 were used to optimize the singlet 

ground state (S0) geometries of pNA for each solvent employing extremely tight 

optimization convergence criteria and no symmetry constraints. Minimum character and 

convergence to a planar structure (Cs point group) were confirmed by frequency 

calculations. The Conductor-like Polarizable Continuum Model, CPCM50,51 in Gaussian 

09, was employed to include solvent effects in the geometry optimization. 

 

The investigated solvents are, in order of increasing polarity (relative permittivity 

or dielectric constant εr between parentheses): cyclohexane (2.017), toluene (2.374), 

acetic acid (6.2528) dichloroethane (10.125), acetone (20.493), acetonitrile (CH3CN, 

35.688), dimethylsulfoxide (DMSO, 46.826), and water (78.355).  
 

We previously computed32 ten gas-phase vertical singlet excited states of the pNA 

molecule using the resolution of identity (RI) algebraic diagrammatic construction 

method of the second-order, ADC(2),41,42 an ab initio wave function, with the def2-
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TZVPD basis set. For these calculations, the Turbomole v 6.6 program was employed.52,53 

The vertical excitations, including the solvent effects of this work were computed 

employing the Conductor-like Screening Model (COSMO) continuum model54 with the 

state-specific approach55 using the converged CAM-B3LYP solvated geometries. The 

vertical calculations employing the COSMO solvent model were performed also with 

Turbomole v6.6.  

 

The ADC(2) ab initio wave function is known for accurately describing excited 

states,56–59 including charge transfer7,60–65 and solvent effects.65–68 Unlike TDDFT, 

ADC(2) avoids the arbitrariness of the choice of exchange-correlation functionals and the 

inherent limitations in describing charge transfer effects.8,61 Previous studies have 

demonstrated that ADC(2), combined with the modeling of solvation effects using 

COSMO, provides a well-balanced description of both locally excited (LE) and charge 

transfer (CT) states.65 In this work, spectra were convoluted with Gaussian curves using 

a line width of 0.5 eV. The highest intensity of the absorption band in each case was 

normalized to 1.0. 

 

2.2 Charge transfer analysis 

 

The charge transfer (CT) in the excited states was characterized by a transition 

density matrix analysis and Natural Transition Orbitals (NTOs).69 This analysis employed 

the TheoDORE package.70,71 The NTOs are valuable constructs for elucidating molecular 

electronic transitions. When more than a pair of NTOs significantly contribute to a 

transition, a transition amplitude (𝜆) is calculated to indicate the magnitude of a specific 

NTO pair contribution to the overall electronic transition. This 𝜆, in turn, quantifies the 

weight of a particular pair of NTOs in describing the redistribution of electron density 

after the transition. Only a few NTOs usually have appreciable amplitudes, which 

concisely represent the excitation process.70 Consequently, NTOs eliminate the ambiguity 

associated with a specific choice of molecular orbitals,72 thus allowing an accurate 

interpretation of the nature of electronic excitations. 

 

For a molecule with two or more distinct regions or fragments, such as 𝐴	and 𝐵, 

the representation of the transition matrix elements for a transition from the ground state 

to the 𝑛th excited state (denoted as 𝐷*+,-) can be expressed using a basis set of localized 
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orbitals according to Equation (1). The 𝜀*̂+ is the excitation operator involving the 𝑟 and 

𝑠 orbitals, 

 

𝐷*+,- = ⟨0|𝜀*̂+|𝑛⟩ (1) 

 

The charge-transfer number (𝛺89- ) for the excitation is defined by summing up the 

contributions from the regions 𝐴 and 𝐵 of the system, as indicated in Equation  (2) below. 

The 𝑆 matrix is the orbital overlap, and the summations are performed over the basis 

functions associated with atoms 𝜇 and 𝜈: 

 

𝛺89- =
1
2??@(𝐷,-𝑆)CD(𝑆𝐷,-)CD + 𝐷CD,-(𝑆𝐷,-𝑆)CDF

D∈9C∈8

 (2) 

 

When 𝐴 ≠ 𝐵, Ω89-  represents the weight of charge transfer (CT) from region 𝐴 to 

𝐵. In contrast, when 𝐴 = 𝐵, 𝛺88-  is the weight of locally excited (LE) transitions on 𝐴. 

The overall charge transfer number 𝑞(𝐶𝑇) for a system with multiple fragments or regions 

is defined by summing over the off-diagonal elements according to Equation (3) below. 

The 𝛺- term is the normalization factor corresponding to the total sum of charge transfer 

numbers for all 𝐴 and 𝐵 pairs. The CT descriptor reflects the cumulative weight of 

configurations where the initial and final orbitals are located on distinct fragments, 

 

𝑞(𝐶𝑇) =
1
𝛺-??𝛺89-

9M88

 (3) 

 

When 𝑞(𝐶𝑇) = 1, the state has complete charge separation, while 𝑞(𝐶𝑇) 	= 	0 

describes a locally excited or Frenkel excitonic state.73 The CT analysis employed the 

three molecular regions defined in Scheme 1. The CT for each transition was decomposed 

and named according to the following labels: CT from the nitro and the ring to the amine 

group (ACT); CT from the amine and the ring to the nitro group (NCT); and CT from the 

side groups nitro and amine to the benzene ring (RCT). It was found a local excitation 

character in the three molecular regions, named the amine group (ALE), nitro group 

(NLE), and the benzene ring (RLE) charge transfer. 
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3 RESULTS AND DISCUSSION 

 

3.1 Geometries 

The coordinates of the optimized geometries of pNA ground state in each solvent 

are collected in Table S18 of the Supplementary Material (SM). The main difference 

between the experimental crystal data of pNA74–76 and the converged gas phase geometry 

is that, for CAM-B3LYP//def2-TZVPD, the amino (NH2) group is slightly pyramidal 

(16.9°). In contrast, in the crystal this group is coplanar with the rest of the molecule due 

to the intermolecular interactions, as found before.21 

 

The optimized ground state geometry in different solvents have an interesting 

trend. In more apolar solvents, the geometry closely resembles the crystal structure,74–76 

while in more polar solvents, there is an increase in the pyramidal dihedral angle of the 

amine group. This finding can be rationalized by examining two molecular resonance 

structures, the neutral pNA structure and the zwitterionic structure77 indicated in Scheme 

2. In more polar solvents, the zwitterionic structure becomes more pronounced, thus 

modifying the molecular geometry because the positive charge on the nitrogen's amine 

interacts more strongly with the negative partial charges of the polar solvent molecules, 

favoring the zwitterionic form, hence a smaller angle. Therefore, by increasing the 

polarity of the solvent, we obtain the decreasing dihedral angles (between parentheses): 

cyclohexane (15.3°), toluene (15.0°), acetic acid (12.6°), dichloroethane (11.7°), acetone 

(10.7°), acetonitrile (10.2°), dimethylsulfoxide (10.1°), and water (9.8°). 
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Scheme 2 The pNA resonance structures with their hybrids: neutral form and zwitterionic 

form. (Adapted from Ref. 77.) 

 

3.2 The solvent effect in the absorption spectra 

 

Characterizing charge transfer effects in solvent excited states is crucial for 

rationalizing the electronic and molecular processes occurring during these transitions 

and the impact of the environment. Figure 1 presents the different contributions from 

charge transfer (CT) and localized excitations (LE) found in the first ten electronic 

transitions in gas phase found before.32 The brightest states of each band in the gas phase, 

oscillator strengths, and the NTOs for the transitions are also shown. Figures S2 to S9 of 

the SM show similar representations for each solvent. The explicit values of these 

decompositions in gas and solvent phase are presented in Tables S9 to Table S17 of the 

SM.  
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Figure 1. ADC(2)//def2-TZVPD charge transfer (CT) analysis of the first ten transitions 

of pNA gas phase. Gas phase data from Ref.32 The following notation was defined for 

describing each contribution: ACT – CT from the nitro and the ring to the amine group; 

NCT – CT from the amine and the ring to the nitro group; and RCT – CT from the side 

groups nitro and amine to the benzene ring. Also, we define the local excitations (LE) 

ALE – LE on the amino group, NLE – LE on the nitro group, and RLE – LE on the benzene 

ring. The transition S2 and S7 are the brightest states of the first and second bands, 

respectively. The corresponding natural transition orbitals and transition weight (𝜆) are 

shown.  

 

The bright state of the first band is the S2 transition in both gas and low 

(cyclohexane and toluene) and intermediate polarity solvents (acetic acid and 

dichloroethane, but not acetone). For acetone and more polar solvents (acetonitrile, 

DMSO, and water), the bright state of the first band is the S1. The acetone's polarity (εr = 

20.493), although lower than the more polar solvents (e.g., acetonitrile with εr = 35.688), 

is already considered polar.  

 

The brightest state of the first band in gas or any solvent is a HOMO→LUMO 

π→π* transition, which preserves the gas phase CT character from the amine and the ring 
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to the nitro group. The charge transfer number 𝑞(𝑁𝐶𝑇) equals 0.388𝑒 in the gas phase, 

but increases with the polarity of the solvent as expected from chemical intuition: 

cyclohexane (0.404𝑒), toluene (0.407𝑒), acetic acid (0.423𝑒), dichloroethane (0.426𝑒), 

acetone (0.429𝑒), acetonitrile (0.431𝑒), dimethylsulfoxide (0.431𝑒), and water (0.432𝑒) 

– see the 𝑞(𝑁𝐶𝑇) values for each solvent in Tables S9 to S17. Therefore, a higher polarity 

of the solvent enhances charge transfer to the strongly accepting nitro group. In nonpolar 

solvents, such as cyclohexane and toluene, electrostatic interactions of the solvent with 

the nitro group are far less critical, resulting in slightly smaller 𝑞(𝑁𝐶𝑇) values. For these 

bright states, the LE character on the benzene ring decreases with solvent polarity, from 

gas phase (𝑞(𝑅𝐿𝐸) = 0.250𝑒) to water (0.202𝑒), because more polar solvents have more 

ICT. In water, for instance, the increase of the 𝑞(𝑁𝐶𝑇) and decrease of the 𝑞(𝑅𝐿𝐸) values 

increase the total 𝑞(𝐶𝑇) value from 0.631𝑒 in gas phase to 0.659𝑒 in water. 

 

The brightest state of the second band in the gas phase is the S7.32 For low polarity 

solvents (cyclohexane and toluene) and intermediary ones (acetic acid, dichloroethane, 

and acetone), the brightest state of the second band is also S7. For more polar solvents 

(acetonitrile, DMSO, and water), the brightest of the second band is the S6 transition 

instead. HOMO-2-LUMO transitions dominate all these excitations – see Tables S1 to 

Table S8. They involve two NTOs, the dominant one (higher 𝜆) governed by a LE on the 

nitro group and the second contribution (lower 𝜆) by a CT from the amine group to the 

benzene ring. The weight of the second NTOs pair decreases with the polarity of the 

solvent, ranging from 11.9% in the gas phase to 5.0% in acetonitrile (CH3CN), becoming 

negligible for DMSO and water. Accordingly, 𝑞(𝐴𝐶𝑇) decreases and 𝑞(𝑁𝐿𝐸) increases 

from gas phase (0.029𝑒 and 0.344𝑒, respectively) to water (0.023𝑒 and 0.534𝑒, 

respectively). Consequently, the total 𝑞(𝐶𝑇) values follow this trend, decreasing from 

0.414𝑒 in the gas phase to 0.324𝑒 in the water, which indicates a more localized 

excitation. Figure 2 depicts this behavior, highlighting the brightest state in the first and 

second absorption bands for each solvent. The corresponding transition energies are also 

presented in the upper panel. A higher solvent polarity decreases the transition energy, a 

patent solvatochromism effect because polar solvents stabilize the excited state through 

favorable interactions with the nitro group. 
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Figure 2. ADC(2) transition energies (upper panel) and the decomposition character 

(lower panel) of the brightest state of the first (left) and second (right) band of the 

absorption spectra for each solvent: cyclohexane (S2 and S7), toluene (S2 and S7), acetic 

acid (S2 and S7) dichloroethane (S2 and S7), acetone (S1 and S7), acetonitrile (CH3CN, S1 

and S6), dimethylsulfoxide (DMSO, S1 and S6), and water (S1 and S6). The following 

notation was used: ACT – CT from the nitro and the ring to the amine group; NCT – CT 

from the amine and the ring to the nitro group; RCT – CT from the side groups nitro and 

amine to the benzene ring; ALE – LE on the amino group; NLE – LE on the nitro group; 

and RLE – LE on the benzene ring. Gas phase theoretical results data from Ref.32 

 

Table 1 presents the transition energies (∆𝐸), optical oscillator strengths (𝑓), and 

the dominant contribution to the character of all the singlet states. The corresponding 

𝑞(𝐶𝑇) values for all solvents are presented in Table S1 to Table S8 of the SM. 
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Table 1. Computed properties of pNA for each solvent. Optimized CAM-B3LYP//def2-

TZVPD geometries for each solvent using the CPCM solvation method. 

Solventa 𝑬𝒈𝒂𝒑	b 𝑬𝑩𝟏c 𝑬𝑩𝟐c 

Gas Phase32 10.416 4.415 (S2) 6.086 (S7) 

Cyclohexane 10.219 4.017 (S2) 5.886 (S7) 

Toluene 10.173 3.967 (S2) 5.870 (S7) 

Acetic Acid 9.949 3.730 (S2) 5.797 (S7) 

Dichloroethane 9.875 3.652 (S2) 5.775 (S7) 

Acetone 9.804 3.579 (S1) 5.757 (S7) 

Acetonitrile 9.772 3.546 (S1) 5.748 (S6) 

DMSO 9.761 3.535 (S1) 5.746 (S6) 

Water 9.747 3.520 (S1) 5.742 (S6) 
a The investigated solvents, from top to bottom, in decreasing order of polarity. 
b HOMO-LUMO gap energies in eV. 
c ADC(2) transition energies pNA (in eV) of the brightest state (between parentheses) of 

the first and second bands represented by 𝐸9^ and 𝐸9_, respectively. 

 

The polarity of the solvent also influences the HOMO-LUMO gap, which 

decreases with increasing polarity (Table 1). The HOMO→LUMO transition, the 

brightest state of the first band, is a CT from the amine and the ring to the nitro group, as 

discussed earlier. Polar solvents have permanent dipoles, which interact electrostatically 

with the polarizable electron density of the CT state. This stabilizing interaction between 

the solvent and the CT state reduces the energy required for the HOMO–LUMO 

transition, thus favoring energetically the transition. The same occurs with the ADC(2) 

transition energies – see Table 1. Furthermore, as shown in Tables S1 to S8, we found 

that, upon solvation, specific gas phase pNA states become so stabilized that they 

significantly decrease their transition energies. For instance, in cyclohexane, the S10 state 

(6.421eV) has lower energy than S9 (6.423eV), and in S13 (6.894eV) is less than S12 

(6.935eV). For toluene, S13 has lower energy than S12. This trend occurs in all solvents 

except acetone and acetonitrile. 

 

When the solvent polarity increases, there is a slight increase in the optical 

oscillator strength 𝑓 of the brightest state in the first band. The oscillator strength 
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increases from 0.491 in cyclohexane to 0.497 in water. In contrast, the optical oscillator 

strength of the brightest state in the second band decreases as the solvent polarity 

increases from 0.348 in cyclohexane to 0.282 in water, indicating that polar solvents 

decrease appreciably the transition probability of this band. Therefore, the solvent 

polarity enhances the intensity of CT transitions in the first band while reducing the 

intensity of transitions in the second. 

 

The computed gas phase32 and solvated ADC(2)//def2-TZVPD vertical spectra 

are depicted in Figure 3. The available experimental spectra in cyclohexane, toluene, 

acetonitrile, DMSO, and water are also shown, as all the solvents together in Figure 3(F). 

The solvated pNA spectra in acetic acid, dichloroethane, and acetone, which do not have 

available experimental data, are presented in Figure S1 of the SM. 

 

 
Figure 3. pNA absorption spectra in solvent and gas phase. From A) to E), the red lines 

are the computed ADC(2)//def2-TZVPD solvated spectra. Black lines represent the gas 

phase spectrum,31 whereas the dashed green curves are the experimental data.22,78–80 

ADC(2) results for A) cyclohexane and experiment,78 B) toluene and experiment,78 C) 
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acetonitrile (CH3CN) and experiment,79 D) DMSO and experiment,78 and E) water and 

experiment.22,80 The F) panel presents the computed ADC(2) gas phase and solvated 

spectra. The spectra were convoluted with Gaussian curves with a line width of 0.5 eV. 

The y-axis was normalized to 1.0 at the energy of the brightest absorption peak. 

 

The brightest state within each band is not the only one having appreciable 

oscillator strength – see Table S1 to Table S8 of the SM. Consequently, when convolving 

these excited states with Gaussian curves using a linewidth of 0.5 eV for producing the 

spectra in Figure 3, the bands appear with a maximum energy that differs from the energy 

of the brightest state. 

 

We found an expected dependence of the pNA electronic absorption spectra on 

the polarity of the solvent. The first band absorption maximum energy has a redshift with 

magnitude increasing with the polarity of the solvent – the redshift varies from 0.32 eV 

in low polar cyclohexane to 0.84 eV for the high polar water. These findings are in good 

agreement with the experiment regarding the first band, which found 0.42 eV 

(cyclohexane) and 0.99 eV (water). There is also a redshift in the second band (not 

measured or computed before), with the magnitude also increasing with the polarity of 

the solvent. However, this shift has a smaller magnitude than for the first band: 0.21 eV 

for cyclohexane and 0.36 eV for water. The redshifts of both bands for the solvents of 

intermediate polarities have values between the redshifts of cyclohexane and water. 

 

The electron density on the nitro group associated with the CT (first band) and LE 

(second band) transitions is affected by the polarity of the solvent. In polar solvents, 

dipole interactions can stabilize these densities on a nitro group, leading to lower 

transition energies resulting in a redshift of the absorption bands. As discussed previously, 

the second band's relative intensity slightly decreases with polarity (about 14% from 

cyclohexane to water). 

 

The comparison of the experimental spectra and the ADC(2) ones reveals an 

overestimation of the ADC(2)//def2-TZVPD maximum energy of the first band – see 

Table 1. For pNA in cyclohexane, Kovalenko obtained a maximum energy of 3.835 eV,78 

whereas our findings indicate a slightly higher value of 4.017eV (0.182 eV difference). 

Similarly, toluene has a 0.352 eV difference between Kovalenko (3.615 eV) and our value 
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(3.967 eV). Acetonitrile differs (0.134 eV) from Kovalenko78 and Mohanalingam,79 who 

reported 3.412 eV, while our analysis yields a slightly higher value of 3.546 eV. DMSO 

showcases the most significant discrepancy of all solvents computed by other authors 

(0.351 eV), with Kovalenko78 reporting 3.184 eV compared with our value of 3.535 eV. 

Millefiori 22 and Thomsen80 reported 3.246 eV and 3.263 eV for water, respectively, while 

our investigation found 3.520 eV (0.257 eV higher than Thomsen’s).  

 

As discussed in the Introduction, the first electronic band of the pNA has been 

extensively theoretically investigated. The previous studies21,38,39 also found that the 

brightest transition is the S2, a π→π* excitation dominated by a CT from the amino to the 

nitro group. This charge transfer nature means that the properties of the transition are 

affected by the solvent polarity, thus producing a solvatochromic shift, as we have just 

presented and was found before.21 

 

It has been found that explicit models incorporating hydrogen bonds in most cases 

improve the theoretical prediction of the absorption band redshift of pNA in a 

solvent.21,37,38,81 In water, Cabral et al. obtained an energy of 3.5 eV for the first band,37 

consistent with our findings. For cyclohexane, Frutos-Puerto obtained an energy of 4.32 

eV,21 whereas our result was 4.017 eV, in better agreement with experiment (3.835 eV78). 

Therefore, despite the lack of explicit hydrogen bonds in our implicit solvent model, our 

results have a good accuracy, showing better agreement with experiment than some 

explicit solvent studies.  

 

To examine an eventual correlation between polarity and spectral properties, we 

plotted in Figure 4 ADC(2)//def2-TZVPD the dielectric constants of the solvents and 

properties showed in Table 1. An exponential fit of the data was used. The HOMO–

LUMO gap (Egap) energy exhibited a good fitting. The 𝑅`ab_  of 0.99989 suggests 

alignment between predicted and observed values. The small value of 𝜒*da_  (6.559×10-5) 

indicates that the function  fits the data with a high accuracy. The RMSE is very small, 

0.00256 eV. The energy of the brightest state in the first (EB1) and second (EB2) bands 

were also evaluated and yielded good results – see Figure 4. 
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The exponential fits display a saturation effect in all cases, with the property 

values becoming less sensitive to the polarity of the solvent until, for intermediate 

solvents, the property reaches a plateau. The investigated properties reach this saturation 

for dielectric constants of 20 and 30, corresponding to solvents of medium polarity.  

 

 
Figure 4. Relation between dielectric constant (εr) and the molecular properties 

a) HOMO-LUMO gap energy (Egap), b) first band maximum energy (EB1), and g) second 

band maximum energy (EB2). Evaluation metrics for each model: Adjusted coefficient of 

determination (	𝑅`ab_ ), Reduced chi-squared (𝜒*da_ ), and Root-mean-square error (RMSE).  

 

4 CONCLUSIONS 

 

We investigated the solvent effect on the electronic properties of pNA employing 

eight solvents with different polarities. The solvents in order of increasing polarity were 

cyclohexane, toluene, acetic acid, dichloroethane, acetone, acetonitrile (CH3CN), 

dimethylsulfoxide (DMSO), and water. Using the CPCM continuum solvation model, the 

pyramidal dihedral angles of the amine group in the optimized ground geometries of the 

pNA in different solvents reveal a correlation with solvent polarity. For the more polar 
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solvents, the dihedral angle increases due to the prominence of the zwitterionic structure 

in polar solvents.  

 

The ADC(2)//def2-TZVPD method was used to compute the electronic vertical 

transitions using the solvated geometries, and the solvent effect in the transitions was 

modeled using the COSMO-RS continuum model. The solvated electronic transitions 

were characterized and quantified concerning charge transfer (CT) and locally excited 

(LE) properties. The brightest state of the first band is a HOMO→LUMO π→π* transition 

characterized by CT from the amine and benzene ring to the highly electron-withdrawal 

nitro group. This CT effect is enhanced in more polar solvents, while nonpolar solvents 

resulting in a relatively unchanged CT compared with previous gas phase results. We also 

identified a second band in the absorption spectrum, not experimentally or theoretically 

characterized before. The dominant transition in the second band is a HOMO–2→LUMO 

transition with a larger solvent polarity increasing the locally excited (LE) character of 

the nitro group in the pNA molecule. 

 

We found a redshift of the transition energies, with its magnitude increasing with 

the dielectric constant of the solvent. The ADC(2)//def2-TZVPD results slightly 

overestimated the maximum of the experimental band. The polarity of the medium also 

affects the HOMO-LUMO gap, which decreases with increasing polarity due to the more 

favorable electrostatic interactions between the more polar solvents and the polarizable 

electron density of the CT state. 

 

We also investigated the correlation between the solvent polarity given by the 

dielectric constant (εr) and the molecular properties HOMO-LUMO gap energies and the 

ADC(2) transitions energies brightest states of the first and second bands. We found these 

properties exhibited a saturation effect, with properties becoming less sensitive for 

solvents of intermediate polarity, corresponding to dielectric constants in the range from 

20 to 30. 

 

In this work, we have made a comprehensive study of the solvent effects on the 

electronic transitions of the pNA molecule, focusing on charge transfer effects. Solvents 

with all polarity ranges have been investigated, and their impact on the transition 
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properties was rationalized. A second band, not previously computed or measured before, 

was found and characterized.  
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