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ABSTRACT

In the framework of simplified quantum chemistry methods, we introduce the eX-

act integral simplified time-dependent density functional theory (XsTD-DFT). This

method is based on the simplified time-dependent density functional theory (sTD-

DFT) where all semi-empirical two-electron integrals are replaced by exact one- and

two-center atomic orbital (AO) two-electron integrals while all other approximations

from sTD-DFT are kept. The performance of this new parameter-free XsTD-DFT

method was benchmarked to evaluate excited state and (non)linear response prop-

erties, including ultra-violet/visible absorption, first hyperpolarizability, and two-

photon absorption. For a set of 77 molecules, results from the XsTDA approach (or

XsTD-DFT considering the Tamm-Dancoff approximation) were compared to corre-

sponding TDA data. XsTDA/B3LYP excitation energies only deviate absolutely by

0.14 eV in average from those obtained from standard TDA while drastically cut-

ting computational costs by a factor of 20 or more depending on the single energy

threshold chosen. The absolute deviations of excitation energies with respect to the

full scheme are decreasing when the system size is increasing, showing the suitability

of XsTDA/XsTD-DFT to treat large systems. Comparing XsTDA and its prede-

cessor sTDA, the new scheme globally improves excitation energies and oscillator

strengths. Particularly, the XsTDA scheme can faithfully reproduce TDA results for

charge transfer states. Among the various results, TD-DFT first hyperpolarizabil-

ity frequency dispersions for a set of push-pull π-conjugated molecules are faithfully

reproduced by XsTD-DFT while the sTD-DFT method always provides red-shifted

resonance energy positions. Excellent performance with respect to experiment is ob-

served for the 2PA spectrum of the enhanced green fluorescent protein (eGFP). The

generally excellent results with an accuracy similar to TD-DFT but at a fraction of

its computational cost opens the way for a plethora of applications considering large

systems as well as high throughput screening studies.
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I. INTRODUCTION

The computation of molecular properties involving the interaction of light with matter

using quantum chemistry (QC) methods remains challenging for large systems that are of

timely interest. An ideal method should enable the treatment of open shell systems that

may present multi-configurational character1,2 and be able to compute excitations in vertical

and adiabatic regimes. Considering linear and nonlinear optical response properties, the

computation of such higher-order quantities is computationally-involved and often needs a

proper treatment of electron correlation effects, frequency dispersion, and explicit account

for the environment.3,4 Such methods exist but only for small systems. If used with care, the

time-dependent density functional theory (TD-DFT)5–8 provides a reasonable route for the

computation of excited states and response properties for medium-sized systems. However,

it introduces substantial errors for several types of excitations involving charge-transfer

(CT), double excitation, or Rydberg characters when using standard exchange-correlation

(XC) functionals.9 Even so, in many applications, it works well for low-lying valence states.9

Considering large systems with a high density of excited states, it is not really necessary to

describe individual excitations with high accuracy and a TD-DFT treatment including only

singly-excited configurations might be sufficient.

A decade ago, the simplified time-dependent density functional theory (sTD-DFT) and

its variant using the Tamm-Dancoff approximation (sTDA) were introduced by one of us10,11.

These approaches were extended to range-separated hybrid (RSH) functionals by Risthaus

et al.12. These methods were originally designed to evaluate ultra-violet/visible (UV/vis)

and circular dichroism (CD) spectra of large molecules (< 1000 atoms) for which it was

not possible to use conventional TD-DFT. In 2016, these methods were extended to ultra-

large systems with the extended tight-binding (xTB) variant13, enabling the computation

of excited states for organic systems up to 5000 atoms and more recently to compounds

with 4d and 5d metals as well as 4p, 5p, and 6p elements.14 Since then, the reach of these

simplified QC (sQC) methods was expanded to response properties allowing the evaluation of

the polarizability15, optical rotation16, excited state absorption17, first hyperpolarizability15,

and two-photon absorption (2PA)18. A spin-flip variant19 was also implemented as well as

tools involving natural transition/response orbitals to interpret excited states20 and response

properties21.
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sTD-DFT/sTDA methods also inspired alternative schemes to speed-up excited state

calculations. In 2016, Rüger et al.22 proposed the TD-DFT+TB method. Also based on a

DFT ground state, the TD-DFT+TB scheme uses a similar monopole approximation in the

linear response treatment but considers local XC functionals instead of hybrid ones. Asadi-

Aghbolaghi et al.23 showed that the TD-DFT+TB method is up to 100× faster than TD-

DFT to evaluate excited states of large gold and silver plasmonic nanoparticles with less than

0.15 eV of error with respect to TD-DFT for excitation energies. Recently, Havenridge et

al.24 extend this method to the efficient computation of the analytical excited state gradient

using the Z-vector method. Giannone and Della Sala25 proposed the TD-DFT-as method,

TD-DFT using the resolution of identity (RI) with only one s-type Gaussian basis function

per atom. The argued that sTD-DFT/sTDA/TD-DFT+TB can be seen as approximations

to the TD-DFT-as method where three-index RI two-electron integrals are replaced by

Löwdin approximated ones. The TD-DFT-as approach was recently extended to hybrid

XC functionals with the TD-DFT-ris method26. The use of a minimal auxiliary basis set

with TD-DFT reduced the cost by around two orders of magnitude while reproducing the

full scheme exceptionally well. Hehn et al.27 added periodic bondary conditions to the

sTDA scheme by splitting the Coulomb operator into a semiempirical short-range and an

exact long-range contribution. Simplified GW/Bethe-Salpether equation (BSE) were also

proposed by Cho et al.28 in 2022.

In a perspective article29, we recently displayed future challenges for sQC methods.

Among them, there was the idea to improve the global accuracy of sQC schemes by go-

ing beyond its monopole approximation to evaluate two-electron integrals. We explored

this multipole approach but find an alternative route which is the subject of this work.

The sTD-DFT/sTDA approximated molecular orbital (MO) two-electron integrals use

atomic transition charges obtained from a Löwdin orthogonalization procedure and the

Mataga-Nishimoto-Ohno-Klopman (MNOK)30–32 damped Coulomb operator, a function of

the interatomic distance. To recover this, instead of using the MNOK operator, Löwdin-

orthogonalized two-electron integrals (λαλα|λβλβ) are approximated by atomic orbital (AO)

two-electron integrals (αα|ββ). By removing the semi-empirical nature of the two-electron

integrals, we arrive to an “ab initio” version of the sTD-DFT method where two-electron

integrals in the zero differential overlap (ZDO) approximation33 are computed exactly. This

new method is introduced as the eXact integral simplified time-dependent density functional
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FIG. 1. Chemical structures of 1 to 36 from the benchmark set of 77 molecules (1-1711, 18-2012,

21-4613, 47-5734, and 58-7712).

theory (XsTD-DFT). Its TDA variant (XsTDA) is also presented.

To assess the performance of XsTDA for the evaluation of excited state energies and

oscillator strengths, we benchmarked them with respect to TDA results for a set of 77

molecules taken from earlier works11–13,34. Figures 1 and 2 provide the chemical structures

of these systems. Note that this set includes the DYE12 test set34 which is composed of 12
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FIG. 2. Chemical structures of 37 to 77 from the benchmark set of 77 molecules (1-1711, 18-2012,

21-4613, 47-5734, and 58-7712).

large organic dyes and for which back-corrected “experimental” vertical excitation energies

are available. This set also contains the mixed CT test set from Risthaus et al.12 for which

reference SCS-CC2/def2-TZVP(-f) excitation energies are available. In addition, UV/Vis.

absorption spectra were computed and compared to experiment35–37 for three anti-epileptic

drugs: carbamazepine, lamotrigine, and diazepam.
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FIG. 3. Chemical structure of considered systems (except the benchmark set of 77 molecules):

carbamazepine, lamotrigine, and diazepam, six push-pull π-conjugated molecules, four FP

chromphores (HBI, HBDI, CFP, and PYP), and the eGFP chromophore with its first shell of

residues.

The XsTD-DFT/XsTDA methods inherit from all previous implementations in the stda

program38. Thus, this is the opportunity to benchmark nonlinear optical properties as well.

To assess the performance of the XsTD-DFT method to compute the first hyperpolarizabil-

ity, six push-pull π-conjugated molecules were employed to assess the performance of the

XsTD-DFT method. Finally for 2PA, we looked at 2PA spectra for a set of fluorescent pro-

tein chromophores39 and to the simulation of eGFP 2PA spectrum with a model structure
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including eGFP chromophore and its first shell of surrounding residues40. Figure 3 presents

these extra structures.

The article is organized as followed: first, we introduce the theoretical background for

the XsTD-DFT/XsTDA methods for global hybrid XC functionals. Then, we provide com-

putational details and discuss results before providing conclusions and outlooks.

II. THEORETICAL BACKGROUND

The XsTD-DFT/XsTDA methods are introduced by first recalling the density-matrix-

based TD-DFT formalism8,41–46 then showing how simplifications were originally applied

to give rise to the sTD-DFT/sTDA framework10,11,13,15–17,29 and finally how to remove its

semi-empiricism. In the following, p, q, r, s indices refer to general molecular orbitals (MOs),

i, j, k, l to occupied, a, b, c, d to unoccupied molecular orbitals, α, β, γ, δ to atomic orbitals

(AOs), and A, B to atoms. The Casida’s TD-DFT equations5 are usually used to compute

excited states A B

B A

− ω
1 0

0 −1

X

Y

 = 0 (1)

or linear response properties in presence of a perturbationA B

B A

− ω
1 0

0 −1

Xζ(ω)

Yζ(ω)

 = −

µζ
µζ

 , (2)

where X and Y are excitation and de-excitation vectors, respectively, Xζ(ω) and Yζ(ω)

frequency-dependent linear-response vectors, and a perturbation µζ,ai = 〈φa|µ̂ζ |φi〉. Consid-

ering a hybrid exchange-correlation functional, A and B supermatrix elements are defined

for a given amount ax of Fock exchange as

Aia,jb = δijδab(εa − εi) + 2(ia|jb)− ax(ij|ab) + (1− ax)(ia|fXC |jb) (3)

and

Bia,jb = 2(ia|bj)− ax(ib|aj) + (1− ax)(ia|fXC |bj), (4)
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where (ia|jb), (ia|bj), and (ib|aj) are exchange-type and (ij|ab) Coulomb-type two-electron

integrals, (ia|fXC |jb) and (ia|fXC |bj) are the response of the exchange-correlation functional.

To compute excited states using the Tamm-Dancoff approximation, the B supermatrix is

neglected giving rise to a simple Hermitian eigenvalue problem

AX = ωX. (5)

The sTD-DFT/sTDA framework applied three approximations to these equations. First,

terms involving the response of the exchange-correlation functional (ia|fXC |jb) and (ia|fXC |bj)

are neglected in the expressions of A and B supermatrices. Second, the expansion space of

configuration state functions (CSFs) is truncated considering a single cut-off energy Ethresh.

In this procedure, the active MO space is determined for MO energies in between

εmin = εLUMO − 2(1 + 0.8ax)Ethresh (6)

and

εmax = εHOMO + 2(1 + 0.8ax)Ethresh. (7)

Then, the primary CSFs (P-CSFs) space is selected for i → a excitations when Aia,ia ≤

Ethresh. Remaining j → b excitations for which Ajb,jb > Ethresh are only selected as secondary

CSF (S-CSF) if

E
(2)
jb =

P−CSFs∑
ia

|Aia,jb|2

Ajb,jb − Aia,ia
> 10−4Eh. (8)

The full space of CSFs accounted for in the sTD-DFT/sTDA procedures for a given Ethresh

is the sum of P-CSFs and S-CSFs. The last approximation regards two-electron integrals

that are approximated by a monopole approximation to better balance cost and accuracy.

MO two-electron integrals should be normally evaluated by the four-index transformation

of AO two-electron integrals

(ia|jb) =
∑
αβγδ

C∗iαCaβC
∗
jγCbδ (αβ|γδ) . (9)

This costly transformation is a computational bottleneck in conventional “ab initio” quan-

tum chemistry. Considering an orthogonalized Löwdin basis λα =
∑

β χβS
−1/2
βα , MO two-
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electron integrals are equivalently computed as

(ia|jb) =
∑
αβγδ

C low∗
iα C low

aβ C
low∗
jγ C low

bδ (λαλβ|λγλδ) . (10)

Considering the ZDO approximation33, MO two-electron integrals are approximated as

(ia|jb) ≈
∑
αβ

C low∗
iα C low

aα C
low∗
jβ C low

bβ (λαλα|λβλβ) . (11)

Assuming that Löwdin-orthogonalized orbitals (LOs) are atom-centered and thus that

Löwdin-orthogonalized coefficients do belong to a particular atom, transition charges can

be collected for atom A as

Qia
A =

∑
α∈A

C low∗
αi C low

αa . (12)

The simplified expression for MO two-electron integrals reads

(ia|jb) ≈
∑
AB

Qia
AQ

jb
B (AA|BB) , (13)

where

(AA|BB) =
∑

α∈A,β∈B

(λαλα|λβλβ) . (14)

This expression implies that Löwdin-orthogonalized two-electron integrals can also be col-

lected for atoms A and B. Equation 13 can be seen as a simple Coulomb law where (AA|BB)

is approximated by the MNOK30–32 damped Coulomb operator that does not depend on LOs

λα anymore.

For exchange integrals, it takes the form

(AA|BB)K =

(
1

(RAB)yK +
(
ηA+ηB

2

)−yK
) 1

yK

, (15)

while for Coulomb integrals, it reads

ax (AA|BB)J =

(
1

(RAB)yJ +
(
ax

ηA+ηB
2

)−yJ
) 1

yJ

, (16)
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where yK and yJ are globally-fitted parameters for the whole range of ax, RAB is the in-

teratomic distance, and ηA is the chemical hardness of atom A. This also means that the

onsite integral (AA|AA) is simply the chemical hardness ηA of A multiplied or not by ax

considering the type of integrals. The MNOK approximation eliminates the dependence on

LOs of equation 14. These expressions are quite beneficial in terms of computational costs

by first pre-computing

(ia|BB) =
∑
A

Qia
A (AA|BB) (17)

and then taking the dot product that scale with the number of atoms when constructing A

and B supermatrices

(ia|jb) ≈
∑
B

(ia|BB)Qjb
B . (18)

This constitutes the basis of sTD-DFT/sTDA schemes.

Now, we introduce the XsTD-DFT/XsTDA methods. It is common in semi-empirical

molecular orbital models47 to replace Löwdin-orthogonalized two-electron integrals by AO

ones according to

(ia|jb) ≈
∑
αβ

C low∗
iα C low

aα C
low∗
jβ C low

bβ (αα|ββ) . (19)

Thus, AO transition charges can be collected for each basis functions as

Qia
α =

∑
α

C low∗
αi C low

αa . (20)

Expression 19 becomes

(ia|jb) ≈
∑
αβ

Qia
αQ

jb
β (αα|ββ) . (21)

In the same way as in sTD-DFT/sTDA schemes, its evaluation becomes computationally

efficient by pre-computing

(ia|ββ) =
∑
α

Qia
α (αα|ββ) (22)

and then taking the dot product that scales with the number of AOs

(ia|jb) ≈
∑
β

(ia|ββ)Qjb
β . (23)
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FIG. 4. B3LYP, sB3LYP, XsB3LYP computation wall times as a function of the number of basis

functions for the set of 77 molecules. TDA calculations computed 20 excited states while sTDA

and XsTDA ones considered Ethresh. = 10 eV.

In XsTD-DFT/XsTDA, we still consider the original three simplifications of the sTD-DFT

method but two-electron integrals to generate A and B supermatrices are now computed

using one- and two-center AO two-electron integrals with equation 23. Thus, we removed

the ‘semiempirical’ nature of sTD-DFT/sTDA methods.

Note that in our implementation the CSFs space is still determined with the MNOK

integrals for efficiency without any noticeable changes in the results. Compared to the sTD-

DFT scheme, the XsTD-DFT is computationally more involved because computation times

to construct A and B supermatrices scale with the number of AOs rather than the number

of atoms. Figure 4 presents computation wall times as a function of the number of basis

functions to compute the 20 first excited states for the benchmark set of 77 molecules (Fig.

1 and 2) at the B3LYP/6-31+G(d) level of theory on 8 CPUs (Intel Xeon CPU E5-2660 v4,

3.2 GHz). Wall times are also reported for sB3LYP and XsB3LYP calculations considering

Ethresh. = 10 eV performed on a 8 core desktop computer (Intel core i7-6700, 3.4 GHz).

Usually when considering Ethresh. = 10 eV, more than 1000 excited states are computed for

these systems. Note that the number of excited states computed depends on the system

and Ethresh.. Thus, it is not possible to give formal scaling factors for simplified methods.

For molecule 50, 1204 and 1121 states were computed at both sB3LYP and XsB3LYP levels

of theory in 14 s and 3.85 min, respectively. The full TD-DFT calculation took 26.50 min.

Using a smaller Ethresh. value of 7 eV (stda program38 default), the XsTDA calculation
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computed “only” 223 excited states in 23 s. This is more than 60 time faster with respect

to the full scheme. For compound 35, the TDA calculation took 25.5 min while sTDA and

XsTDA ones (Ethresh. = 10 eV) only 4 and 11 s, respectively. This is 382 and 139 time

faster. For this benchmark set, considering Ethresh. = 10 eV, the average speed-up is around

100 for sTDA and 20 for XsTDA. These factors can be increased by using a smaller Ethresh.

value.

III. COMPUTATIONAL DETAILS

The XsTD-DFT/XsTDA methods were implemented in a development version of the

freely-available stda program38 that is now interfaced with the Libcint library48 to al-

low the computation of AO two-electron integrals. This implementation benefits from the

whole range of linear and nonlinear optical properties already implemented at the sTD-

DFT/sTDA levels of theory in the stda program38 including UV/vis absorption10,11, CD10,11,

polarizability15, optical rotation16, excited state absorption17, first hyperpolarizability15, and

two-photon absorption18.

To test the performance of the XsTDA method to compute excited state energies and

oscillator strengths, a set of 77 molecules (Fig. 1 and 2) was constituted from previous

works11–13,34. Optimized structures of 1-17 were taken from Bannwarth and Grimme11, 18-

20 and 58-77 from Risthaus et al.12, 21-46 from Grimme and Bannwarth13, and 47-57

from Goerigk and Grimme34. Note that this set of molecules includes the DYE12 test set

that was used to assess the treatment of low-lying valence excitations of large organic dyes.34

Geometries 10 and 47-57 belong to that test set. Back-corrected “experimental” vertical

excitation energies are also taken from reference 34. Molecules 69-77 are parts of the mixed

CT test set12 for which reference excitation energies for transitions to CT states are available

at the SCS-CC2/def2-TZVP(-f) level of theory. Additional RI-CC2/aug-cc-pVDZ excitation

energies were computed for 72 for different distances between benzene and TCNE molecular

plans.

To assess the performance of the XsTDA method to compute UV/Vis absorption spectra,

we first compare it to the experimental spectrum of the largest molecule of the benchmark set

of 77 molecules, i.e., molecule 50 (perylene-3,4,9,10-tetracarboxylic bisimide) that was taken

from Langhals49. Second, the structure of ferrocene was optimized at the ωB97X-D3/def2-
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TZVP level of theory. Its experimental absorption spectrum was taken from reference 10 for

comparison. Third, we selected three drugs: carbamazepine, lamotrigine, and diazepam for

which their structures were optimized at the ωB97X-D3/6-311G(d) level of theory. Experi-

mental UV/vis absorption spectra were taken from references 35, 36, and 37, respectivelly.

Reference TD-DFT/TDA excited state calculations were performed with Q-CHEM50 us-

ing B3LYP, PBE0, BHandHLYP, and M06-2X functionals and the 6-31+G(d) basis set for

the set of 77 molecules. BHandHLYP/6-31+G(d) TD-DFT/TDA calculations were also

performed with Q-CHEM50 for carbamazepine, lamotrigine, and diazepam while sTDA and

XsTDA computations employed the same functional/basis set combination. For the set of 77

molecules, an energy threshold of 10 eV was employed to truncate the CSFs space while the

default value of 7 eV was used for other compounds. For ferrocene, the 20 first excited states

were computed at the PBE0/def2-TZVP/TD-DFT/TDA level of theory and compared to

sTDA and XsTDA results using Ethresh. = 7 eV. Note that to simulate intensity borrowing

by vibronic coupling, forbidden transition oscillator strengths were set to 5× 10−4 as it was

originally proposed by one of us10.

To assess the performance of the XsTD-DFT method to reproduce frequency-dependent

hyper-Rayleigh scattering first hyperpolarizability (βHRS) values, the structures of six

push-pull π-conjugated molecules that were originally used to benchmarked the sTD-DFT

method15 were taken from de Wergifosse and Champagne40. TD-DFT and sTD-DFT

BHandHLYP/6-31+G(d) βHRS frequency dispersions were taken from de Wergifosse et

al.15. XsTD-DFT βHRS values were computed at the same level.

For 2PA, we first used the same set of FP chromophores that we employed to benchmark

the sTD-DFT method.18 These structures were taken from from reference 39 as well as

reference excitation energies and 2PA cross-sections (σ2PA) at the RI-CC2/d-aug(-d)-cc-

pVDZ level for HBI, HBDI, and PYP and with the aug-cc-pVDZ basis set for CFP as

well as EOM-CCSD/d-aug(-d)-cc-pVDZ level51, when available. Second, we took eGFP

chromophore and its first shell of surrounding residues from de Wergifosse et al.52. This

structure was successfully-used to evaluate the 2PA of eGFP at the sTD-DFT-xTB level

of theory.18 The experimental 2PA spectrum was recorded by Drobizhev et al.53 Regarding

FP chromophores, TD-DFT 2PA cross-sections and excited state energies were computed

using Dalton2018.054,55 with the 6-31+G(d) basis set and B3LYP. sTD-DFT and XsTD-

DFT calculations were performed with the same XC functionals and basis set. For eGFP,
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FIG. 5. For the two lowest-lying singlet excited states of the set of 77 molecules, correlation

graphs for sTDA and XsTDA excitation energies with respect to TDA ones as well as for oscillator

strengths using B3LYP, PBE0, BHandHLYP, and M06-2X exchange-correlation functionals and

the 6-31+G(d) basis set. Linear regression data are also provided.

the B3LYP/6-31G(d) calculations were performed at both sTD-DFT and XsTD-DFT levels

of theory.

Input molecular orbitals and their energies for the sTD-DFT and XsTD-DFT calculations

used by the stda program38 were computed with Q-Chem 5.150. All geometry optimizations

were also performed with Q-Chem50. RI-CC2 excitation energies were computed with Turbo-

mole 7.656. βHRS values are given in atomic units considering the Taylor series convention57

while 2PA strengths
〈
δ2PA

〉
are in a.u. and σ2PA in GM (Göppert-Mayer) units.

IV. RESULTS AND DISCUSSIONS

A. Excitation energies, oscillator strengths, and UV-vis spectra

Figure 5 presents excitation energy and oscillator strength correlation plots for the two

lowest-lying singlet excited states of the set of 77 molecules for sTDA and XsTDA with
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E (eV) sB3LYP XsB3LYP sPBE0 XsPBE0 sBHandHLYP XsBHandHLYP sM06-2X XsM06-2X

MAD 0.16 0.14 0.24 0.16 0.61 0.24 0.74 0.35
max AD - min AD 0.70 0.70 0.92 0.74 2.18 1.42 2.45 1.60
MD -0.15 -0.08 -0.24 -0.10 -0.60 -0.18 -0.74 -0.35
f ∈ [0.0; 0.1[ sB3LYP XsB3LYP sPBE0 XsPBE0 sBHandHLYP XsBHandHLYP sM06-2X XsM06-2X

MAD 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
max AD - min AD 0.06 0.11 -0.05 -0.08 0.42 0.33 0.22 0.07
MD +0.00 +0.00 +0.00 +0.00 +0.01 +0.00 +0.00 0.00
f ∈ [0.1; 1.0[ sB3LYP XsB3LYP sPBE0 XsPBE0 sBHandHLYP XsBHandHLYP sM06-2X XsM06-2X

MAD 0.04 0.05 0.03 0.04 0.05 0.05 0.10 0.06
max AD - min AD 0.15 0.19 0.15 0.19 0.11 0.19 0.34 0.14
MD -0.01 +0.02 -0.01 +0.03 +0.07 +0.03 -0.09 -0.00
f ∈ [1.0; 3.0] sB3LYP XsB3LYP sPBE0 XsPBE0 sBHandHLYP XsBHandHLYP sM06-2X XsM06-2X

MAD 0.09 0.06 0.12 0.05 0.22 0.08 0.27 0.04
max AD - min AD 0.29 0.20 0.33 0.22 0.37 0.26 0.46 0.20
MD -0.07 -0.00 -0.11 +0.02 -0.22 +0.07 -0.27 +0.02

TABLE I. For B3LYP, PBE0, BHandHLYP, and M06-2X exchange-correlation functionals, mean

absolute deviations (MAD), difference between maximum and minimum absolute deviations (AD),

and mean deviations (MD) among the set of 77 molecules for sTDA and XsTDA excitation en-

ergies and oscillator strengths with respect to TDA ones. The sign of MD indicates a systematic

overestimation or underestimation.

respect to TDA using B3LYP, PBE0, BHandHLYP, and M06-2X XC functionals. For each

functionals, table I provides statistical analysis of the excitation energies and oscillator

strengths considering regular TDA results as the reference. For oscillator strengths, statis-

tical analysis are given by orders of magnitude (f ∈ [0.0;0.1[, [0.1;1.0[, and [1.0;3.0]). Note

that the first range of magnitude includes the order from 0.01 to 0.1 but also lower oscil-

lator strengths for convenience. The statistical analysis includes mean absolute deviations

(MAD), differences between maximum and minimum absolute deviations (AD) represent-

ing the error spread, and mean deviations (MD) for which the sign can indicate systematic

overestimation or underestimation.

For B3LYP, both sTDA and XsTDA excitation energies deviate only slightly with respect

to TDA ones with MAD values of 0.16 and 0.14 eV for sTDA and XsTDA, respectively. This

shows that the sTDA method is particularly well parameterized for small amounts of Fock

exchange. The error spreads have the same order of magnitude for both methods. Oscillator

strength MADs are small for their respective ranges of magnitude with both methods. The

XsB3LYP scheme slightly outperforms sB3LYP for oscillator strengths larger or equal to 1.0

with respect to B3LYP results. This is confirmed by the correlation graph (Figure 5).

16

https://doi.org/10.26434/chemrxiv-2024-4hhmd ORCID: https://orcid.org/0000-0002-9564-7303 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-4hhmd
https://orcid.org/0000-0002-9564-7303
https://creativecommons.org/licenses/by-nc-nd/4.0/


Considering PBE0 with a 25% Fock exchange contribution, the MAD is increased to

0.24 eV for sTDA while it remains almost constant for XsTDA with 0.16 eV. Increasing

the amount of Fock exchange in the functional globally increases the MAD for the sTDA

scheme as confirmed by sBHandHLYP and sM06-2X results. Excitation energy deviations

remain smaller with the XsTDA scheme than for the sTDA one. The sM06-2X MAD of

0.74 eV is more than two times larger than the XsM06-2X MAD of 0.35 eV. Similar trends

are observed for oscillator strengths especially in the [1.0;3.0] range for which the XsTDA

method clearly outperforms the sTDA approach (Figure 5). Perylene (9) was one of the

sTDA “outliers” pointed out by Grimme10 with an absolute energy deviation larger than

0.50 eV at the sPBE0/TZVP level with respect to experiment. For the first low lying excited

state of perylene, the TDA/PBE0/6-31+G(d) excitation energy is 0.37 eV smaller than the

experimental value of 3.44 eV while the XsPBE0 value is -0.27 eV away. This is a large

improvement with respect to the sTDA absolute deviation of 0.60 eV.

Figure 6 presents sTDA and XsTDA excitation energy absolute deviations with respect

to regular TDA as a function of the number of electrons in the molecule. Considering all

four functionals, ADs are diminishing when increasing number of electrons for both sTDA

and XsTDA with respect to TDA. ADs are globally lower for large systems when using the

XsTDA method rather than the sTDA one. This supports the suitability of the XsTDA

scheme to compute excitation energies for low lying excited states of large systems.

The DYE12 test set comprises 12 large organic dyes (10 and 47-57) for which back-

corrected “experimental” vertical excitation energies in gas phase were obtained by Goerigk

and Grimme34. For the DYE12 benchmark set, table S1 and S2 compare computed sTDA

and XsTDA excitation energies to TDA as well as to the back-corrected experiment. The

XsTDA method reproduced very well TDA excitation energies with MADs of about 0.10 eV.

With respect to the back-corrected experiment, the best result is provided by the XsB3LYP

scheme with a MAD of 0.23 eV while TDA results are close with a MAD of 0.24 eV. Note that

the best sTDA comparison with respect to experiment is obtained with the BHandHLYP

functional with a MAD of 0.23 eV. Clearly, the sTDA parametrization and error cancellations

plays a large role in this result because the TDA MAD is 0.37 eV with respect to experiment.

Compound 50 is the largest molecule from this benchmark set with 246 electrons and

834 basis functions (6-31+G(d)). Figure 7 presents the experimental absorption spectrum

of molecule 50 recorded by Langhals49 that was back-corrected with the same shift as its
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FIG. 6. Excitation energy absolute deviations of both sTDA and XsTDA methods with respect to

TDA calculations as a function of the number of electrons for B3LYP, PBE0, BHandHLYP, and

M06-2X functionals for the set of 77 molecules.

excitation energy from the DYE12, i.e., +0.35 eV (including +0.24 eV for the adiabatic

energy and +0.11 eV to remove solvent effects). The normalized back-corrected experimental

spectrum is compared to B3LYP/6-31+G(d) TDA, sTDA, and XsTDA ones. Note, that

our calculations cannot account for the experimentally observed vibronic structure. The

XsB3LYP spectrum provides an excellent comparison with experiment while B3LYP and

sB3LYP ones are red-shifted by 0.12 and 0.34 eV, respectively.

As originally pointed out by one of us10, while π → π∗ transitions are relatively well-

treated by the sTDA scheme, larger discrepancies were observed regarding n → π∗ and

d → d transitions due to the applied monopole approximation. To illustrate this behavior

and how the XsTDA scheme deals with these types of excitations, we first selected uracil (4)

that presents a dipole-forbidden n→ π∗ excitation and a π → π∗ transition as the two first
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FIG. 7. Normalized back-corrected experimental UV-vis. spectrum (+0.35 eV) of 50 as well

B3LYP/6-31+G(d) TDA, sTDA, and XsTDA ones.

Uracil
TDA sTDA XsTDA

∆E (eV) f transition ∆E (eV) f transition ∆E (eV) f transition
1 5.38 0.00 n→ π∗ 4.52 0.00 π → Ry 5.03 0.00 n→ π∗

2 5.91 0.29 π → π∗ 5.19 0.00 n→ π∗ 5.36 0.01 π → Ry
3 5.40 0.00 π → Ry 5.86 0.32 π → π∗

4 5.51 0.24 π → π∗

TABLE II. Excitation energies (eV), oscillator strengths, and types of transition for the two lowest-

lying singlet excited states of uracil obtained with BHandHLYP/6-31+G(d) TDA, sTDA, and

XsTDA schemes.

low-lying singlet excited states. Table II presents the excited state energies and oscillator

strengths as obtained by BHandHLYP/6-31+G(d) TDA, sTDA, and XsTDA schemes. First,

both sTDA and XsTDA schemes yield π → Ry unwanted low-lying ”ghost” states that

are not present in the TDA calculation. Second, the π → π∗ transition is better treated

by the XsTDA method with only -0.05 eV of deviation with respect to the full scheme

while the sTDA errors is -0.40 eV. For, the n → π∗ transition, relatively large deviations

are observed with both sTDA and XsTDA schemes (-0.19 and -0.35 eV). As stressed out

by one of us10, n → π∗ transition are badly described by sTD-DFT/sTDA because of

wrong localized exchange-type contributions due to the monopole approximation. This

is inherent to any ZDO-based methods such as the XsTD-DFT/XsTDA formalism since

one-center exchange integrals [(αβ|αβ), α and β ∈ A] are simply excluded.58 Thus, the
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FIG. 8. Experimental absorption spectrum of ferrocene in comparison with PBE0/def2-TZVP

TDA, sTDA, and XsTDA spectra. Note that oscillator strengths for forbidden transitions are set

to 5× 10−4 to simulate vibronic couplings.

XsTD-DFT/XsTDA formalism presents the same problem as the sTD-DFT/sTDA scheme

to describe local n → π∗ transitions. A possible correction could be to use the INDO

(intermediate neglect of differential overlap) approximation59 instead of the ZDO one.

As a second illustrative case, we selected the ferrocene molecule that was already used in

the original sTDA publication10 to illustrate the relative poor treatment of d→ d transitions

by the sTDA method. Figure 8 shows the experimental absorption spectrum of ferrocene in

comparison with PBE0/def2-TZVP TDA, sTDA, and XsTDA spectra. The experimental

spectrum presents three main absorption bands where the two lowest ones are related to

dipole-forbidden metal-centered d → d transitions. These two bands are poorly described

by the sTDA method which are significantly improved with the XsTDA scheme. The rest

of the XsTDA spectrum is globally blue-shifted with respect to the experiment.

Treating correctly electronic transitions to Rydberg states is probably out of the scope

of XsTD-DFT/XsTDA schemes. Nevertheless, among the test set, we have the first one

photon-active transition n→ Ry(3s) of acetone (3) with an experimental excitation energy

of 6.35 eV and a reference theoretical oscillator strength of 0.037 (MRCI1). At the B3LYP/6-

31+G(d) level, the experimental excitation energy is largely overestimated with a value of

6.91 eV but the MRCI oscillator strength is well reproduced with a value of 0.035. Only
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0.99

FIG. 9. Natural transition orbitals obtained at the TDA/B3LYP/6-31+G(d) level of theory for the

first one photon active electronic transition of acetone. Only one pair contributes to the transition

with a weight of 0.99.
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FIG. 10. Excitation energies (left panel) computed at TDA, sTDA, and XsTDA levels using

B3LYP, PBE0, BHandHLYP, and M06-2X exchange-correlation functionals and 6-31+G(d) basis

set in comparison with reference SCS-CC2/def2-TZVP(-f) values for the mixed CT test set12.

Mean absolute deviations (right panel) for all these levels of theory with respect to SCS-CC2.

one pair of natural transition orbitals (NTOs) contributes to this transition, confirming

its n → Ry(3s) character (Fig. 9, note that the Ry(3s) extend of the electron NTO is

more prominent with a smaller isovalue). The treatment is surprisingly improved with the

XsB3LYP scheme giving an excitation energy of 6.33 eV and f =0.037. The shape of NTOs

at this level are similar to B3LYP ones. The sB3LYP level of theory is also providing a

better energy value with respect to the full scheme with 6.46 eV (f =0.035).

Hybrid XC functionals do not provide a good description for electron transitions to CT

states. Usually, increasing the amount of Fock exchange into the functionals improves the

treatment but still large deviations are observed.10,60 Employing range-separated hybrid

functionals is the usual solution for a better treatment of CT states but is not yet imple-

mented with XsTD-DFT/XsTDA schemes. To assess the performance of the XsTDA scheme
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0.99

FIG. 11. Natural transition orbitals obtained at the TDA/BHandHLYP/6-31+G(d) level of theory

for the first low-lying state of system 72. Only one pair contributes to the transition with a weight

of 0.99.

to treat CT states, the mixed CT test set from Risthaus et al.12 was selected to provide

an overview of its abilities using hybrid XC functionals. Figure 10 presents the comparison

between TDA, sTDA, and XsTDA excitation energies to CT states using B3LYP, PBE0,

BHandHLYP, and M06-2X exchange-correlation functionals and 6-31+G(d) basis set and

reference SCS-CC2/def2-TZVP(-f) values. MADs for these excitation energies with respect

to SCS-CC2 are also reported. As expected, XC functional with large amount of HF ex-

change compare the best with the reference. MADs for BHandHLYP and M06-2X are 0.56

and 0.48 eV respectively. XsTDA almost perfectly reproduces TDA results while sTDA

on the contrary presents larger MADs with respect to the reference (MAD(sBHandHLYP)

= 1.00 eV and MAD(sM06-2X) = 0.98 eV). Regarding intermolecular CT states from sys-

tems 72-77, all reference excitation energies are systematically underestimated by TDA, a

behavior almost perfectly reproduced by the XsTDA scheme.

72 is composed of one benzene and one TCNE units for which their molecular plans

are parallel to each other. Figure 12 presents the first low-lying excited state energy of

this system (see Fig. 11 for NTOs) as a function the distance (R) between both molecular

plans evaluated at the TDA, sTDA, and XsTDA (BHandHLYP/6-31+G(d)) levels of theory

with respect to the reference RI-CC2/aug-cc-pVDZ. A reference curve is also provided and

computed as ECT = IP ′ −EA′ − 1/R where IP ′ is the KS-DFT HOMO energy of benzene

and EA′, the KS-DFT LUMO energy of TCNE. All TDA, sTDA, and XsTDA results tends

asymptotically to an excitation energy value around 1.28 eV lower than the RI-CC2 one.

This was expected for hybrid XC functionals because of the integer discontinuity problem

and the self-interaction error.10,61–63 At large distance, this CT state is composed of benzene+

and TCNE−, two charges with a 1/R interaction energy. In TD-DFT, this interaction is

translated by the −(ii|aa) term in equation 1 but scaled by ax. Because of this, it does not

give the expected 1/R decay. By design the sTDA scheme was corrected for this behavior by
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FIG. 12. Comparison of CT excitation energies computed at TDA, sTDA, and XsTDA

(BHandHLYP/6-31+G(d)) levels of theory with respect to RI-CC2/aug-cc-pVDZ reference for

molecule 72 as a function of the distance (R) between both parallel molecular plan of benzene and

TCNE. A reference analytical single-particle curve is also provided.

asymptotically approaching the 1/R contribution directly into the semi-empirical integral

(see eq.16).10 This is illustrated in Figure 12 showing that the sTDA scheme reproduces well

the ECT = IP ′ − EA′ − 1/R curve while the XsTDA scheme matches almost perfectly the

TDA results. These results on CT excited states illustrate the robustness of the XsTDA

scheme to reproduce TDA excitation energies for this kind of states.

Figure 13 presents experimental absorption spectra35–37 of three anti-epileptic drugs car-

bamazepine, lamotrigine, and diazepam recorded in methanol for the carbamazepine and in

water for lamotrigine and diazepam. They are compared to BHandHLYP/6-31+G(d) TDA,

sTDA, and XsTDA spectra. As it was observed for the benchmark set, sBHandHLYP/TDA

excitation energies are red-shifted with respect to BHandHLYP/TDA ones. This behavior

is corrected when employing the XsTDA scheme instead. In that case, TDA spectra are
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FIG. 13. UV-vis experimental absorption spectra35–37 of carbamazepine in methanol, lamotrigine

and diazepam in water as well as BHandHLYP/6-31+G(d) TDA, sTDA, and XsTDA spectra in

vacuum.

well reproduced. TDA and XsTDA spectra are systematically blue-shifted with respect to

experiment because of missing solvent, relaxation and vibrational effects. Note that in the

case of the lamotrigine, the large absorption band below 200 nm well-reproduced by the

sTDA scheme could also be similarly intense considering more excited states at both TDA

and XsTDA levels.

B. Second-harmonic generation of push-pull π-conjugated systems

One recurring problem with the sTD-DFT scheme to evaluate the βHRS is the compu-

tation of red-shifted resonance enhancements with respect to the full scheme for push-pull

π-conjugated molecules. To circumvent this, we advocated to refit the MNOK two-electron

integral parameters to better reproduce reference calculations15,29,64.

Figure 14 displays βHRS frequency dispersions obtained at BHandHLYP/6-31+G(d) TD-

DFT, sTD-DFT, and XsTD-DFT levels of theory for six push-pull π-conjugated molecules.

The XsTD-DFT method reproduces almost perfectly TD-DFT βHRS frequency dispersions

and in particular the energy position of the resonance enhancement, outperforming the

sTD-DFT scheme. This is easily explainable as these resonance enhancements are due to

CT states for which the XsTD-DFT scheme is particularly good at reproducing TD-DFT

excitation energies. The computational cost to evaluate the first hyperpolarizability at the

XsTD-DFT level is extremely low with respect to the full scheme. Computing one single

βHRS value for m-3 with GAMESS65,66 took 30.9 min15 on a 8 cores desktop computer (Intel
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FIG. 14. βHRS frequency dispersions obtained at BHandHLYP/6-31+G(d) TD-DFT, sTD-DFT,

and XsTD-DFT levels of theory for the six push-pull π-conjugated molecules. For sTD-DFT and

XsTD-DFT calculations, Ethresh. = 15 eV was used.
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FIG. 15. 2PA spectra for HBI, HBDI, CFP, and PYP computed at B3LYP/6-31+G(d) TD-DFT,

sTD-DFT, and XsTD-DFT in comparison to reference RI-CC2/d-aug(-d)-cc-pVDZ or aug-cc-

pVDZ excitation energies and 2PA cross-sections for the lowest energy excited state from Beerepoot

et al.39 as well as EOM-CCSD/d-aug(-d)-cc-pVDZ reference calculations from 51, when available.

core i7-6700, 3.40 GHz) while the XsTD-DFT calculation finished in only 5.2 min for 13

βHRS values. The sTD-DFT calculation took 1.9 min.
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C. Two-photon absorption

Recently, we showed that calculating absolute 2PA cross-sections (depending on (2ω)2

and the half width at half maximum for a given line-shape) is inherently difficult for TD-

DFT and de facto for simplified methods based on TD-DFT.18 The error for the excitation

energy directly impacts the 2PA cross-section. Regarding 2PA strengths (independent of

(2ωge)
2), Zaleśny and coworkers67 demonstrated that global hybrid functionals are not the

best choice to compute 2PA strengths. They can reproduce absolute 2PA strengths but

have large Pearson correlation coefficients with respect to RI-CC2 results for a set of push-

pull π-conjugated systems. Range-separated hybrid functionals underestimate RI-CC2 2PA

strengths but better correlate with them. Such functionals will be implemented soon at the

XsTD-DFT level. Note that currently, the XsTD-DFT method is extensively benchmarked

for 2PA on the benchmark set from Zaleśny and coworkers67 as well as on compounds from

the QUEST database68–70 at UCLouvain.

Figure 15 compare B3LYP TD-DFT, sTD-DFT, and XsTD-DFT 2PA spectra to RI-CC2

and EOM-CCSD excitation energy and σ2PA for the lowest energy excited state of the four

FP chromophores: HBI, HBDI, CFP, and PYP. Ethresh = 9 eV was employed for the sim-

plified calculations. A logarithmic scale was used to highlight small 2PA cross-sections. For

HBI, the 2PA calculation used 480 basis functions using the 6-31+G(d) basis set. Figure

S1 shows that 2PA spectra are almost identical using larger basis sets (aug-cc-pVDZ, 606

basis functions and d-aug-cc-pVDZ, 778 basis functions). Thus, the 6-31+G(d) basis set

was selected. TD-DFT 2PA spectral shapes are globally well-reproduced by both simplified

methods. sTD-DFT 2PA spectra are slightly red-shifted with respect to TD-DFT ones while

XsTD-DFT excitation energies are blue-shifted. Considering the first bright 2P-induced ex-

citation energy for the four systems with respect to RI-CC2 results, MAD of 0.215, 0.263,

and 0.086 eV are obtained for TD-DFT, sTD-DFT, and XsTD-DFT, respectively. Compar-

ing orders of magnitudes of 2PA strengths with respect to RI-CC2 ones, MADs for log σ2PA

are 0.34 (B3LYP), 0.18 (sB3LYP), and 0.24 (XsB3LYP). This shows that the XsB3LYP

excitation energies are in very good agreement with RI-CC2 ones but 2PA strengths are

slightly better reproduced by the sB3LYP scheme. Note that for the first bright 2PA exci-

tation of HBDI and PYP, all results are red-shifted with respect to EOM-CCSD excitation

energies.
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FIG. 16. Experimental 2PA spectrum from Drobizhev et al.53 in comparison with sB3LYP and

XsB3LYP ones computed with the 6-31G(d) basis set, Ethresh = 7 eV, and N = 2. An energy shift

of -0.60 eV was applied the the XsTD-DFT spectrum.

Figure 16 displays the experimental 2PA spectrum recorded by Drobizhev et al.53 as

well as 2PA B3LYP/6-31G(d) sTD-DFT and XsTD-DFT spectra obtained for an eGFP

model system (the deprotonated chromophore and its first shell of surrounding residues,

359 atoms). This model stystem was successfully used to reproduce the experimental 2PA

spectrum at the sTD-DFT-xTB level of theory.18 Note that the XsB3LYP 2PA spectrum

was globally red-shifted by 0.60 eV. Both sB3LYP and XsB3LYP spectra compare very well

with experiment.

V. CONCLUSIONS

This contribution introduced the XsTD-DFT, a computationally efficient method de-

signed to calculate linear and nonlinear optical properties of large systems. This method is

based on the sTD-DFT scheme for which semi-empirical integrals are replaced by exact one-

and two-center AO two-electron integrals. This new parameter-free method still uses the

ZDO approximation with Löwdin-orthogonalized LCAO coefficients to compute MO two-

electron integrals. This modification still keeps the XsTD-DFT method computationally

efficient with respect to TD-DFT by drastically cutting computational costs by a factor of
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20 or more depending on the single energy threshold used. The main difference appears in

the construction of A and B TD-DFT supermatrices where the XsTD-DFT method scales

with the number of AOs instead of the number of atoms. Compared to sTD-DFT, these

changes were implemented to robustly reproduce TD-DFT results. A TDA variant named

XsTDA was also implemented. Both schemes are for the moment limited to global hybrid

XC functionals.

To compute excited states, the XsTDA scheme was tested for a set of 77 molecules and

compared to TDA using B3LYP, PBE0, BHandHLYP, and M06-2X XC functionals. With

respect to the sTDA scheme, the XsTDA method is more robust at reproducing TDA results

especially when using XC functionals with large amount of Fock exchange. For example, a

MAD of 0.35 eV is obtained when computing excitation energies at the XsM06-2X level of

theory while we have a MAD of 0.74 eV with sM06-2X. For oscillator strengths, MADs are

also more contained with the XsTDA scheme, especially for large f values. Interestingly, we

observed that excitation energy absolute deviations decrease when increasing the size of the

system, a behavior most welcomed for a method designed to treat large systems. In 2013,

one of us10 showed that sTDA performs badly when computing n→ π∗ and metal-centered

d→ d transitions. The treatment of n→ π∗ transitions is not much improved by the XsTDA

scheme because of the inherent ZDO approximation that simply neglects one-center exchange

integrals. An INDO treatment might solve this problem. Regarding d→ d transitions, the

XsTDA method was able to predict the lowest energy metal-centered d→ d excitations for

ferrocene. Surprisingly, the first one photon-active transition n→ Ry(3s) of acetone (3) was

well reproduced by the XsTDA method. Regarding CT states, the XsTDA method robustly

reproduces TDA results outperforming the sTDA scheme especially for large amount of Fock

exchange. This result really motivates us to implement range-separated hybrid functionals

at the XsTD-DFT/XsTDA levels that might confirm the robustness of our new Xs family

of methods.

The XsTD-DFT scheme performs equivalently well to compute NLO properties. For a

set push-pull π-conjugated systems, we showed that the sTD-DFT method systematically

redshifts βHRS resonance enhancements in comparison with the full scheme.15,64 The XsTD-

DFT method fully corrects this behavior thanks to its consistent treatment of CT states with

respect to TD-DFT. Both simplified schemes replicate well TD-DFT 2PA spectra for a set

of FP chromophores. Note that the XsTD-DFT method provided the best comparison with
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respect to RI-CC2 excitation energies for their first bright 2PA excited states. Finally, the

experimental 2PA spectrum of eGFP was well reproduced by both sB3LYP and XsB3LYP

methods using an eGFP model system.

In view of all these results, we can conclude that the XsTD-DFT/XsTDA methods are

robust alternatives to TD-DFT/TDA to compute at a fraction of their computational costs

excited state and nonlinear optical response properties. With these new methods, all-atom

QC calculations of large systems can now be preformed with a similar accuracy as the

full scheme. Such methods can also be very useful for high throughput screening studies

considering large ensembles of molecules.

To complement the range of applications of Xs methods, extra implementations are cur-

rently ongoing at UCLouvain. The XsTDA/XsTD-DFT gradient is currently being imple-

mented. The support for range-separated hybrid XC functionals by XsTDA/XsTD-DFT

methods will be available soon. The extension of XsTD-DFT/XsTDA schemes to compute

core to valence excitation is an exciting prospect for which we have already gathered inter-

esting results. An extension of XsTD-DFT/XsTDA schemes to use tight-binding ground

states to treat very large systems will be investigated in a near future. A TD-DFT-ris ver-

sion of the XsTD-DFT scheme should be investigated shortly to reduce the computational

cost of the XsTD-DFT scheme.
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