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Abstract 13 

Quantitative optical gas imaging (QOGI) system can provide rapid quantification of leaks detected 14 
by optical gas imaging (OGI) cameras across the oil and gas supply chain. A comprehensive 15 
evaluation of the QOGI system’s quantification capability is needed for successful adoption of the 16 
technology. This study conducted single-blind experiments to examine the quantification 17 
performance of the FLIR QL320 QOGI system under near-field conditions at a pseudo-realistic, 18 
outdoor, controlled testing facility that mimics upstream and midstream natural gas operations. 19 
The study collected 357 individual measurements across 26 controlled releases with rates 20 
between 2 slpm to 88 slpm of compressed natural gas (CNG). The majority (75%) of measurements 21 
were within a quantification factor of 3 (quantification error of -67% to 200%) with individual 22 
errors between -90% and 831% (i.e. within a factor of 10). Quantification error decreased with 23 
increasing controlled release rates. Performance improved when viewing gas plumes against a 24 
clear sky as background and at calm wind speed conditions relative to other scenarios. 25 
Quantification error varied substantially when the same controlled releases were quantified from 26 
different camera positions. 27 
 28 

Synopsis 29 

Until recently, the OGI camera was limited to emissions detection. This study investigates the 30 
quantification accuracy of the FLIR QOGI tool; an add-on to the camera that quantifies detected 31 
emissions. 32 
 33 
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1. Introduction 36 

Methane emissions mitigation is a critical element of the global transition to a low carbon future.1–37 
3 As the major component of natural gas, methane’s global warming potential (GWP) is 84 – 87 38 
times that of carbon dioxide over a 20-year time scale.4 Curbing methane emission is an effective 39 
strategy to reduce near term climate warming, thus allowing a longer time frame to reduce carbon 40 
dioxide emissions.5 The oil and natural gas (O&G) sector is the largest industrial source of methane 41 
emissions in the United States, contributing approximately 29% of total methane emissions in 42 
2021.6 In November 2021, the Environmental Protection Agency (EPA) proposed updated rules for 43 
methane emissions reduction from the O&G industry.7 Additionally, starting in 2024, the Inflation 44 
Reduction Act (IRA) will impose a methane charge on emissions above certain threshold at O&G 45 
facilities.8 Thus, accurate quantification of methane emissions is important for effective policy 46 
implementation. 47 

To reduce methane emissions, many jurisdictions implement regular leak detection and repair 48 
(LDAR) programs at O&G facilities.9–12 These LDAR surveys do not require emissions quantification. 49 
One regulatory-approved methodology for emissions detection  during LDAR surveys is ground-50 
based optical gas imaging (OGI).13,14 Ground-based LDAR surveys with an OGI video camera 51 
requires scanning equipment on site. While recent advances in emissions detection technologies 52 
use drones and aircraft for faster surveys with comparable detection limits, they typically provide 53 
equipment level attribution and cannot pinpoint emitting components. In addition, they often 54 
require days to process emissions data and notify operators of detected emissions.15–17 In contrast, 55 
personnel with handheld OGI cameras can detect, localize, and repair emitting sources as soon as 56 
they are identified.18,19  57 

Historically, OGI did not quantify detected leaks – emissions quantification was performed as an 58 
additional measurement step using other tools.20 For example, in many recent studies that 59 
quantified emissions from component leaks, emission quantification was done using a hi-flow 60 
sampler (HFS) for sources detected by OGI.21–28 The HFS uses attachments to capture and direct 61 
emissions into the instrument to measure emission rates. Thus, successful measurement relies on 62 
safe access to the emitting sources. Sources that are unsafe, inaccessible, or too large for the 63 
attachments to cover cannot be quantified by HFS.  64 

The quantitative optical gas imaging (QOGI) is an add-on system to an OGI camera (a tablet) that 65 
analyzes plume pixels from videos of hydrocarbon emissions captured by the OGI camera and 66 
quantifies emissions using proprietary algorithms.32–34  The QOGI system (OGI camera + QOGI 67 
tablet) is an approved method by the British Columbia Oil & Gas Commission (BCOGC) for 68 
comprehensive LDAR surveys.35  Unlike the HFS method, the QOGI system does not require 69 
personnel to have physical contact with emission sources to complete measurements. Several 70 
manufacturers now offer QOGI systems including handheld and mounted solutions.36–38 The 71 
system tested in this study is the Teledyne FLIR™ QOGI system, which pairs a QL320™ 72 
quantification tablet with a handheld GF320™ OGI camera.   73 

The quantification tablets were originally produced by Providence Photonics and are now offered 74 
directly by Teledyne FLIR. Several studies have examined the accuracy of the QOGI system.32,39,40 75 
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In 2015, the Concawe air quality OGI ad-hoc group tested the quantification accuracy of the 76 
Providence Photonics QL100 QOGI tablet, a previous version of the FLIR QL320.40 Three gases 77 
(propane, methane, and propylene) were released either individually or mixed together over 61 78 
leak tests, 31 of which were quantified with emissions rates ranging from 10 g/hr to 998.7 g/hr 79 
and the associated quantification errors between -23% to 69%. Among the 4 quantified releases 80 
that contained methane (2 pure methane releases and 2 mix releases), the quantification error 81 
ranged from -12% to 0% with release rates between 49.7 g/hr and 169.7 g/hr. However, during 82 
the Concawe study, a cool towel was used as a backdrop which provided a more uniform 83 
background and enhanced the difference between the apparent temperature of the background 84 
and the gas plume temperature (ΔT). Five of the 31 measurements used the cool towel to enhance 85 
background of which quantification error ranged from -6% to -23%. Another assessment of the 86 
QL100 in 2015 by Abdel-Moati et al. showed an average quantification error of 24% with a 87 
standard deviation of 39% for methane-controlled release rates ranging from 54 g/hr to 109 g/hr. 88 
When tested on propane, the quantification error ranged from -17% to +43%. Finally, in 2019, the 89 
Alberta Methane Field Challenge (AMFC) project tested the Providence Photonics QL320 tablet 90 
(an older version of the FLIR QL320) by conducting approximately 50 controlled releases ranging 91 
from 565 g/hr to 36,000 g/hr. The study results showed an 18% underestimation bias with a linear 92 
regression coefficient of 0.82 [0.73, 0.92] over the tested emission rate range.39,41 Even though 93 
the quantification errors of individual estimates ranged from -90% to 330%, the quantification 94 
error when all measurements were aggregated was comparable to that of the HFS.29 In summary, 95 
known existing literature on the QOGI system performance is based on previous versions of the 96 
equipment (hardware and software) and small sample sizes, and did not systematically investigate 97 
the factors that may impact quantification accuracy or repeatability in field conditions. While the 98 
QOGI system requires the operator to input various parameters such as wind speed, ambient 99 
temperature, distance to emitting source, and quantification background for quantification, 100 
existing literature has not systematically examined their impact on quantification accuracy and 101 
precision.   102 

This study presents a systematic quantification performance assessment of the FLIR QL320 QOGI 103 
system under near-field conditions at the Methane Emissions Technology Evaluation Center 104 
(METEC), which can mimic release geometries, rates, and backgrounds encountered at typical 105 
O&G facilities. We evaluate the quantification accuracy of individual estimates, as well as the 106 
quantification precision when repeated measurements were conducted for different camera 107 
positions, emission source, and controlled release rate. We also investigate the impact of 108 
controlled release rates, distance to emitting source, measurement background, and wind speed 109 
on quantification accuracy. Finally, we use Monte-Carlo (MC) simulations to highlight the likely 110 
impact of quantification uncertainties associated with aggregated fugitive leak rates on regulatory 111 
methane mitigation policy implementation.  112 

2. Methodology 113 

2.1 Testing Facility 114 
The study was conducted at METEC located at Colorado State University, Fort Collins, USA. The 8-115 
acre outdoor facility simulates emissions typically associated with upstream and midstream 116 
operations. METEC consists of non-operational, surface O&G equipment like wellheads, 117 
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separators, flare stacks, and liquid tanks. About 200 emission sources are strategically located on 118 
the equipment such that a wide range of realistic fugitive and vent emissions scenarios can be 119 
actualized. Metered natural gas of known gas composition is transported through buried gas 120 
supply tubing from onsite compressed natural gas (CNG) cylinders to the emission points. 121 
 122 

2.2 Experimental Design and Protocol 123 
Measurements took place from June 20th to June 24th, 2022. The QOGI system tested consisted of 124 
a FLIR GF320 OGI camera and a FLIR QL320 QOGI tablet (henceforth “FLIR tablet”). The Providence 125 
Photonics QL320 QOGI tablet (henceforth “legacy tablet”), an older version of the FLIR tablet, was 126 
used as a backup whenever the FLIR tablet ran out of battery. Measurement data were collected 127 
by a field crew of 2 researchers who operated the equipment and collected the data. An additional 128 
researcher helped with data collection when available. 129 
 130 
One of the field crew had previously attended the in-person QOGI training sessions provided by 131 
Providence Photonics. The field crew followed the user manual provided by FLIR when deploying 132 
the tablets.42,43 The tablets quantify emissions by analyzing the image of the plume captured by 133 
the OGI camera and operationalizing the tablets for quantification can be done either through 134 
“tethered” or “Q-mode” configuration. Under the “tethered” configuration, the camera and the 135 
tablet are deployed together in the field and connected using a USB cable such that live feed video 136 
from the camera is transferred to the QOGI tablet for quantification while the emission is under 137 
observation. Under the “Q-mode” configuration, the OGI camera records emission videos together 138 
with required input parameters (e.g. windspeed) and quantification is performed later by 139 
analyzing the videos on the QOGI tablet. In this study, emissions were quantified under the 140 
“tethered” configuration where possible, as this reflected the preferred deployment in field 141 
conditions. When the tethered configuration was unable to quantify emissions – typically due to 142 
interference in the imaging background – analysis was performed later using the “Q-mode” 143 
configuration.  144 
 145 
This study evaluated only the quantification performance – i.e., it did not test the detection 146 
performance of OGI camera surveys, which is available in the peer-reviewed literature.19,44,45 The 147 
experiment was performed single-blind: the METEC facility operator had a list of components and 148 
controlled release rates to test which was unknown to the field crew performing the 149 
measurements. The testing process involved the following:  150 

1. The METEC facility operator selected an emission source, initiated a controlled release, 151 
waited until the release rate was steady, then informed the field crew of the emissions 152 
location. The release rate was not communicated to the field crew. The METEC facility 153 
operator assigned each experiment a unique numeric identifier (ID) and communicated 154 
that to the field crew for documentation. An experiment was defined as a controlled 155 
release at a given rate flowing through a specified emission point. The rate of any 156 
controlled release was held constant across all measurements conducted within a single 157 
experiment. This represented a simplification of observed field conditions, where temporal 158 
variability of emissions has been observed in multiple studies.  159 
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2. The field crew identified an unobstructed view of the leak location and gas plume, 160 
considering wind direction and the location of the emitting equipment. As per operational 161 
requirements acquired during training, the field crew reviewed the plume image from the 162 
tablet to decide on the suitability of a camera position for measurement based on the 163 
plume image and background, and the platform of the camera tripod.  164 

3. Once a favorable camera position was found, the field crew mounted the camera on a 165 
tripod and positioned it such that the emitting source was at the center of the 166 
measurement boundary shown on the tablet’s screen. Parameter data required for 167 
quantification were inputted into the tablet which included wind speed (calm (0-1mph), 168 
normal (2-10mph), or high (>10mph)), distance to emitting source, leak type (point or 169 
diffuse), and ambient temperature. Ambient windspeed and temperature were measured 170 
using a handheld digital anemometer while distance was measured with a measurement 171 
tape. The overlay functions were enabled on the tablet to colorize the plume to increase 172 
visibility. The field crew also ensured that only the streaming image of the gas plume 173 
interacted with the measurement boundary and used the masking feature to remove other 174 
areas of visual disturbance (e.g. vegetation on the ground) when necessary. The field crew 175 
selected the viewing angle and distance from the emission source considering the 176 
minimum and maximum distance requirement as specified in the manual for the 23mm 177 
(24^∘ FOV) camera lens – 5 and 54 feet from the emission source.42  178 

4. At each camera position, at least 3 consecutive individual measurements were taken on 179 
the tablet, starting when the tablet’s ‘capture’ button turned green to indicate stable 180 
measurement conditions. “Stable” was defined in the manual as when the 10 second 181 
quantification result was within 10% of the 1-minute quantification result. For each 182 
measurement, the field crew documented the background of the plume measured (sky, 183 
equipment, or ground). In some instances, 3 successful measurements could not be 184 
completed from a selected location due to rapidly changing meteorological conditions.  185 

5. For each experiment, the field crew attempted measurements from 3 different camera 186 
positions by repeating steps 2 - 4. Each camera position was assigned a unique ID as no 187 
two camera positions had the same measurement conditions. It took approximately 10 188 
minutes to find new camera positions. Measurement duration varied substantially as in 189 
some cases highly variable meteorological conditions elongated measurement duration. 190 
Each new camera position resulted in a new distance to the emitting source and/or a 191 
different background/perspective of the gas plume. In some instances, fewer than 3 192 
camera positions were identified for an experiment due to limitations in acceptable angle-193 
of-view, environmental conditions, and/or meteorological conditions.  194 
 195 

6. After completing all measurements for an experiment, the field crew notified the METEC 196 
facility operator to stop the controlled release to conclude the experiment. The next 197 
experiment was then conducted following the same steps with the next experiment 198 
performed either using same emission source operating at a different emission rate or an 199 
emission source in a different location.  200 

 201 
 202 
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2.3 Data Analysis  203 
Individual measurements were identified by the camera position and experiment IDs. Release 204 
rates and gas composition data were obtained from METEC release logs at the end of the study. 205 
The study team applied response factors for gas species in the controlled release to correctly 206 
adjust estimates generated by the QOGI tool (SI section S.1). Measurement data were paired with 207 
the controlled release data using experiment ID. Quantification error was assessed for each pair 208 
described above following Equation 1. The 95% confidence interval (CI) on the mean errors were 209 
obtained as the 2.5 and 97.5 percentiles of the bootstrapped mean errors. Boxplots were primarily 210 
used to investigate the impact of the factors (i.e. windspeed, plume background, etc.) by 211 
categorizing elements of each factor into groups (e.g. windspeed – calm, normal, and high 212 
windspeeds) as Figure 2 below shows. Since during the measurements, the study team had limited 213 
control of the number of sample data points per group, we set a minimum threshold of 30 data 214 
points (based on the central limit theorem) as likely sufficient for statistically significant analysis. 215 
Additionally, the Mann-Whitney U and Kolmogorov-Smirnov tests were used to investigate if the 216 
error distribution of the groups for each factor investigated were statistically different at a 217 
significance level (p) of 0.05.  218 

𝑄𝑢𝑎𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 =  
𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 − 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑑 𝑅𝑒𝑙𝑒𝑎𝑠𝑒 𝑅𝑎𝑡𝑒

𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑑 𝑅𝑒𝑙𝑒𝑎𝑠𝑒 𝑅𝑎𝑡𝑒
∗ 100% (1) 219 

 220 

2.4 Study Limitations  221 

• While METEC mimics real O&G upstream and midstream facilities, not all field conditions 222 
were replicated for this study. At METEC, no equipment is heated (which can improve or 223 
complicate ΔT) or pressurized (which can cool the plume due to Joule-Thompson cooling 224 
at the point of release), which is common for separators (liquid separation equipment) on 225 
production equipment. Also, the facility is not characterized by elevated background 226 
emissions concentration, equipment vibrations, and noise levels typical in real O&G 227 
facilities. All controlled releases were at a constant rate in this study; variable rates are 228 
often observed in field conditions, particularly for gas-powered pneumatic controllers. 229 
Additionally, all METEC controlled releases were at approximately atmospheric pressure at 230 
each emission point exit unlike in field conditions where gases are likely to escape at higher 231 
pressure hence improving ΔT due to the Joule-Thompson effect.  232 

• OGI cameras are sensitive to hydrocarbons other than methane that have infrared 233 
absorption bands within the spectral range of the camera, particularly ethane and propane. 234 
The CNG utilized in this study had a mean gas composition by volume of 84.8% of methane, 235 
8.5% of ethane, 0.7% of propane, and a trace amount of heavier hydrocarbons and other 236 
gases. In field conditions, gas composition varies.  Upstream (production) emissions 237 
contain higher levels of ethane and propane than tested here, increasing camera response, 238 
while midstream and downstream emissions may lower levels of ethane and propane than 239 
tested here, lowering camera response. 240 

• Field testing took place over a 5-day period during the summer of 2022 representing a 241 
limited range of tested weather conditions. Quantification performance during winter and 242 
other associated meteorological conditions were not evaluated.  243 
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• The QOGI system was evaluated on common components at O&G production facilities and 244 
may not represent performance in other O&G supply chain sectors.  245 

• Controlled release rates in this study were designed to explore the range of emission rates 246 
seen on O&G facilities that would be candidates for QOGI quantification.  However, these 247 
rates do not represent the distribution of emission rates at operating O&G facilities. To 248 
account for this difference, our analysis includes a Monte Carlo simulation that applies 249 
results from this study to observed component level measurements from a field study.  250 

• Finally, prior work on OGI surveys indicated a strong correlation between the experience 251 
of the OGI operator and the probability of detecting emissions.19 Similar dependence may 252 
exist in quantification and should be evaluated when broader usage of QOGI would make 253 
it possible to statistically sample a range of experience levels in a controlled experiment.  254 

3. Results and Discussion 255 

3.1 Quantification Accuracy of Individual Measurements 256 
In total, 357 measurements were conducted with the QOGI system across 73 camera positions 257 
and 26 experiments. Emissions from 4 additional experiments could not be quantified from any 258 
camera position due to poor imaging background (cloudy sky or weeds on the ground). Each 259 
experiment had a controlled release rate ranging from 2.2 to 88 standard liters per minute (slpm) 260 
(SI section S1.1 and S1.2), and 1 to 11 (mean of 4.9) successful measurements were conducted at 261 
each camera position. Each experiment included 1 to 6 camera positions (mean of 2.8) and 4 – 27 262 
(mean of 13.7) total successful individual estimates per experiment. Eight types of components 263 
were used as emitting sources in this study: connector, control box, flange, pressure transducer, 264 
pressure release valve (PRV), temperature regulator, thief hatch, and valve packing. Since the 265 
legacy tablet was used as a substitute for the FLIR tablet, there was no direct performance 266 
comparison between the two. Measurements taken with the two tablets were combined for the 267 
analysis even though the FLIR QL320 tablet had a newer quantification algorithm than the legacy 268 
tablet. The two tablets showed similar trends when quantifying controlled release rates within the 269 
same range (SI section S2).  270 
 271 
Figure 1 examines quantification accuracy of individual estimates. Figure 1(a) compares individual 272 
rate estimates against controlled release rates. A linear regression analysis with intercept set to 273 
zero indicates a regression coefficient of 1.27 (95% CI [1.13, 1.40]) – an overestimation bias of 27%.  274 
Since the mix of emitter sizes on real facilities differs from that in the study, these results should 275 
be used with caution. Across all estimates, individual relative errors ranged from -90% to +831% 276 
compared to -90% to +330% from the AMFC study even though the latter tested much larger 277 
rates.39 Results show that 46% (N = 165) of individual estimates were within a quantification factor 278 
of 2 (-50% to +100%) of the controlled release rates while 75% (N = 266) individual estimates were 279 
within a factor of 3 (-67% to +200%). 280 
 281 
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Figure 1: Quantification accuracy of individual estimates: (a) measured rates versus controlled 282 
release rate and (b) distribution of quantification error of individual estimates. In (a) the blue line 283 
represents linear regression through the origin with the gray shading showing the 95% confidence 284 
interval of the regression when bootstrapped. The red line represents the 1:1 ratio, where the 285 
measured rate matches the controlled release rate. In (b) the orange shading represents measured 286 
rate within factor of two of the controlled release rate (-50% to 100% quantification error), and the 287 
yellow shading represents measured rate within factor of three of the controlled release rate (-67% 288 
to 200% quantification error).  289 
 290 

3.2 Impact of Quantification Parameters on Accuracy 291 

3.2.1 Emission Rate 292 
Figure 2 shows the impact of selected parameters on quantification accuracy, including (a) 293 
controlled release rate, (b) quantification background, (c) wind speed, and (d) distance from the 294 
emitting source. Mean (red dashed line) and median (black solid line) are shown in the box plots 295 
for each group. In Figure 2(a1), the controlled release rates tested were separated into three 296 
groups (see SI section S1.2): < 10 slpm, 10 – 20 slpm, and ≥ 20 slpm. The mean quantification 297 
errors for the groups were +119% (95% CI [+94%, +150%]), +65% (95% CI [+40%, +99%]), and +22% 298 
(95% CI [+0.3%, +53%]), respectively. The median quantification errors for the groups were 99%, 299 
-3%, and -15% respectively. Figure 2(a2) shows the distribution of quantification errors for each 300 
controlled release rate range. All 3 groups had positively skewed (mean > median) distributions 301 
that were significantly (statistically) different (p < 0.05) with mean errors inflated by outliers (see 302 
SI section S3.2). This type of positive skewness has been seen in several other studies of next-303 
generation leak quantification methods.16,49 As controlled release rate increased, we observed 304 
improvement in quantification performance in three ways: 1) the mean error decreased, 2) the 305 
interquartile range decreased, indicating a narrower error distribution, and 3) the number and size 306 
of outliers decreased. One potential explanation for the observed improvement is that given that 307 
the QOGI system quantifies emissions by analyzing the pixel intensities of a gas plume image, 308 
larger emission rates lead to higher path integrated concentrations. This increases plume image 309 
contrast for the same ΔT and enhances the signal to noise ratio to improve quantification 310 
estimates. 311 
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Figure 2: Boxplots and distribution of quantification accuracy of individual estimates based on (a) 312 
controlled release rate, (b) quantification background, (c) wind speed, and (d) measuring distance 313 
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in meters. The black line in the middle of the box shows the median of the group and the dashed 314 
red line shows the mean of the group. The x-axis represents the groups within each parameter, and 315 
the y-axis shows the quantification error in percentage. The numbers at the bottom of the boxplots 316 
represent the sample sizes, which are numbers of individual estimates within each group.  317 
 318 
The overestimation bias observed in this study was contrary to the conclusion of the AMFC study 319 
which showed 18% underestimation bias (regression coefficient of 0.82 (95% CI [0.73, 0.92])) by 320 
the QOGI system tested, but agrees with recent studies of other imaging systems that quantified 321 
emissions.39,49,50.  The controlled release rate tested in the AMFC study ranged from 15 slpm to 322 
925 slpm, which is about an order of magnitude higher than the rates in our study. A linear 323 
regression analysis of overlapping controlled release rates (15 slpm to 88 slpm) from both studies 324 
produced coefficients of 1.24 (95% CI [1.05, 1.44]) for our study (N = 169) and 1.14 (95% CI [0.72, 325 
1.55]) for the AMFC study (N = 32). Although the AMFC study had smaller sample size and thus a 326 
wider confidence interval, the bias from both studies agrees. This result reinforces the 327 
observations from previous studies about the overestimation bias in the quantification of relatively 328 
small release rates which constitutes most of the fugitive emissions observed in traditional LDAR 329 
inspection. Additionally, results from the AMFC study showed the underestimation bias associated 330 
with the estimation of emission rates exceeding those tested in the current study. In general, our 331 
results suggest that users should exercise caution in using QOGI-based quantification estimates in 332 
developing emissions inventories or evaluating mitigation effectiveness.  333 
 334 
3.2.2 Plume Background 335 
During measurements, a gas plume background must provide a sufficient thermal contrast, 336 
commonly known as ΔT, for successful measurement. The QOGI tablets tested in this study 337 
requires a minimum ΔT of 2°C for quantification to be performed. Additionally, since the 338 
quantification method of the QOGI tablets track changes in the pixel intensity of infrared images, 339 
apparent temperature changes or disturbances in the background can interfere with identification 340 
of the plume boundary and/or affect quantification performance. These disturbances include but 341 
are not limited to shadows, glints, or reflections of heat sources on any metallic equipment, or by 342 
motion such as clouds or vegetation near the equipment. In this study, plume backgrounds were 343 
grouped into three categories: equipment, ground, and sky, as in Zimmerle et al.19 The field crew 344 
attempted to select camera positions during each experiment to include different backgrounds 345 
except in cases where this was not possible due to environmental limitations. A background was 346 
classified as “equipment” when the gas plume was viewed against either a different part of the 347 
same equipment (e.g., a well head casing) or against nearby equipment (e.g., a neighboring well 348 
head unit). A background was classified as “sky” when the plume was viewed against the sky, which 349 
may or may not have included cloud cover (e.g., an elevated emission source viewed against the 350 
sky). A background was classified as “ground” when the gas plume was viewed against the ground 351 
(i.e., sand, stones, gravels, vegetation). Results from various quantification backgrounds with 352 
statistically different error distributions (p < 0.05) are presented in Figure 2(b). The sample size of 353 
individual estimations with the ground as plume background was approximately a third of those 354 
quantified against equipment and sky backgrounds. Some parts of the ground at METEC were 355 
covered in vegetation that moved with the wind which made quantification challenging. The mean 356 
and median errors with ground as background were +68% (95% CI [+40%, +97%]) and 89% 357 
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respectively with more than half the sample size of each of other plume backgrounds. Estimates 358 
with equipment backgrounds had the highest mean and median errors of +122% (95% CI [+98%, 359 
+150%]) and 84% while measurements with sky backgrounds had the lowest mean and median 360 
quantification errors of +5% (95% CI [-13%, +32%]) and -44% respectively. While cloudy sky made 361 
quantification challenging, clear sky presented as the most favorable background for 362 
quantification compared to other backgrounds with the outliers as shown in Figure 2(b) driven by 363 
estimates at high windspeed (SI Table S4). This result supports findings from previous studies and 364 
recommendations on the FLIR’s user manual where clear sky with low apparent temperature 365 
provided the best thermal contrast for the tablet’s quantification algorithm. 39,42,45 366 
 367 
3.2.3 Windspeed 368 
Prevailing wind speed is a categorical parameter in the QOGI systems tested, with three defined 369 
levels: calm (0 – 1 mph), normal (2 – 10 mph), and high (>10 mph) under which 18%, 75%, and 7% 370 
of individual measurements were conducted respectively in this study. Results from the wind 371 
speed categories with distributions, which are statistically different (p < 0.05), are presented in 372 
Figure 2(c1) and Figure 2(c2).  Result showed that the QOGI system was more accurate but likely 373 
to underestimate emissions in calm wind speed condition with a mean and median quantification 374 
error of -29% (95% CI [-35%, -21%]) and -31% respectively. Conversely, the wide interquartile error 375 
range along with a mean and median error of +216% (95% CI [+150%, +294%]) and 168% 376 
respectively indicates potential quantification challenges at high windspeed condition (note the 377 
small sample size: N = 24). This is likely due to turbulent and unsteady plume dispersion which can 378 
adversely affect the quality of plume detection. Measurements at normal wind condition with 379 
mean and median error of +83% (95% CI [+66%, +104%]) and 32% respectively, which is 380 
substantially higher and lower than that at calm and high windspeed conditions respectively, 381 
shows that quantification became challenging as windspeed increased. 382 
 383 
3.2.4 Measurement Distance 384 
For the QOGI tablets tested, acceptable measurement distance from the emitting source is a 385 
function of the camera lens.42 This study used a 23mm (24° FOV) OGI camera lens which limited 386 
measurement distance to between 1.5 m to 16 m (5 to 54 feet). To investigate the impact of 387 
measurement distance on quantification performance, measurement distances were grouped 388 
into three categories: 1.5 – 2 m, 2 – 10 m, and > 10 m. The FLIR and Legacy tablet’s interface only 389 
allowed distance to be input in 0.5m increments hence all measured distances were rounded to 390 
the closest half-meter. Due to a very small sample size (N = 10), measurements at distances > 10 391 
m are not considered in this discussion. As shown in Figure 2(d1), 66% of the measurements were 392 
performed within 2 m of the emitting source with a mean and median error of +95% (95% CI [+75%, 393 
+118%]) and +36% respectively. Similarly, 32% of the measurements were done within 2 – 10m of 394 
the emitting source with a mean and median error of +35% (95% CI [+14%, +62%]) and 12% 395 
respectively. With the error distributions of measurements from the distance categories 1.5 – 2 m 396 
and 2 – 10 m statistically different, and the estimates from the latter distance category having 397 
lower mean and median errors with tighter interquartile range around 0%, quantification 398 
performance likely improved with increasing measurement distance. This suggests that moving 399 
the camera closer to the emitting source did not necessarily result in better quantification 400 
performance. This result, however, should be taken with caution as additional data for 401 
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measurement distances > 10m will be needed for the trend of quantification accuracy with 402 
distance to be properly understood. As discussed earlier, the study team’s decisions on 403 
measurement distance were primarily based on achieving clear and quality plume detection. 404 
While longer measurement distance may capture fuller plume dynamics on the camera thus 405 
improving quantification accuracy, it can also introduce visual noise from the background or 406 
adjacent components into the gas plume image which adversely affects quantification 407 
performance as observed in this study. Additionally, small, and low-pressure emissions tend to 408 
equilibrate quickly with the atmosphere as they exit the source, requiring the camera to be 409 
positioned closer to have a visible plume in the image. For example, more than half of 410 
measurements of rates <10 slpm were performed from distances between 1.5 – 2 m. 411 
 412 
3.3 Observed Favorable Measurement Scenario 413 
In actual field deployment, emission rate is always unknown until estimated. As discussed earlier, 414 
to estimate any emission, the measurement crew intentionally chooses the plume background 415 
and measurement distance, unlike the prevailing windspeed condition which is beyond human 416 
control. Table 1 summarizes the quantification performance of the QOGI tablets at different 417 
measurement scenarios (A - E) irrespective of the prevailing windspeed condition and release rate. 418 
While clear sky was earlier identified as the most favorable background for quantification, Table 1 419 
shows that measurements from 1.5 – 2 m with plume background as equipment had the highest 420 
fraction of estimates within a factor of 2 (60%) with wide uncertainty, which reduced significantly 421 
(p<0.05) to 24% (scenario B with a sample size < 30) when measurement distance increased to 422 
between 2 – 10 m. On the contrary, for measurements with sky as plume background, the fraction 423 
of estimate within a factor of 2 did not statistically change (was the same at approximately 49%) 424 
as measurement distances increased from 1.5 – 2 m to 2 – 10 m.  425 
 426 

Scenarios Plume 
Background 

Measurement 
Distance (m) 

Sample 
Count  

95% Empirical 
C.I. of Error (%) 

Percentage within a 
Factor of 2 [-50%, 100%] 

A Equipment (1.5, 2] 149 (-47, 639) 60 

B Equipment (2, 10] 25 (7, 335) 24 

C Ground (1.5, 2] 52 (-62, 241) 21 

D Sky (1.5, 2] 33 (-68, 492) 49 

E Sky (2, 10] 88 (-87, 432) 49 

Table 1: The Table summarizes quantification performance under different scenarios (plume 427 
background and measurement distance) in this study with sample count greater than 20. For each 428 
measurement scenario, quantification performance is illustrated with the 95% empirical 429 
confidence interval (C.I.) and the percentage of estimate within a quantification factor of 2 (-50%, 430 
100%) 431 
 432 
When prevailing windspeed condition was factored in as shown in Table S5 (in the SI), for scenario 433 
A, under calm windspeed (0-1 mph), the fraction of estimate within a factor of 2 increased to 100% 434 
with the associated uncertainty narrowing substantially. For scenarios D and E, under normal 435 
windspeed (2-10 mph), the fraction of estimates within a factor of 2 remained almost the same 436 
(±2%) although the sample size for scenario D was < 30. The impact of calm windspeed conditions 437 
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on scenarios D and E could not be analyzed due to insufficient data likewise normal windspeed 438 
condition for scenario A. In general, scenario A shows the coupling effect of other measurement 439 
conditions (some of which are favorable for accurate estimation) on quantification performance 440 
which illustrates that the users of the QOGI tablets tested in this study, in some cases, can obtain 441 
accurate estimates even when all favorable measurement conditions identified in this study does 442 
not co-exist. It is important to note that this study did not assess the quantification performance 443 
of QOGI for large emitters (> 10 kg/h) or super-emitters (> 100 kg/h), as defined by the US EPA in 444 
their proposed methane rule. Thus, the use of QOGI for emissions quantification and developing 445 
inventories should consider the large variance in performance observed in this study.     446 
 447 

3.4 Quantification Precision 448 
Quantification precision was evaluated by comparing the quantification error of individual 449 
measurements under the same camera position and the same experiment. As highlighted earlier, 450 
the field crew took 1 to 11 (average 4.9) successful measurements at each camera position and 4 451 
– 27 (average 13.7) total successful measurements per experiment. Ideally, because the controlled 452 
release rates of each experiment remained approximately the same, the quantification errors of 453 
individual estimates under the same camera position were expected to be same, assuming the 454 
prevailing measurement conditions (e.g. wind speeds and background) remained consistent. 455 
Likewise, the quantification errors at various camera positions under the same experiment should 456 
be similar. 457 

Figure 3 shows the quantification precision at (a) the camera position level and (b) the experiment 458 
level. In Figure 3(a), each marker represents one individual measurement – those stacked vertically 459 
with the same marker type were during the same experiment, and those with the same marker 460 
color are from the same camera position during that experiment. As controlled release rate 461 
increased, both the accuracy of measurements (mean error at a camera position) and precision of 462 
measurements (range of error observed at a camera position) improved, like findings from Figure 463 
2(a). Note that the distribution of samples is not uniform across all emission rates. For example, 464 
11% of measurements were conducted at controlled release rates ≥ 50 slpm. At the camera 465 
position level, the differences between the maximum and minimum error (henceforth precision 466 
range) spanned from 2% to 439% with 75% of camera positions having precision range <50%. All 467 
the 9 camera positions with precision range >100% had controlled release rates below 25 slpm; 468 
an emission rate range which also had high mean quantification error (Figure 2(a1)).  469 

Figure 3(b) shows the quantification precision range at the experiment level. The whiskers 470 
represent the range of individual quantification errors obtained for each experiment, regardless 471 
of camera position. The markers represent the mean quantification error for each camera position. 472 
Each whisker connecting similar markers shows the range of quantification errors for an 473 
experiment. Shorter whiskers represent better precision. Results show that 11 camera positions 474 
(15%) were within ±20% of controlled release rates while 33 (45%) and 53 (73%) camera positions 475 
were within a factor of 2 (-50% to +100% error) and 3 (-67% to +200% error) of the controlled 476 
release rates, respectively. Of the 22 experiments that were quantified from 3 camera positions, 477 
the precision range was between 17% to 690% of the controlled release rate, indicating low 478 
measurement precision. Although the same release rate was measured throughout an experiment, 479 
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measurement conditions – measurement distance, plume background, windspeed, and wind 480 
direction – varied with camera position, substantially affecting quantification performance. 481 

Figure 3: Quantification precision versus emission rate at (a) the camera position level and (b) the 482 
experiment level. The markers in (a) represent the error of individual estimates with whiskers 483 
representing the range of errors observed at each camera position. The markers in (b) represent 484 
the mean error from each camera position with whiskers representing the range of individual 485 
estimate errors during each experiment. For each group of vertically aligned markers, the colors 486 
represent estimates from the same camera position and the shapes represent estimates from the 487 
same experiment. The color and shape schemes are consistent between (a) and (b). The gray 488 
shading represents estimates within 20% of the controlled release rate (-20% to +20% 489 
quantification error). The orange shading represents estimates within a factor of two of the 490 
controlled release rates (-50% to +100% quantification error), and the yellow shading represents 491 
estimates within a factor of three of the controlled release rates (-67% to +200% quantification 492 
error). 493 
 494 

3.5 Quantification Accuracy Simulation in Active O&G Facilities 495 
While earlier results have shown the wide uncertainty on single estimates which can significantly 496 
impact emissions mitigation programs, some applications only prioritize quantification accuracy 497 
and the associated uncertainty when source-level estimates are aggregated at the facility or asset 498 
level. When all individual estimates and controlled releases in this study were aggregated, the 499 
QOGI system overestimated the total controlled release rate by 43% (95% CI [+23%, +55%]). To 500 
evaluate the potential quantification performance of the QOGI system during field deployments, 501 
we performed an MC analysis simulating facility-level quantification with its associated uncertainty. 502 
The analysis used the error distribution from this study and the component-level measurement 503 
data from Zimmerle et al.51 Measurement data from 150 facilities with rates within the tested 504 
range in this study (2slpm and 90 slpm) were considered as the true rates in the MC simulation 505 
with the number of leaks per facility ranging from 1 to 58 (mean of 6). Results from the MC 506 
simulations are shown in Figure 4 below. 507 
 508 
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Figure 4(a) shows the MC simulation (see SI section S5) analysis of the facility-level quantification 509 
error (with its associated uncertainty) for each of the 150 facilities from the field study.51 Results 510 
indicated that while on the mean, the aggregated estimates were within a quantification factor of 511 
2 (-50% to 100%), the upper bound of the associated uncertainties (empirical 95% CI on the mean) 512 
was within a quantification factor of ~7.  Unsurprisingly, the uncertainties became narrower as the 513 
count of measured emissions per facility increased which is consistent with the AMFC study and 514 
that of the  Concawe air quality OGI ad-hoc group which identified similar trend for Method 21 515 
correlations over large number of leaks.40 To highlight the likely impact of quantification 516 
uncertainties on regulatory methane reduction programs like the IRA, the study performed an MC 517 
simulation assessing the mean error and the associated uncertainty for all 150 facilities aggregated. 518 
Figure 4(b) shows a cumulative distribution function (CDF) of the errors from the MC simulation 519 
with a mean error of +22.1% (empirical 95% CI of +13.2% to +31.4%). Assuming the simulated 520 
emissions from all the 150 facilities aggregated were above the threshold set by IRA and an 521 
operator owned all of them, the methane fee payment could vary from [$1.8/hr to $4.2/hr] at 522 
$900/ CH4 mt to [$3.0/hr to $7.1/hr] at $1500/ CH4 mt which could have substantial financial 523 
implications on operators.8  524 

Figure 4: Monte-Carlo simulated quantification error by (a) count of measured emissions per facility 525 
and (b) total emissions from 150 facilities. In (a), the x-axis is the count of measured emissions on 526 
each facility and the y-axis is the simulated quantification error. The orange square represents the 527 
mean of quantification errors from the 10,000 Monte-Carlo simulations for each facility. The error 528 
bars represent 95% confidence intervals of the mean. In (b), the x-axis is rank ordered (CDF) 529 
quantification error of individual iteration, which represents quantification error of total simulated 530 
emissions from 150 facilities. The y-axis is the cumulative percentage of the count of iteration. The 531 
horizontal red solid line is the median of quantification error, and the horizontal red dashed lines 532 
are 95% confidence interval of quantification error. 533 

4. Guidance 534 

This study systematically investigates the impact of release rate, plume background, and selected 535 
user input data on the quantification performance of the FLIR QL320 QOGI tool. Results indicate 536 
wider quantification error range (-90% to +831%) than the prior study (-90% to +330%) that tested 537 
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similar QOGI tool, although the maximum rate in the current study was about an order of 538 
magnitude less than that of the prior study. Our result also shows a reduction in quantification 539 
error as release rate increased even though the tested rates were relatively low compared to prior 540 
studies. Further investigation will be needed to understand quantification performance for rates 541 
outside the tested range, especially larger rates (i.e. super emitters) which is an important 542 
emission source category.  543 
 544 
Study results indicate combinations of conditions which are more favorable to quantification than 545 
other conditions, specifically calm windspeed (< 1 mph) and viewing emissions against a clear sky 546 
background. Since computational algorithms are proprietary, the cause of improved performance 547 
cannot be stated.  However, less turbulent plume dispersion in calm winds provides imaging 548 
favorable for plume identification, as does viewing the emission plume against a clear sky where 549 
the sky’s apparent temperature is usually low, improving thermal contrast needed for clear plume 550 
identification. Conversely, cloudy sky, vegetation on the ground, and/or backgrounds with poor 551 
ΔT were unfavorable for quantification.  Although our results indicated that the distance range of 552 
2m to 10m was more favorable for quantification, caution must be taken when applying this result 553 
as with available data, we could not reliably assess quantification performance for measurement 554 
distances > 10m.  555 
 556 
The key control element for the study was the methodology applied by the OGI surveyors: The 557 
same method was used for all positions, all conditions.  Controlling method removes operator 558 
experience and bias from the study design.  Given that method was replicable across all 559 
experiments, the wide variation (up to 690%) in quantification performance as camera position 560 
changed highlighted that results are highly variable based upon camera position and potentially 561 
subtle changes in measurement conditions. Therefore, while an accurate estimate of emission is 562 
possible even when measurement conditions are not ideal, any estimate may differ significantly 563 
from the actual emission rate.  In field practice, multiple estimates of one emitter is unlikely, and 564 
reported emissions will likely have error rates like aggregations of single estimates for each emitter 565 
on a facility.  566 
 567 
The variation by camera position also implies that the experience level of the measurement crew 568 
at handling the OGI camera might substantially affect quantification accuracy. Hence, with the 569 
operationalization of the QOGI system in field deployment involving plume detection/visualization 570 
before quantification and results by Zimmerle et al.19 identifying surveyor’s experience as the 571 
strongest predictor of detection rates, further studies would be needed to assess the impact of 572 
surveyor experience on quantification performance. 573 
  574 
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