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Abstract  

Attopulses have an energy bandwidth broad enough to coherently excite several electronic 

states of molecules. Towards the control of chemical reactivity by attopulses we derive the 

quantum mechanical expression for the force exerted on the nuclei in such a vibronic wave 

packet both during and after the exciting pulse. Tuning the pulse parameters allows accessing 

specific electronic coherences that determine the force strength and direction during and after 

the pulse. Following the pulse, the force due to the non adiabatic interactions accelerates or 

slows down the motion of the vibronic wave packet on the excited electronic states and its sign 

controls the direction of population transfer. Computational results for the LiH and LiT 

molecules and the probing by the emission dipole are discussed.  
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1. Introduction 

Electronic coherences arise in molecules when wave packets on two different electronic states 

overlap. Broad-in-energy attosecond pulses1-3 allow exciting coherently several electronic 

states in molecules, thereby creating electronic coherences in the Franck-Condon region. These 

electronic coherences drive the motion of the non-equilibrium electronic density on a purely 

electronic time scale, before a significant onset of the nuclear motion.4-7 They induce ultrafast 

charge migration between different parts of the molecule during which one could implement 

charge directed reactivity.8-12 In molecules excited by attopulses, the vibronic dynamics is 

therefore in a post Born-Oppenheimer regime13. The electronic state is not in equilibrium with 

the instantaneous position of the nuclei and so can be exploited to control chemical reactivity. 
14-18 Tuning the parameters of the pulse, such as its carrier frequency, envelope duration, 

polarization and carrier envelope phase (CEP) provides control of the electronic motion in the 

initially pumped state and of the entanglement between the electronic and nuclear motions.19-

21 Towards this goal, we discuss here the relative importance of the different terms of the exact 

quantum mechanical force exerted by the vibronic wave packet on the nuclei during and after 

the pulse. As a practical example, we use fully quantum dynamical simulations of the response 

of the LiH molecule to ultra short IR and DUV (Deep UV, with carrier frequencies in the range 

≈ 4-6 eV) pulses that allow controlling the subsequent dynamics.15, 17, 18, 22, 23 To further 

examine the force, we compare the dynamics in the LiH and its LiT isotopomer, T=3H, and 

compute the emission dipole, whose time dependence tracks the force. 

2. Quantum mechanical force exerted by a vibronic wavepacket 

2.1 The four terms of the quantum mechanical force 

The force exerted by the vibronic wave packet on the nuclei is defined as the time-derivative 

of the mean value of the nuclear momentum, for a diatomic molecule, , over the 

vibronic wave function. The vibronic wave function is expanded in a basis of separable terms, 

, 

   (1) 

where r stands for the electronic coordinates and R the internuclear distance.  The electronic 

wave functions 's are the adiabatic electronic states, , 

and  is the time-dependent nuclear wave function. Using the Ehrenfest theorem 

(atomic units (a.u.) are used throughout), one gets for the force: 

P̂N = −i!∇̂R

φn
el r;R( )χn t,R( )

Ψ t,r,R( ) =
n∑ φn

el r;R( )χn t,R( )

φn
el r;R( ) Ĥ elφn

el r;R( ) = En R( )φnel r;R( )
χn t,R( )

https://doi.org/10.26434/chemrxiv-2024-rghs4 ORCID: https://orcid.org/0000-0001-7434-5245 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-rghs4
https://orcid.org/0000-0001-7434-5245
https://creativecommons.org/licenses/by-nc-nd/4.0/


 3 

  (2) 

The full Hamiltonian, , includes the interaction of the molecule with the 

electric field, E(t), of the pulse in the dipole approximation,  is the molecular dipole. Note 

that in general, the polarization direction of the electric field can make an angle with respect to 

the molecular axis of the diatomic molecule.15 In the examples below, we consider oriented 

LiH molecules for which the polarization direction is parallel to the internuclear axis. 

Computing the commutators and integrating over electronic coordinates, the total force is a 

sum of four terms: 

 (3) 

where  is the potential energy and  is the non adiabatic coupling (NAC) between the 

electronic states, . The first two terms of Eq. (3) were derived by F. T. Smith24 

thereby defining a generalized momentum, , see also 25, 26. The third and fourth 

terms are due to the interaction with the light field. Their introduction and their role in control 

are the central subjects of this paper. 

The force defined in Eq. (3) is an average over both electronic and nuclear degrees of freedom 

both of which are treated quantum mechanically. It is the instantaneous force on the nuclei and, 

as such, it is different from the mean field force for the motion of the classical nuclei derived 

in Ehrenfest dynamics, which is obtained by averaging over the electronic wave functions, 

's, only 27-29.  

2.2 Explicit expressions for the quantum dynamics of a diatomic molecule 

The vibronic dynamics in LiH is computed for several coupled electronic states using a grid 

description for the internuclear distance as in previous works17, 30. The vibronic wave function 

is written as 

    (4) 

where is a basis function localized at grid point g on the adiabatic electronic state i. In the 

results reported below, we include Ng=512 grid points and Ne = 7 electronic states. The 

molecular Hamiltonian, H, used to integrate the time-dependent Schrödinger equation, 

Ftot =
d P̂N
dt

= i P̂N , Ĥ⎡⎣ ⎤⎦ = − ∇̂R , Ĥ⎡⎣ ⎤⎦

Ĥ = T̂N + Ĥ
el −E t( ).µ̂

µ̂

Ftot = − ∇̂RV R( )( ) + τ̂ ,V R( )⎡⎣ ⎤⎦ +E t( ) ⋅ ∇̂Rµ R( )( ) −E t( ) ⋅ τ̂ ,µ R( )⎡⎣ ⎤⎦

V R( ) τ̂

τ nm = φn
el ∇̂R φm

el

P̂ = P̂N + τ̂

φn
el

Ψ t( ) =
i=1

Ne

∑
g=1

Ng

∑ cgi t( ) gi

gi
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, includes all the NAC terms and the interaction with the pulse in the dipole 

approximation. For a diatomic molecule, we get 

  (5) 

Where  

  (6) 

The electronic dipole, , is diagonal in grid points 

 (7) 

The nuclear dipole is given by 

,  = 0.5  (8) 

in the molecular frame attached to the center mass, where the Li has a positive z coordinate, 

see Figure S1. The explicit expression of the force (Eq. (3)) in terms of the vector of the time-

dependent amplitudes, c (Eq. (4)), takes the form: 

 (9) 

In principle it is clear from equation (9)  but in view of its importance we point out explicitly 

that in addition to terms diagonal in the electronic index of the states there is also significant 

contributions from the coherences between different elecronic states. The control of these 

coherences is an essential part of our ability to control the force. 

In equation (9) the third and fourth terms gather all the contributions to the force that result 

from the dipole interaction and can be controlled by the pulse parameters: 

 (10) 

where  

 (11) 

and depends on the electronic coherences through its second term.  has a linear 

dependence with respect to R (Eq. (8)), so that  and the 

dc dt = −iHc

H = P 2 +V (R)−E t( ) ⋅µ
= − 1
2µ

∇R
2 + 2τ R( ).∇R + ∇Rτ R( )( )+ τ R( ).τ R( )( )+V R( )−E t( ). µnuc R( )+ µel R( )( )

µ = µnuc R( )+ µele R( )
µel R( )

µel R( ) =
i, j=1

Ne

∑ µ ij
el R( )

µnuc R( ) =
α=1

Nnuc

∑ eZαRα = f R f = mHZLi −mLiZH( ) mLi +mH( )

Ftot = −cT ∇RV( )c − cT τ,V⎡⎣ ⎤⎦c

+E t( ) ⋅ cT ∇Rµ
nuc( )c + cT ∇Rµ

el( )c( )+E t( ) ⋅ cT τ,µel⎡⎣ ⎤⎦c( )

Fdip = +E t( ) cT ∇Rµ
nuc( )c + cT ∇Rµ

el( )c( )+E t( ) cT τ,µel⎡⎣ ⎤⎦c( ) = Fµ + F[τ ,µel ]

Fµ = E t( )
gi
∑ cgi t( )

2
∇Rµg

nuc( )+ ∇Rµ gi,gi
ele( )( )+

gi,gj , j≠i
∑ cgi t( )cgj* t( ) ∇Rµ gi,gj

ele( )
µnucl R( )

E t( ) gi∑ cgi t( )
2
∇Rµg

nuc = 0.5E t( )
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nuclear dipole  does not contribute to the commutator . The term   also 

depends on the electronic cooherences 

  (12) 

The first two terms of Eq. (9) depend on the potentials V(R) of the electronic states 

 (13) 

  (14) 

 (15) 

In Eqs (10) and (13), the terms that depend on the gradients,  and , are an average 

over the populations in each electronic state, while the other terms oscillate with the periods of 

the electronic coherences, . From Eq. (10) one can anticipate that the force due to 

the dipole interaction, , can be manipulated by tailoring the magnitude, the time profile and 

the polarization of the electric field of the pulse, to either counteract or enhance the effect of 

the potential term,  (Eq. (13)). 

We illustrate the time-dependence of the force on the nuclei exerted by a fully quantal vibronic 

wave function both during and after the excitation of the LiH molecule by an attopulse. We 

show that tuning the force due to the interaction with the pulse electric field,  (Eq. (10)), 

with the attopulse parameters can be effectively applied to control the force on the nuclei for 

realistic pulses. Two types of control are discussed: a control by one cycle strong NIR pulses 

that differ by their CEP values and by a several cycle 4 fs VIS pulse. Note that the time 

dependence of the total force can be computed straighforwardly by taking the numerical 

derivative of the mean value of the generalized momentum, , with . 

The quantum dynamics is computed using the potential energy, dipole and NAC curves of ref. 
17. For completeness, they are plotted in Figures S1-S3 of the SM. We take the pulse to be 

oriented along the molecular axis (see Figure S1 for the orientation of LiH in the molecular 

frame) which is a reasonable approach because of the large value of the permanent dipole of 

the LiH molecule, (at equilibrium  = 2.1 a.u.).31, 32  By optical selection rules, such a pulse 

µnuc τ,µ⎡⎣ ⎤⎦ F
τ ,µele⎡
⎣

⎤
⎦

F
τ ,µel⎡
⎣

⎤
⎦
= E t( )

i, j ,k

Ne

∑
g

Ng

∑ cgi
* t( )cgk t( ) τ gi,gjµgj ,gkel − µgi,gj

el τ gj ,gk( )

Fpot = −cT ∇RV( )c − cT τ,V⎡⎣ ⎤⎦c = FV + F τ ,V⎡⎣ ⎤⎦

FV =
gi

NeNg

∑ cgi
2
t( )∇RVgi

F τ ,V⎡⎣ ⎤⎦
=

i,k

Ne

∑
g

Ng

∑ cgi
* t( )cgk t( )τ gi,gk Vgk −Vgi( )

∇Rµ
nuc ∇RV

cgi
* t( )cgk t( )

Fdip

Fpot

Fdip

d P dt P̂ = −i∇̂R + τ̂

µeq
el
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excites the manifold of  states only. The pulse is defined by  and the vector 

potential  has a Gaussian envelope: 

 (16) 

3. Results and discussion 

We begin by a NIR essentially one cycle pulse, with a carrier frequency of  = 0.0633 a.u. 

(720 nm), a FWHM = 0.8 fs, centered at 12.1 fs (500 a.u.) and a peak intensity of 0.04 a.u.. 

Here the relevant control parameter is the value of the CEP. A CEP = 0 corresponds to the 

maximum of E(t) oriented towards the Li atom while a CEP =  corresponds to the maximum 

of E(t) oriented towards the H atom, see Fig. S1 of the SM. The populations in the electronic 

states of the LiH molecule during this pulse are plotted in Figure 1 a and b for the two CEP’s. 

As discussed previously,15, 18, 33 for oriented LiH molecules, the CEP of the one cycle IR pulse 

allows selecting which electronic states are preferentially excited because they have alternating 

sign of their polarity in the FC region. For the pulse used here, a CEP = 0 favors the excitation 

of the S4 state (Fig. 1a) with lower populations in S2 and S3 while for the CEP = π pulse, the 

largest population after the pulse is in S1 (Fig. 1b) and the population in S2 is larger than in S3 

and S4. The CEP therefore allows controlling the population in the excited states, whose 

asymptotic populations determine the yields in fragments, each asymptote correlating to a 

different excited state of the Li atom see Figure S4 of the SM. The total force (Eq.(9)) during 

the pulse is plotted in Figs. 1 c and d. At its maximum, the force is positive for a CEP = 0, while 

it is negative for the CEP = π pulse. However, at the maximum of the pulse, the total force 

(positive) for CEP = 0 (Fig. 1c) is significantly smaller than the force for the CEP = π pulse 

(Fig. 1d), which is large and negative (-0.04 a.u., one a.u. of force = 82 nN). 

This can be understood by analyzing the time dependence and the phase of the different terms 

contributing to the force, shown in Figs. 1e and f. During the pulse, the term  , Eq. (14), due 

to the potential gradients, remains small for both excitations and the force terms due to the 

interaction with the pulse,  (Eq. (10)) dominate. The force due to the dipole gradient, , 

Eq. (11), (blue line in Figs. 1e and f), is dominated by the nuclear dipole contribution (Eq. (11)

), the electronic contribution being smaller and of opposite sign, and follows the sign of the 

electric field. The terms that involve the NAC coupling and the electronic coherences,   

(Eq. (12),orange) and  (Eq. (15), violet) play a key role, and either enhance or counteract 

Σ   E t( ) = − dA t( ) dt

  A t( )

E(t) = E0 ⋅exp −(t − tp )
2 / 2σ p

2( ) cos ω p t − tp( )( )− t − tp
ω pσ p

2

⎛

⎝
⎜

⎞

⎠
⎟ sin ω p t − tp( )( )⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

ω

π

FV

Fdip Fµ

F
[τ ,µel ]

F[τ ,V ]
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the effect of the   term. Note that the  term is multiplied by the strength of the electric 

field. The  term is large and of opposite sign to  for the CEP=0 excitation while the 

term  (violet) remains small, which leads to a small value of the total force during the 

pulse. The situation is opposite for the CEP=  excitation, which populates the S1. In that case, 

the  is small and the  term is large and of the same sign as  which leads to a large 

total force at the maximum of the pulse, aligned with the direction of the electric field. The 

resulting total force at the maximum of the electric field (- 0.04 a.u., one a.u. of force = 82 nN). 

During the short pulse, there is no significant mass effect and the patterns of the force terms 

for the LiT are very similar to those of LiH, see Figure S5.  

 
 

Figure 1. Transient population dynamics during the exciting NIR one cycle pulse a) CEP=0, b) 

CEP=π . c) and d) time profile of the total force, Ftot (Eq.(9)), in red, left ordinate, over the time 

interval during the pulse, a dashed curve, right ordinate. e) and f) time profile of the four terms 

of the total force during the pulse (Eqs.(10) to (15)). See figure S5 for the different components 

of the force for the dynamics in LiT.  

  

Fµ F
[τ ,µel ]

F
[τ ,µel ]

Fµ

F[τ ,V ]

Π

F
[τ ,µel ]

F τ ,V⎡⎣ ⎤⎦
Fµ
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The effect of the force on the nuclei can be probed by two dynamical observables, the time-

dependence of the emission dipole, and the variation of the mean value of the internuclear 

distance, <R(t)>, as a function of time. We begin by discussing the effect of the force on the 

mean internuclear distance, . Since it does not depend on the 

electronic index it can be written as an observable on the nuclear density matrix, 

. The ultra short exciting pulse builds a superposition of several 

electronic states, and the nuclear and electronic motions are correlated throughout the 

dynamics. Insights on the role of the force on the nuclei exerted by the vibronic wave packet 

are therefore provided by the projection of <R(t)> on the different electronic states, i, . 

The time dependence of  on a single bound excited electronic state was reconstructed 

using pump-probe spectroscopy in the diatomic molecules Na234 and D2+35 monitoring the 

photoelectron kinetic energy and the kinetic energy of the fragments respectively.  is 

recovered from a priori knowledge of the potential curves of the neutral excited state and of 

the cation for Na2 and the bound excited state and the dissociative one for D2+. These 

measurements were later related to the nuclear flux36-38 and extended to the electronic flux 39, 

40. In the case of the excitation by a broad-in energy-short-in-time pulse, several excited 

electronic are coherently populated and they exchange population because of the non adiabatic 

coupling, rendering the above flux procedures difficult to implement.  

The effect of the sign of the force, in particular of its non classical term, , on the spreading 

of the wave packet on the electronic states and on the associated  values is shown in 

Figs. 2 and 3. Figure 2 shows the force and the mean value of R, <Ri(t)>, for the bound motion 

on the GS. <RGS(t)> is plotted in fig. 2a and b for the two values of the CEP until the end of 

the exciting pulse. Also shown in Figure 2 are the time evolution of the only two components 

of the force which affect <RGS(t)> after the pulse, the term due the gradient,  (Eq.(14)), 

and the term due to the NAC coupling between the GS and S1,  (Eq.(15)). The 

internuclear distance, R, is defined as R = zLi – zH with the origin of the molecular frame 

attached at the center of mass and zLi >0, see Figure S1. A negative force corresponds to an 

R t( ) =
g

Ng

∑
i

Ne

∑ cgi t( )
2
Rg

ρgg ' =
i=1

Ne

∑ cgi
* t( )cg 'i t( )

Ri t( )
Ri t( )

Ri t( )

F τ ,V⎡⎣ ⎤⎦

Ri t( )

FVGS

F τ ,V⎡⎣ ⎤⎦GS−S1
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elongation of the bond, that is, an increase of R, while a positive force corresponds to a 

compression of the bond and a decrease of R.  

Right after the pulse is over, after 13.5 fs, one can see that the major component of the force is 

the non classical  term, which is of opposite sign for the two CEP values of the 

exciting pulse. There is an increase of <RGS(t)> after the pulse for the CEP=0 pulse and a 

decrease of <RGS(t)> for the CEP= . The value of the CEP therefore controls the phase of the 

vibrational motion on the GS. 

 

 
Figure 2. Time evolution of <RGS(t)> and of the two components of the force that control it, 

 (blue) and  (green) during and right after the pulse for the CEP=0 pulse (panel a) 

and the CEP=   pulse (panel b). Panels c) and d) long time evolution of the force terms and 

<RGS(t)> (red) (c) and <RS1(t)> (red) (d) as well as the two components of the force,  

and FV for CEP=0.  

 

F τ ,V⎡⎣ ⎤⎦GS−S1

Π

FV F τ ,V⎡⎣ ⎤⎦GS−S1

Π

F τ ,V⎡⎣ ⎤⎦GS−S1
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At longer times, the electronic coherence GS-S1 vanishes until its revival due to the recurrence 

of the wave packet on S1 at ≈ 84 fs. So the force for the GS is only due to the potential term, 

, which leads to oscillations of the bond distance with a period of ≈ 24 fs as shown in Figure 

2c for the CEP = 0 pulse. A similar behavior is obtained for the wave packet on S1, shown in 

Figure 2b, which oscillates with an 84 fs period.  

Heatmaps of the localization of the wave packet vs time on the excited electronic states S2, S3 

and S4 are plotted in Figure 3. These excited states are dissociative and therefore the 

contribution of the potential gradient, FV (black dotted line) to the force becomes negligible 

after the pulse. Then, the oscillating, non classical  S2-S3 and S3-S4 terms (blue and 

green dotted lines) dominate the total force (violet). Their effect is either to slow down or to 

increase the rate of motion of the wave packet on each potential curve, depending on their sign: 

a positive sign of the total resulting force decelerates the motion of the wavepacket (and plays 

the role of a friction term on the considered electronic state) leading to a plateau in <Ri (t)> , 

e.g., Fig.3a around 20 fs. When negative, this term leads to an acceleration of the wavepacket 

motion, i.e. Fig. 3g around 25 fs. The sign of the  terms also controls the direction of 

amplitude transfer, see Figure 6 below and Figure S6. 

 

FV

F τ ,V⎡⎣ ⎤⎦

F τ ,V⎡⎣ ⎤⎦
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Figure 3: Heatmaps of the time-dependence of localization of the wave packet on the excited 

electronic states S2, S3 and S4 vs time for the exciting pulse with a CEP=0 (panels a, b, c) and 

CEP=π (panels e,f,g).  <Ri(t)> is plotted in red thick line (right ordinate). The total force 

affecting the nuclei on electronic state is plotted in thick violet line (left ordinate). Its 

components are plotted in dotted lines,  in black and  for the two states involved 

in blue and in green. 

 

The effect of the  terms on the motion of the wave packet on the different electronic states 

is not limited to one cycle strong NIR pulses of different CEP. It can also be observed in the 

case of two photon excitation to the S2, S3 and S4 states with a short but several cycle VIS 2.6 

eV (476.9 nm) pulse (FWHM 4fs, E0 = 0.01 a.u.) for which there is no CEP effects and no 

control through the polarity of the excited electronic states. Here the control is obtained through 

the carrier frequency and pulse duration. As can be seen from Fig. 3, a significant population 

transfer occurs through NAC between the S4 state (which is optically bright) and the S3 state 

(which is darker) during the second half of the pulse, which leads commensurate amounts of 

FV F τ ,V⎡⎣ ⎤⎦GS−S1

F τ ,V⎡⎣ ⎤⎦
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population in the S1, S3 and S4 states at the end of the pulse. S2 is then populated through 

NAC with S3. 

 

 
Figure 4. Populations in the excited electronic states resulting from the excitation by a 4fs VIS 

2.6 eV pulse (E0 = 0.01 a.u.). There is no effect of the CEP but tuning the wavelength and the 

duration of the pulse allows controlling the populations in the excited electronic states. Note 

how the population in S2 that was essentially zero at the end of the pulse is rising due to the 

NAC between S3 and S2. 

 

Heatmaps of the localization of the wave packet vs time are shown in Figure 5 for the S2, S3 

and S4 states. Here too, one clearly sees that a positive total force (violet) decelerates the 

motion of the wave packet (in the first 5 fs for all three states) which the wave packet is 

accelerated by a negative value of the total force. Note that for the excitation by the VIS pulse, 

the total force in each potential curve are in phase. 
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Figure 5. Heatmaps of the localization of the wave packet on the excited electronic states S2, 

S3 and S4 for the exciting pulse VIS pulse of Figure 4.  <Ri(t)>  is plotted in red thick line. The 

total force affecting the nuclei in each electronic state is plotted in thick violet line. Its 

components are plotted in dotted lines,  in black and  for the two states involved in 

blue and in green. 

  

The key conclusion from the analytical results and the numerical examples discussed above is 

that the sign of the force also controls the direction of population tranfer. This strengthens the 

point already made in ref. 41. Clear additional evidence is provided in Figure 6 that shows the 

correlation between the population transfer in the excited states and the time-dependence of 

the force for both the LiH and LiT dynamics induced by the CEP=0 the one cycle NIR pulse 

in the 15 to 40 fs time interval. For the CEP=0 pulse, the population transfers essentially 

involve the S3 and S4 states, with the population in S2 slowly increasing in the second half of 

the time interval. The terms of the force for the S3-S4 interaction,  S3-S4 (red) and the 

two potential terms,  S3 (blue) and  S4 (violet), are plotted in Figures 6 c and d. As 

discussed for LiH in Figure 3 above, in the regions where the NAC terms are important, the 

 S3-S4 term is larger than the  terms and oscillates with the period of the S3-S4 

FV F τ ,V⎡⎣ ⎤⎦
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coherence, ≈ 25-20 fs. As indicated by the vertical dotted lines in Figure 6, when  is 

negative, that is, when the force leads to an acceleration of the wave packet motion (Figure 3), 

the population is transferred from S4 to S3. This transfer can be seen in Figure 3 b and c where 

one can observe a larger localization on S3 than on S4 in the heatmap, as well as in Figure 1a 

that shows the population dynamics. When  is positive, the transfer occurs in the opposite 

direction. The mass difference slows down the motion of the wave packet on the PEC for LiT, 

leading to a small dephasing in the oscillations of  (the extrema are delayed with respect 

to LiH) and a less efficient population transfer in LiT than in LiH between 15 and 25 fs. As the 

wave packets leave the NAC region, the energy difference between S3 and S4 increases which 

leads to a shorter period of the electronic coherence. The population transfer patterns for the 

CEP = π LiH and LiT dynamics as well is the force profiles are more complex because three 

states, S2, S3 and S4 are involved. They are plotted in Figure S6 of the SM. 

 

 

F τ ,V⎡⎣ ⎤⎦
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Figure 6: Correlation between the dynamics of population transfers between the S3 and the S4 

states for the CEP=0 LiH (panel a) and LiT (panel b) dynamics with the time profile of the 

force terms (LiH, panel c and LiT, panel d). The vertical dotted lines are drawn at the times 

when the S3-S4  term is zero. When the  is negative, population is transferred from 

S4 to S3 and in the reverse direction when it is positive. 

 

As shown in the previous figures, the force terms have complex time profiles and oscillate with 

both electronic and vibrational periods. Their periods can be directly probed in time by time 

resolved electric field spectroscopy, a novel kind of time-resolved spectroscopy that provides 

probing in time of the molecular emission dipole that has been recently developed, 42, 43 or by 

pump-probe transient absorption spectroscopy44, see also refs. 16, 18. The emission dipole is 

given by the mean value of the dipole, , 

  (17) 

It depends on both the electronic and the vibrational coherences as do the terms of the force. 

As is also the case for the force, the electronic part (second term on the rhs of Eq. (17)) reflects 

the electron-nuclei correlation. Note that the nuclear part of the dipole (first term on the rhs) is 

a direct probe of <R(t)> of a diatomic molecule, and that unlike the probing methods discussed 

above for <R(t)>, the time resolved emitted electric field due to the nuclear dipole is directly 

proportional to <R(t)> without requiring an a priori knowledge of the potential curves.  

We report in Figure 7a the total force and in figure 7b the emitted dipole for the CEP = 0 

dynamics in LiH (green) and LiT (red). In both panels and for both isotopomers, one 

distinguishes short periods of ≈ 1 fs and smaller, that correspond to the electronic transition 

frequencies between the GS and the excited states and between the S1 state and states S2, S3 

and S4 and slower periods of ≈ 20-30 fs that correspond to the transition frequencies between 

the states of the S2-S3-S4 manifold. On can also distinguish in Figures 7 a and b a much longer 

period of ≈ 84 fs for LiH and ≈ 124 fs for LiT, which correspond to the vibrational period of 

the S1 state. When the vibronic wave packet on S1 revisits the FC region after a vibrational 

period (see Figure 2d), there is revival of the GS-S1 electronic coherence that modulates this 

recurrence with a faster ≈ 1fs period.  

To disentangle the electronic and vibrational periods present in the total force, we show in 

Figure 7c the Fourier Transform (FT) of the total force computed for the full range of transition 

frequencies below the IP, from 0 to 8 eV. There are three massifs of peaks in the force power 

F τ ,V⎡⎣ ⎤⎦
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µ t( ) = Ψ t( ) µ̂ Ψ t( ) = f
gi
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2
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spectrum, two at high frequencies, at ≈ 3 eV and at ≈ 5- 6 eV and one below 1 eV. The peaks 

at ≈ 3eV correspond to the electronic transitions GS-S1 and S1 to S2, S3, S4 and the massif at 

5-6 eV to the transitions between the GS and the S2-S3-S4 states. Each massif is modulated by 

vibrational transitions in S1. Similar patterns are obtained for the FT of the dipole moment, see 

SM, Figure S7. The low frequency range of the force spectrum, below 1eV, corresponds to the 

vibrational coherences and to the electronic coherences between the states of the S2-S3-S4 

manifold which are commensurate. The inset of figure 7c zooms on the low frequency range < 

0.5 eV of two the non zero terms of the force after the pulse,  and , plotted in full lines 

and in dashes respectively. The sharp lines in shift upon isotopic substitution, which can 

therefore be used to distinguish between electronic and vibratioan periods. They correspond to 

the vibrational frequencies of the GS (≈25.5 fs, 0.16 eV for LiH and ≈ 38 fs, 0.10 for LiT) and 

of S1 (≈84 fs, 0.050 eV for LiH and ≈ 124 fs, 0.033 eV for LiT) and their harmonics since a 

non-stationary vibrational wave packet is formed in these two bound states upon excitation. 

The fundamentals are the same as those computed by the FT of the total dipole moment of the 

individual electronic states shown in Figure S8 of the SM and reported in Table S1. The 

spectrum of the  term is a broad peak in the range [0.1-0.3] eV common to both 

isotopomers. It corresponds to the electronic transition frequencies within the S2, S3 and S4 

manifold with a weak fine structure, more visible in the case of LiH.  The origin of this fine 

structure can be resolved using gated Fourier Transforms of  term for specific pairs of 

states for a short range [15,50] fs and for the full range [15,200] fs of the dynamics after the 

pulse, see Figures S9 and S10. The fine structure only appears in the long range spectra of the 

 terms that involve the S2 state, which is coupled to S1 in the FC region. Figure S11 

provides a detailed analysis of the spectra of the  and the  terms computed separately 

for the S1, S2, S3 and S4 states for the CEP = 0 LiH and CEP = π LiT dynamics.  

FV F τ ,V⎡⎣ ⎤⎦

FV

F τ ,V⎡⎣ ⎤⎦

F τ ,V⎡⎣ ⎤⎦

F τ ,V⎡⎣ ⎤⎦

F τ ,V⎡⎣ ⎤⎦
FV

https://doi.org/10.26434/chemrxiv-2024-rghs4 ORCID: https://orcid.org/0000-0001-7434-5245 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2024-rghs4
https://orcid.org/0000-0001-7434-5245
https://creativecommons.org/licenses/by-nc-nd/4.0/


 17 

  
Figure 7 a) The total force, Ftot (Eq.(9)), as function of time for the CEP=0 LiH (green) and 

LiT (red) dynamics. b) The total dipole moment (Eq.(17)) as a function of time.) c) the 

spectrum of the total force after the pulse as a function of frequency. Inset: the short frequency 

range of the spectra of the  and  terms that contribute to the total force after the pulse. 
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4. Concluding remarks 

We proposed an approach that includes exactly the role of electronically non adiabatic 

couplings and thereby allows for a detailed analysis of the force exerted by a vibronic wave 

packet. We presented numerically converged results for the wave packet built by multiphoton 

excitation of LiH and LiT with broad in energyCEP controlled NIR pulses and a VIS pulse. 

The total force, Eq.(3), is the sum of four components, two resulting from the dipole interaction 

that are proportional to the electric field profile, E(t), of the exciting pulse,  and  and 

two components that depend on the potential,  and . The second term in either 

contribution is due to the non adiabatic coupling t. The terms that depend on the dipole 

interaction allow tuning the force with the pulse parameters and control the subsequent 

dynamics. After the pulse, the electronic coherences govern the oscillations of the force term 

due to the non adiabatic interaction, . This force term plays the role of a friction for the 

motion of the wave packets on the different potential curves and competes with the  term, 

slowing down or accelerating the wave packet motion depending whether it is positive or 

negative. The sign of the  is also found to determine the direction of the population 

transfer between the two states that are non adiabatically coupled. A Fourier analysis of the 

time dependence of the force allows an identification of the electronic and vibrational 

components in the force spectrum, as well as the electronic and vibrational periods typical of 

the passage of the vibronic wavepacket in the regions of non adiabatic coupling. Shifts upon 

isotopic substitution can be used to identify the vibrational periods in the force spectrum. The 

frequencies of the force spectra are also found in the spectrum of the time dependent dipole 

moment, which corresponds to the emitted electric field. The emission dipole can be probed 

directly as recently demonstrated by F. Krausz and coworkers using field resolved spectroscopy 
42, 43 that allows probing electric field oscillations in real time in the THz to PHz range or by 

stimulated emission by a weak IR pulse as shown in ref. 18 for LiH and in ref 16 for a larger 

polyatomic molecule. New light sources open the way to time resolved Xray diffraction and 

electron diffraction which provide observables of the full density matrix.45-49 
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