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Hybrid quantum mechanics/molecular mechanics (QM/MM) simulations have be-

come an essential tool in computational chemistry, particularly for analyzing com-

plex biological and condensed phase systems. Building on this foundation, our work

presents a novel implementation of the Gaussian Electrostatic Model (GEM), a polar-

izable density-based force field, within the QM/MM framework. This advancement

provides seamless integration, enabling efficient and optimized QM/GEM calcula-

tions in a single step using the LICHEM Code. We have successfully applied our

implementation to water dimers and hexamers, demonstrating the ability to handle

water systems with varying numbers of water molecules. Moreover, we have extended

the application to describe the double proton transfer of the aspartic acid dimer in a

box of water, which highlights the method’s proficiency in investigating heterogeneous

systems. Our implementation offers the flexibility to perform on-the-fly density fitting

or to utilize pre-fitted coefficients to estimate exchange and Coulomb contributions.

This flexibility enhances efficiency and accuracy in modeling molecular interactions,

especially in systems where polarization effects are significant.
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I. INTRODUCTION

Hybrid quantum mechanics/molecular mechanics (QM/MM) calculations represents an

important tool in computational chemistry, especially for analyzing complex biological

systems and condensed-phase systems.1–3 These simulations combine quantum mechanics,

which treats electrons explicitly, with molecular mechanics, which uses force fields to model

larger-scale molecular interactions. This division is predicated on the assumption that not

all atoms in a system are equally critical for the process under investigation. Therefore, the

proper description of the MM region is often not given the attention it deserves.

In the traditional framework of QM/MM calculations, atom charges are often repre-

sented statically.4–6 This approach, while might be useful in many contexts, overlooks the

dynamic nature of atomic interactions, particularly in complex biological systems like en-

zymes. Therefore, it has become increasingly clear that considering the polarization effects

is crucial in accurately modeling enzymatic reactions within the QM/MM approach.7

QM/MM calculations that incorporate polarizable force fields represent a significant step

forward for achieving greater accuracy. The AMOEBA (Atomic Multipole Optimized Ener-

getics for Biomolecular Applications) force field, in particular, stands out due to its advanced

approach in modeling molecular interactions.1,8,9 The AMOEBA force field differentiates it-

self from traditional force fields by including atomic multipole terms and explicit polarization

effects.10,11 Atomic multipole terms allow a more realistic representation of the electrostatic

potential around atoms, going beyond the simple point charge model. This is crucial in

capturing the anisotropic effects. Additionally, the explicit inclusion of polarization means

that the AMOEBA force field can dynamically mimic the electron distribution in response

to the local electrostatic environment. Despite these advancements, there are still challenges

that need to be addressed. While adding explicit polarization improves the representation

of the MM environment, other effects are treated with functions that approximate various

terms, like Van der Waals forces, or not considered at all, such as charge transfer.1 Fur-

thermore, while the AMOEBA force field effectively models long-range electrostatics and

polarization, it struggles with short-range interactions due to the limitations of the point

multipolar approach. This approach gives rise to the charge penetration error, which arises

from the lack of accounting of the overlap of electron clouds at close distances, and requires

the consideration of their charge distributions for accurate modeling.12–15
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For that reason, advanced potentials have been developed. A recent technique involves

using many-body decomposition-based potentials, including MB-pol and MB-DFT, by pro-

viding a highly precise environmental representation through the explicit Coulomb and po-

larization embedding of the QM wavefunction and a many-body potential, eliminate the need

for additional functions or approximations in adaptive QM/MM calculations.16,17 Recently,

advanced models of the embedding environment have been proposed, such as the charged

quantum harmonic oscillators18 and the frozen density embedding19 (FDE). Another strategy

is to use advanced potentials that explicitly include one or more of the missing components

in the embedding environment. Examples include the effective fragment potential (EFP)

that covers exchange and charge transfer,20 the induced dipole model in the polarizable em-

bedding model,7 the fragment exchange potential,21 the QMFF,22 the exchange fragment

potential,23 QM:QM embedding approaches24, among others.

In this work, we introduce a new implementation of the Gaussian Electrostatic Model

(GEM) for QM/MM calculations. GEM is a polarizable force field that uses Gaussian

auxiliary basis sets (ABSs) to reproduce molecular electronic densities and calculates

individual contributions in a similar way to the symmetry-adapted perturbation theory

(SAPT).12,13,25–28 The GEM* version employs the same frozen molecular densities to cal-

culate Coulomb and exchange-repulsion contributions. The key distinction between this

new implementation and the previous one for QM/MM calculations,29 lies in the ability to

perform on-the-fly density fitting or to utilize pre-fitted expansion coefficients, the ability to

study systems larger than dimers, and a complete integration of the full QM/GEM potential

by combining a GEM implementation in TINKER-HP,30 with a modified version of Psi431

via LICHEM,32,33 resulting in increased efficiency and applicability.

The theoretical framework of GEM* and the QM/GEM* integration is detailed in the fol-

lowing section. Our implementation of GEM* in Psi431 enables the calculation of Coulomb

and exchange-repulsion interactions between the QM and MM regions. Additionally, we

have utilized Tinker-HP30 to model the Coulomb and exchange interactions within the MM

subsystem. Tinker-HP is also employed to calculate the polarization and Halgren’s attrac-

tive term for the entire system. Our implementation has been applied to model systems,

starting with water dimers and hexamers, as well as the aspartic acid dimer in a water box.

Subsequent sections present the computational details and the results obtained from these

applications. Our results include comparisons with QM/AMOEBA calculations, a QM/MM
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method that has demonstrated significant efficacy in studying various systems.8,9,34–37 The

final section discusses our conclusions derived from these studies.

II. THEORETICAL FRAMEWORK

The total energy in QM/GEM* calculations can be expressed as follows:

Etot = EQM + EGEM* + EQM/GEM* (1)

where the first term, EQM, is the total potential energy of the QM region. The second term,

EGEM*, corresponds to the total potential energy of the MM subsystem evaluated with GEM

and is defined as follows:

EGEM* = EGEM
Coul + EGEM

exch-rep + EGEM
pol + EAMOEBA

bonded + EmodHalgren
disp+CT (2)

where EGEM
Coul and EGEM

exch-rep are the Coulomb and exchange-repulsion contributions described

with GEM. EAMOEBA
bonded is the bonded contribution and EGEM

pol is the polarization term, which

can be calculated using electrostatic potential (ESP) derived charges,38,39 or Mulliken40

point charges to approximate the QM wavefunction. The last two terms employing the

same functional forms as AMOEBA. However, one important difference in GEM* is that

the permanent electric fields for the calculation of the induced dipoles are calculated with

the distributed multipoles obtained from the fitted densities.28 The charge transfer and

dispersion are approximated by fitting them together to the modified Halgren potential:

EmodHalgren
disp+CT = εAB

[
1.07R0

AB

RAB + 0.07R0
AB

]7
(3)

where RAB and R0
AB are the distance and the equilibrium distance between atoms A and

B and εAB is the depth of the potential well. GEM* uses only the attractive term of the

Halgren potential because repulsive interactions are already considered by the exchange-

repulsion term.

In GEM* fitted molecular densities, ρ̃(r), are expressed as an expansion of primitive

Cartesian Hermite Gaussian functions:

ρ̃(r) =
∑
k

ckΛ(r) (4)
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where the expansion coefficients, ck, for the approximate density may be obtained by mini-

mizing the following equation using some metric:

Eself = ⟨ρ(r)− ρ̃(r)|Õ|ρ(r)− ρ̃(r)⟩ (5)

Several operators can be employed including the overlap operator, the Coulomb operator

or the damped Coulomb operator. The minimization of equation (5) with respect to the

expansion coefficients leads to a linear system of equations:

∂Eself

∂cl
= −

∑
µ,ν

Pµ,ν⟨µν|Õ|l⟩+
∑
k

ck⟨k|Õ|l⟩ (6)

where Pµ,ν is the density matrix. Equation (6) may be used for the determination of the

coefficients by setting:

c = G−1j (7)

where

G = ⟨k|Õ|l⟩, j = Pµ,ν⟨µν|Õ|l⟩ (8)

In principle, G should be symmetric and positive definite. However, in practice, this matrix

often exhibits near singularities. Consequently, the process of diagonalization to derive its

inverse necessitates meticulous handling.41 Then, the approximate density, ρ̃(r), is used to

compute the Coulomb and exchange-repulsion terms:

EGEM
Coul =

∫
ρ̃A(rA)ρ̃B(rB)

rAB

dr +
ZAZB

rAB

+

∫
ZAρ̃B(rB)

rAB

dr +

∫
ZBρ̃A(rA)

rAB

dr (9)

EGEM
exch-rep = kexch

∫
ρ̃A(rA)ρ̃B(rB)dr (10)

where ZA,B represents the nuclei of atoms A and B and rAB is the distance between atoms

A and B and kexch is a proportionality coefficient.

The third term of the equation (1) is expressed in a similar way to equation (2):

EQM/GEM* = E
QM/GEM
Coul + E

QM/GEM
exch-rep + E

QM/GEM
pol (MM→QM) + E

QM/GEM
pol (QM→MM) + EmodHalgren

disp+CT (11)

However, there are some important differences. First, the Coulomb and exchange repulsion

terms are computed by evaluating the interaction between the electron density originating

from the QM region and the fitted density derived from GEM:

EGEM
Coul =

∫
ρA(rA)ρ̃B(rB)

rAB

dr (12)
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FIG. 1. General process to calculate the intermolecular QM/GEM* energy using the LICHEM

code.

EGEM
exch-rep = kexch

∫
ρA(rA)ρ̃B(rB)dr (13)

and second, the polarization of the QM region due to the presence of the MM region (third

term in Eq. 13 is explicitly included in the effective Hamiltonian.

Equations (12) and (13) can also be included in the effective Hamiltonian:

Ĥeff = Ĥcore + V̂GEM (14)

where:

V̂GEM =
∑
l

xl

∑
µν

⟨µν||l⟩+Kexch

∑
l

xl

∑
k

⟨k|Õ|l⟩ (15)

The fitting of the coeefficients xl can be carried out using either Cholesky decomposition or

Tikhonov regularization. A Lagrange multiplier is employed to guarantee that the density

correctly integrates to the desired number of electrons.

Equations (3), (9) and (10) have been implemented in Tinker-HP, while equation (14)

has been implemented in Psi4. The general process for calculating QM/GEM energies is

shown in Figure 1. The process begins with LICHEM, which is the central interface capable
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a) b) c)

d) e) f) g)

h) i) j)

FIG. 2. a) to j) Smith water dimers.

of coordinating the QM/MM calculations. The modified versions of LICHEM, Psi4 and

Tinker-HP are available at https://github.com/CisnerosResearch. The Psi4 code is used

to calculate the Coulomb and exchange-repulsion contributions between the QM and MM

regions, as well as to calculate the Mulliken charges. Alternatively, Gaussian42 can be used

to calculate ESP charges. The polarization term of the QM region due to the presence of the

MM region is implicitly evaluated when calculating the Coulomb interaction. We can decide

if we want to perform on-the-fly density fitting or to utilize pre-fitted coefficients, which

speeds up the process. The pre-fitted coefficients are obtained by rotating local coefficients,

which were calculated previously from the average molecular densities of 500 individual

water molecules.25

On the other side, Tinker-HP is used to calculate the Halgren attractive term, as well as

polarization of the MM region due to QM region employing the same functional forms as

AMOEBA but using GEM multipoles. To calculate the polarization energy, the Mulliken

or the ESP charges calculated are used to represent the QM region in the MM calculations.

Tinker-HP also calculates the Coulomb and Exchange interactions of the MM subsystem.

Finally, all these elements are combined to obtain the total intermolecular QM/GEM* energy

and force of the system.
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III. COMPUTATIONAL DETAILS

In this work, we studied various systems to assess the implementation of GEM for con-

ducting QM/MM calculations. Initially, we calculated the interaction energies of the ten

Smith water dimers43 (see Figure 2). These dimers are representative of systems with attrac-

tive and repulsive interactions. Each water molecule in these dimers follows the AMOEBA

internal geometry, characterized by an O-H distance of 0.9572 Å and an H-O-H angle of

108.5◦ (see Figure 3).

FIG. 3. AMOEBA water.

We utilized the SAPT(DFT) method, with the SAPT expansion truncated at the same

level of SAPT0, and DFT calculations as reference values. Both approaches were calculated

in Psi4 employing the ωB97X-D44 exchange-correlation functional and the aug-cc-pVDZ ba-

sis set. The interaction energies calculated with ωB97X-D/aug-cc-pVDZ45,46 were corrected

for the basis set superposition error (BSSE) using the counterpoise method.47 We deter-

mined the QM/MM interaction energies, treating one water molecule in the QM region and

the other in the MM region. We examined two possible scenarios for differentiating between

the QM and MM regions. That is, A-B and B-A dimers were taken into account. To bench-

mark our implementation, we included QM/MM interaction energies computed using the

AMOEBA force field for the MM region. Consequently, the QM/MM calculations were run

using the ωB97X-D/aug-cc-pVDZ//AMOEBA and ωB97X-D/aug-cc-pVDZ//GEM meth-

ods. In both scenarios, we considered two distinct charge schemes to represent the QM region

in the MM calculations, which is crucial for calculating the polarization of each dimer. The

first scheme employed Mulliken charges, calculated in Psi4, while the second scheme utilized

ESP charges, calculated in Gaussian 16.

Additionally, we evaluated six water hexamers (see Figure 4), which also have the

AMOEBA internal geometry (see Figure 3). To assess the total intermolecular QM/MM

energies, we explored all feasible combinations, ranging from 1 to 5 water molecules in
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a) b) c)

d) e) e)

FIG. 4. Hexamers. a) bag, b) book1, c) book2, d) cage, e) chair, f) prism

FIG. 5. di-aspartic acid dimer in a water box. Red lines represent water molecules.

the QM region, with the remaining molecules described in the MM region. We considered

the total intermolecular energy obtained with ωB97X-D/aug-cc-pVDZ, BSSE corrected,

as our reference values. Similar to the previous cases, two atomic charge schemes were

contemplated for representing the QM region in these systems.

Finally, our implementation was tested to describe the reaction energy of a double proton

transfer in a model aspartic acid dimer in water solution (see Figure 5). This model system

had been previously studied.32,48,49 For this system, we positioned the aspartic acid dimer

at the center of a 36× 36× 36 Å3 box, filled with 1,500 water molecules. Then the system
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was minimized using the AMOEBA force field and Tinker. To heat the system from 0 K, we

performed MD simulations increasing the temperature by 50K every 500 ps until reaching

300 K. This was followed by a 3 ns molecular dynamics simulation with Tinker-HP and the

AMOEBA force field to facilitate system equilibration.

With the system equilibrated, we selected a representative structure and optimized the

molecules within a 15 Å radius centered around the COOH groups of each aspartic acid

molecule. This structure was designated as the reactant (see Figure 8a). The aspartic dimer

is describe in the QM region and the water molecules in the MM region. To form the product,

we modified the optimized reactant by transferring protons between groups and then re-

optimized the structure (see Figure 8c). We performed a simple interpolation between the

reactant and product and optimized the path using the quadratic string method (QSM)

implemented in LICHEM.50 QM convergence criteria were: RMS deviation of 0.001 Å, RMS

force of 0.025 Hartree/Bohr and maximum force of 0.05 Hartree/Bohr. MM convergence

criteria were: RMS deviation of 0.1 Å and RMS force of 0.1 kcal/mol Å. For the QM

region, we employed the ωB97X-D functional with the 6-311G(d,p) basis set,51 utilizing the

Gaussian16 code. The MM region was characterized using the AMOEBA force field and

Tinker 7 code.11,52,53 For the optimized path, single-point calculations were conducted in

each bead using our GEM implementation. In both cases, the polarization was calculated

using ESP charges to represent the QM region.

IV. RESULTS AND DISCUSSION

Water dimers. In this work, we compared the computational methods ωB97X-

D//AMOEBA and ωB97X-D//GEM for estimating interaction energies in the ten Smith

water dimers, in order to assess their accuracy against SAPT(DFT) and ωB97X-D refer-

ence values. We calculated QM/GEM energies from electronic densities generated using

pre-fitted coefficients and calculated on-the-fly. Two different schemes, denoted as Mulliken

charges and ESP charges, were used to represent the molecule in the QM region within the

MM region.

The results in Figure 6a and 6b show QM/GEM values calculated by using pre-fitted

densities, however, comparable results were obtained by using on-the-fly calculated densities

(see Figures S1-S2 and Tables S1-S4). In Figure 6a, the ωB97X-D/GEM (ESP) method
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FIG. 6. Interaction energies (left) and deviations (right) for the ten Smith water dimers. a) and

b) show the two different options for the selection of QM region. Mull and ESP represent Mulliken

and electrostatic potential derived charges, respectively.

had the lowest mean absolute error (MAE) of 0.29, closely followed by ωB97X-D/GEM

(Mulliken) with an MAE of 0.38 compared to the SAPT reference values. The ωB97X-

D/AMOEBA methods showed a higher MAE, being 0.66 and 0.56 when using Mulliken

charges and ESP charges, respectively. These results suggest that the ωB97X-D/GEM

method is more accurate and consistent in replicating the reference energies provided by

SAPT.

When comparing the same methods with the ωB97X-D reference value set, similar re-

sults were observed in terms of accuracy. The QM/GEM method maintained the smallest

difference compared to the reference values, with MAE of 0.41 for the Mulliken and ESP

charge schemes. On the other hand, the ωB97X-D/AMOEBA methods had MAEs of 0.54

and 0.44 for the same schemes.

Figure 6b shows the results when the molecule selection in the QM region is reversed.

In comparison with the SAPT reference values, the QM/GEM (ESP) method demonstrated
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the highest accuracy, with an MAE of 0.16. This result was considerably lower than those

obtained by the other methods (0.33, 0.48 and 0.75 for ωB97X-D/GEM (Mulliken), ωB97X-

D/AMOEBA (ESP) and ωB97X-D/AMOEBA (Mulliken), respectively), suggesting that

QM/GEM (ESP) might be the most reliable for estimating interaction energies in water

dimers under the studied conditions.

In the same evaluation using ωB97X-D calculations as reference values, a similar trend was

observed. The QM/GEM (ESP) method maintained superiority in terms of accuracy, with

an MAE of 0.31, although with a reduced difference compared to the other methods (0.40,

0.35 and 0.62 for ωB97X-D/GEM (Mulliken), ωB97X-D/AMOEBA (ESP) and ωB97X-

D/AMOEBA (Mulliken), respectively) compared to the previous analysis. It is noteworthy

that the MAE for the ωB97X-D/AMOEBA (Mulliken) and ωB97X-D/AMOEBA (ESP)

methods decreased compared to the SAPT reference, indicating a relative improvement in

accuracy when using ωB97X-D as a reference.

Combining the results in Figures 6a and 6b, the ωB97X-D/GEM (ESP) method again

presented the lowest MAE with respect to SAPT, with a value of 0.22, indicating a high con-

cordance with the reference values. This suggests that the ωB97X-D/GEM (ESP) method

is the most accurate of the evaluated methods for predicting the interaction energies of

water dimers compared to the values obtained by SAPT. Similarly, when compared with

the ωB97X-D reference values, the ωB97X-D/GEM (ESP) method showed the lowest MAE,

with a value of 0.36, suggesting good accuracy, although slightly inferior to that observed

when compared with SAPT.

Water hexamers.

The results related to the total interaction energies for the hexamers using the ωB97X-

D/AMOEBA and ωB97X-D/GEM methods for the different QM/MM combinations are

shown in Figure 7. The mean absolute errors (MAE) and the standard deviations compared

to pure QM calculations are shown in Tables S3 and S4. These values are complemented

by a graphical representation in Figures S3 to S8, providing an easier visualization of the

variations and trends observed in the data.

In the bag hexamer, the ωB97X-D/GEM (ESP) method shows the best accuracy, espe-

cially in the combination with the majority of water molecules in the QM region (denoted as

5/1), where the MAE is 1.14 kcal/mol. On the other hand, the ωB97X-D/AMOEBA (Mull)

method presents the highest MAE values in several combinations, indicating lower accu-
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FIG. 7. Violin plots comparing ωB97X-D//AMOEBA and ωB97X-D//GEM calculations for the

different QM/MM combinations of the six water hexamers. The dashed horizontal lines in black,

red, and green represent ωB97X-D-pure, AMOEBA-pure, and GEM-pure calculations, respectively.
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racy compared to other methods. Regarding standard deviations, the ωB97X-D/AMOEBA

(ESP) and ωB97X-D/GEM (ESP) methods show less variability in most combinations, sug-

gesting greater consistency in their predictions. Conversely, the ωB97X-D/GEM (Mull) and

ωB97X-D/AMOEBA (Mull) methods present the highest standard deviations in several

combinations, indicating greater dispersion in the results and, therefore, less reliability.

For the book1 hexamer, the ωB97X-D/GEM (ESP) method shows the lowest MAEs for

most combinations, suggesting greater accuracy in estimating interaction energies compared

to other methods. It is particularly outstanding in the 5/1 combination, where the MAE

is 0.87 kcal/mol. On the other hand, the ωB97X-D/AMOEBA (Mull) and ωB97X-D/GEM

(Mull) methods tend to have higher MAEs, indicating less accuracy. This is particularly

evident in the 3/3 and 2/4 combinations, where the MAE values are the highest among all

methods and combinations. The ωB97X-D/AMOEBA (ESP) and ωB97X-D/GEM (ESP)

methods show the lowest standard deviations in the 1/5 and 5/1 combinations, indicative

of greater consistency in these configurations. In contrast, the ωB97X-D/AMOEBA (Mull)

and ωB97X-D/GEM (Mull) methods show the highest standard deviations, especially in the

3/3 combination, suggesting greater variability in the results obtained with this method.

For the book2 hexamer, the ωB97X-D/GEM (ESP) and ωB97X-D/AMOEBA (ESP)

methods generally present lower MAE values compared to their Mulliken counterparts.

Specifically, the ωB97X-D/GEM (ESP) method in the 5/1 combination stands out for having

the lowest MAE of 0.72 kcal/mol, suggesting high accuracy in this configuration. In contrast,

the highest MAE values are observed in the QM/AMOEBA (Mull) method, particularly in

the 3/3 and 2/4 combinations. Regarding Standard Deviations, the ωB97X-D/AMOEBA

(ESP) and ωB97X-D/GEM (ESP) methods show generally lower values than the Mulliken

counterparts. This indicates greater uniformity in the results obtained using these methods,

especially in combinations such as 5/1 and 1/5. It is interesting to note how combinations

with a higher proportion of molecules in the MM region, such as 5/1 and 1/5, tend to present

not only lower errors, but also lower variability compared to more balanced combinations

such as 3/3. and 2/4.

For the cage hexamer, the ωB97X-D/GEM (ESP) method stands out for having the low-

est errors in all combinations, especially in the 5/1 combination, where the MAE of 0.64

kcal/mol is notably lower than in other methods. This suggests high accuracy and reliability

in the predictions of ωB97X-D/GEM (ESP), particularly when most of the water molecules
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are located in the QM region. Conversely, the ωB97X-D/AMOEBA (Mull) method consis-

tently shows the highest MAEs, indicating lower accuracy in its predictions. The 2/4 and

3/3 combinations are particularly notable in this regard, with MAEs exceeding 11 kcal/mol.

Regarding standard deviations, we find that methods using Mulliken charges show greater

variability in their results compared to those using ESP charges. This is evident in combi-

nations like 2/4 and 3/3, where the standard deviations for the ωB97X-D/AMOEBA (Mull)

and ωB97X-D/GEM (ESP) methods exceed 2 kcal/mol. In contrast, the ωB97X-D/GEM

(ESP) and ωB97X-D/AMOEBA (ESP) methods maintain lower standard deviations, indi-

cating greater consistency in their measurements.

With respect to the chair hexamer, we observe that the ωB97X-D/AMOEBA (Mull)

method shows the highest MAEs in all combinations. On the other hand, the ωB97X-

D/GEM (ESP) method tends to have lower MAEs, especially in the combination with more

water molecules in the QM region (5/1), where the MAE is only 0.46 kcal/mol, suggest-

ing greater accuracy in this configuration. Regarding standard deviations, the results also

vary significantly between methods and combinations. The ωB97X-D/AMOEBA (Mull)

and ωB97X-D/GEM (Mull) methods tend to show higher standard deviations in combi-

nations with a more balanced distribution of molecules between the QM and MM regions

(2/4, 3/3, and 4/2), indicating greater variability in their predictions. In contrast, ωB97X-

D/AMOEBA (Mull) and ωB97X-D/AMOEBA (ESP) show pretty lover standard deviations

for combinations with one molecule in the MM region (1/5) and one molecula in the QM

region (5/1) regions, indicating greater consistency.

In the prism hexamer, the ωB97X-D/AMOEBA (ESP) and ωB97X-D/GEM (ESP) meth-

ods showed lower MAEs compared to the ωB97X-D/AMOEBA (Mull) and ωB97X-D/GEM

(Mull) methods, suggesting greater accuracy in their predictions. Specifically, the combina-

tion with the majority of molecules in the QM region (5/1) calculated with ωB97X-D/GEM

(ESP) show an MAE of 1.40 kcal/mol. On the other hand, when observing standard de-

viations, the ωB97X-D/AMOEBA (ESP) and ωB97X-D/GEM (ESP) methods also showed

lower values compared to the Mulliken-based methods (ωB97X-D/AMOEBA (Mull) and

ωB97X-D/GEM (Mull)).

Generally, the results for the Mean Absolute Errors (MAE) and standard deviations in

the analysis of ωB97X-D/MM interaction energies in the six water hexamers reveal sig-

nificant differences in the performance of the four evaluated methods. We observe that
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methods including Mulliken charges exhibit larger errors, while those including ESP charges

show smaller errors. The ωB97X-D/GEM (ESP) method consistently proves to be more

accurate in all studied hexamers (bag, book1, book2, cage, chair, prism). This is evidenced

by the lower MAEs, particularly in configurations where the majority of water molecules

are located in the QM region. This higher accuracy indicates that ωB97X-D/GEM (ESP)

is more reliable for predicting interactions and energies in these complex systems. In con-

trast, the ωB97X-D/AMOEBA (Mull) method shows significantly lower accuracy, reflected

in the highest MAEs in various combinations. The ωB97X-D/AMOEBA (ESP) and ωB97X-

D/GEM (ESP) methods not only surpass in accuracy but also in consistency. They present

lower standard deviations compared to the Mulliken-based methods, indicating that their

results are more reproducible and reliable across different molecular configurations. Never-

theless, the spread of the errors is still significant, this spread is due to the approximation of

the polarization calculation in LICHEM, which involves a partial self-consistent polarization

approach. The spread of the errors is expected to be reduced with a fully self-consistent

polarization approach.54

Computation times for the evaluation of Coulomb and exchange interactions for the hex-

amer systems calculated with Psi4, using pre-fitted densities and on-the-fly density fitting

on a desktop computer using a single core of an 11th Gen Intel(R) Core(TM) i7-11700 @

2.50GHz and 70 GB of RAM are shown in Figure S3. Generally, both methods exhibit an

increase in average time as the size of the QM region expands. However, the results reveal

a significant difference in average times between the two methods. The on-the-fly density

fitting method demonstrates higher average times compared to the method using pre-fitted

densities across all combinations. The most pronounced difference is observed in the 1/5

combination, where the difference is approximately an order of magnitude. These values in-

dicate that using pre-fitted densities substantially enhances performance, particularly when

the number of molecules in the MM region is larger.

Double Proton Transfer in di-Asp. Figure 8 shows the results for a double pro-

ton transfer in a model aspartic acid dimer. We have employed ωB97X-D/AMOEBA and

ωB97X-D/GEM, to calculate the relative energies along the reaction coordinate. It is ob-

served that both methods show a generally similar trend in the evolution of these relative

energies in relation to the reaction coordinate.

From the perspective of the energy of the reactants, we identified that the energy of the
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FIG. 8. Double proton transfer in a model aspartic acid dimer. a) to c) Reactant, Transition state,

and Product structures, respectively. d) Energy profile from the reaction coordinate.

transition state is 12.31 kcal/mol and 12.81 kcal/mol for ωB97X-D/AMOEBA and ωB97X-

D/GEM, respectively. On the other hand, the energy associated with the product was

calculated to be 3.97 kcal/mol and 4.39 kcal/mol for each method. These results indicate

that, at a quantitative level, there is an agreement between both methods in terms of the

description of the proton transfer process.

Furthermore, it was noted that the differences in relative energies between both methods

vary slightly along the reaction coordinate, with a maximum difference of 0.61 kcal/mol.

This discrepancy is considered reasonable when compared to the absolute values of the

relative energies. This pattern suggests that, although there are some numerical differences

between the methods, together, they offer a coherent perspective on the relative energy in

the studied system. Therefore, these results demonstrate the feasibility of applying ωB97X-

D/GEM calculations in more complex systems, extending their use beyond dimers and water

hexamers, and indicate the potential of these methods for exploring similar phenomena in

more complex systems.
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V. CONCLUSIONS

In the present work we have successfully implemented the Gaussian Electrostatic Model

(GEM) to carry out QM/MM calculations in a seamless manner. This new implementation

improves accessibility for the study of complex molecular systems. A key feature of this

new implementation is the flexibility to calculate on-the-fly density fitting or use pre-fitted

coefficients. This allows for an optimal balance between efficiency and accuracy. Our results

show greater accuracy when using electrostatic potential (ESP) derived charges instead of

Mulliken charges to represent the QM region in MM calculations. The ωB97X-D/GEM

(ESP) method demonstrated superior performance compared to the ωB97X-D/AMOEBA

(ESP) method in estimating the interaction energy in water dimers, when compared to the

reference values of SAPT(DFT) and ωB97X-D. Furthermore, our results with water hexam-

ers suggest that the ωB97X-D/GEM (ESP) method achieves a favorable balance between

accuracy and consistency in various QM/MM combinations. The successful application of

the method to the aspartic acid dimer exemplifies its effectiveness in the analysis of hetero-

geneous systems. This versatility will allow it to expand its applicability to describe complex

biological and chemical interactions. Our work not only advances the field of computational

chemistry but also lays the foundation for future developments.

SUPPLEMENTARY MATERIAL

Supplementary material is available online in PDF format, including details about indi-

vidual energy contributions for water dimers, CPU times, mean absolute errors, and standard

deviations for water hexamers. Input files for sample systems are also provided in a ZIP file.
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