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Abstract 

 The presence of Activity Cliffs (ACs) has been known to represent a challenge for QSAR 

modeling. With its data high dependency, Machine Learning QSAR models will be highly 

influenced by the activity landscape of the data. We propose several extended similarity and 

extended SALI methods to study the implications of ACs distribution on the training and test sets 

on the model’s errors. Non-uniform ACs and chemical space distribution tends to lead to worse 

models than the proposed uniform methods. ML modeling on AC-rich sets needs to be analyzed 

case-by-case. Proposed methods can be used as a tool to study the dataset, with random and 

uniform splitting being the better overall data splitting alternatives. 

 

Keywords: chemical space; drug design; similarity; extended similarity; activity cliffs; structure 

activity relationships 

  

Introduction 

 The existence of highly similar compounds with a large difference in bioactivity has been 

pointed out in medicinal chemistry for several decades.1 The term Activity Cliffs (ACs) has been 

adopted to describe pairs of molecules that exhibit this behavior, as shown in Figure 1’s 

example.1,2 ACs break the “similar molecule have similar properties” principle3, making them of 

special attention in Quantitative Structure Activity Relationship (QSAR) modeling since it 

represents a challenge to overcome.4 The analysis of large datasets with presence of ACs has 
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brought up the concept of activity landscape. Activity landscapes are dependent on the chemical 

space representation used for the compounds, similarity definition, and the activity essay to 

measure the bioactivity for a certain target. 4,5 

  

Figure 1. Structures of an activity cliff example for blood coagulation facto Xa inhibitors. 6 

Several quantitative approaches have been proposed to study ACs. Structure-Activity Similarity 

(SAR) maps were one of the earliest methods to identify activity cliffs in data sets by plotting 

molecular similarities in the X-axis and difference in potency the Y-axis of all possible pairs in 

the set.7 In SAR maps the points located in the upper right quadrant (large similarity, large 

activity difference) will correspond to activity cliffs and points in the lower right quadrant to a 

smooth landscape (large similarity, low activity difference).7,8 The Structure-Activity Landscape 

Index (SALI), shown on equation 1, is a straightforward method that generates a SALI matrix 

were the activity cliff can be identified by finding the largest values.9 Another index is the 

Structure-Activity Relationship Index (SARI) that uses a potency weighted and average potency 

differences for pairs to identify continuous, discontinuous, and heterogeneous SARs. 10 

𝑆𝐴𝐿𝐼(𝑖, 𝑗) =  
|𝑃𝑖−𝑃𝑗|

1−𝑠𝑖𝑚(𝑖,𝑗)
                                                  [1] 

 All these well stablished methods require pairwise comparisons between all the 

molecules in the set, but this can quickly become very computationally demanding for large 
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datasets. Recently, eSALI, equation 2, was introduced to alleviate this problem.11 eSALI uses the 

extended similarity (eSIM) framework to obtain an index that quantifies the similarity of the 

whole set in a linear scaling way12,13 and the differences between each property and the average. 

In this way the calculation of eSALI will scale as O(N), providing a fast and computationally 

cheaper way of quantifying the activity landscape roughness. 11 

𝑒𝑆𝐴𝐿𝐼(𝑖) =  
1

𝑁
∑

|𝑃𝑖−𝑃̅|

1−𝑠𝑒
                                                  [1] 

The upswing of Machine Learning has also impacted the QSAR modeling. Since 

Machine Learning QSAR models are dependent on the training data, those models will be highly 

affected by the activity landscape of the data, and can often deliver underwhelming results.4,14 

Despite the detriment of ML due activity cliffs presence in the data, the issue has been 

understudied. Up until recently, the Roughness Index (ROGI) was proposed to quantify the 

roughness of the activity landscapes in data sets by monitoring the loss in dispersion when 

clustering with increasing thresholds. ROGI was found to correlate with the error of ML models, 

supporting that high presence of activity cliffs will result in less accurate ML predictions. 14 A 

recent study benchmarked the performance of several ML and Deep Learning (DL) algorithms 

on activity cliffs and tried to find new direction on how to address the issue. AC-heavy sets were 

clustered and then stratified split (based on if the molecule was part of an AC) into test and train 

sets. Results concluded that both ML and DL models struggle with ACs, even after doing the 

above-mentioned splitting, and to be highly dataset dependent; making it not possible to give a 

consensus on the AC effect on the model types. 15 

 In this work we use eSIM indices and eSALI frameworks to explore the effect of the data 

train/test split affects in the performance in traditional Machine Learning bioactivity regression 

models. The splitting approaches evaluate splits based on chemical space (only structural) and 

activity landscape regions and are compared to the traditional randomized splitting.  

Methods 

Datasets 

We used CHEMBL datasets for 30 different molecular targets. Curated data was sourced from 

van Tilborg et al. 15 Each set consisted of SMILES string had an associated Ki or EC50 value. For 
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each molecule MACCS and ECFP4 (bond radius = 2) binary fingerprints were computed using 

RDKIT. 16   

Data splitting methods 

Several train/test data splitting methods were tested. Most of them are based on the 

eSIM12,13 and eSALI frameworks.11 A few concepts of eSIM and eSALI need to be explained for 

better understanding of the data splitting methods.  

 Extended similarity performs the column-wise summation of the fingerprints, ∑ =

[𝜎1, 𝜎2, … , 𝜎𝑀]. To then classify each column as a 1-similarity, 0-similarity or dissimilarity counter 

based on a threshold 𝛾. Posterior to the classification any similarity index (i.e. Jaccard-Tanimoto, 

Russell-Rao, etc.) can be transformed using a weighting function, with |2𝜎𝑘 − 𝑁| as independent 

variable, this will take into count partial similarity or dissimilarity of the columns. All mentioned 

steps scale O(N), making eSIM a fast quantitative measure of the similarity of the whole set.12,13 

If one molecule is taken out from the set and eSIM is applied, the yielded value will correspond 

to the complementary similarity of the taken molecule. This step can be done rapidly; we only 

need to subtract the fingerprint of the molecule from the column-wise vector that was calculated 

in the first step. The complementary similarity will give information on how similar that 

molecule to the rest of the set was, low-complementary eSIM molecules will be medoids of the 

set and high- complementary eSIM outliers.17 Molecules can be sorted based on the 

complementary similarity value, making it possible to explore the chemical space in many 

different ways. 18 eSIM can be used as a loss function (maximize or minimize, depending on the 

task) to pick molecules to increase or decrease diversity starting from an initial molecule. When 

minimizing, we perform what we call diversity selection. 13  

 The eSALI corresponds to a quantitative measurement of the activity landscape 

roughness of a whole set.11 However, it can also be used as a loss function to pick molecule from 

a set. When maximizing eSALI, presence of activity cliffs will be favored. The algorithm will 

start with one desired molecule and then from the remaining molecules will add the one that 

yields the highest eSALI value. In cases where ACs are not wanted, eSALI should be minimized, 

what we call anti-eSALI.   
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 The following eight selection methods were used to pick 20% of the molecules in each 

set as test set. In all methods that required similarity calculations the eSIM version of the 

Jaccard-Tanimoto19,20 (JT) index was used. 

- Random: randomized selection using the random21 python module.  

- Medoid: selecting the molecules with the lowest complementary eSIM.  

- Uniform: sorting molecules by increasing eSIM, then separating them into five batches. 

In their original batch order, molecules are picked alternating batches, starting from the 

lowest complementary eSIM batch to the highest.   

- Diverse: medoid (highest complementary eSIM molecule) is identified, then a screen is 

done to add the molecule that will give the smallest eSIM value. Repeated until desired 

number of molecules is selected. 

- Kennard-Stone22: same process as diverse selection but starting from the two furthest 

points away from each other.  

- eSALI: starting from the medoid, then a screen is done to add the molecule that will give 

the largest eSALI value. Repeated until desired number of molecules is selected. 

- Anti-eSALI: starting from the medoid, then a screen is done to add the molecule that will 

give the smallest eSALI value. Repeated until desired number of molecules is selected. 

- bSALI: separated into five batches based on eSALI method, then the molecules from 

each batch are resorted taking one molecule from each batch in the order they are in the 

batch. 

The remaining 80% was used as a pool to pick the training set. Several training sets were 

picked to observe the effect of size of it. Training sets were picked in increases of 10% starting at 

10%, picks were done with all the methods for all remaining pool after the test set, having all the 

possible methods combinations. 

These sampling techniques can be found in: 

https://github.com/mqcomplab/MultipleComparisons.   

Modeling 

 With all the possible combinations of train/test splits explained, five classic ML 

algorithms were used to build regression models: Random Forests (RF)23, k-Nearest Neighbors 
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(kNN)24, Support Vector Machines (SVM)25, Gradient Boosting Machine (GBM)26 and Multiple 

Layer Perceptron Neural Networks (MLP)27. Models were built with MACCS28 and ECFP429 

representations, except for MLP, where only ECFP4 was used. All models were constructed with 

the scikit-learn30 Python module. The used hyperparameters for each case were the ones reported 

by van Tilborg et al.15 Model accuracy was evaluated based on Root Mean Squared Error 

(RMSE)31.  

Results and discussion 

 On first instance, we analyzed the results of the models trained on data splitting using the 

same selection methods for the test and training sets. On Figure 2, we can see the average RMSE 

of all the models that used that selection methods. It can be appreciated how the eSALI method 

has the highest errors at any training set size, this makes sense since the test set is enriched in 

ACs. As naturally though, for all the methods the RMSE decreases with the size of the training 

set, except for the anti-eSALI method. This method is going to have a very low population of 

activity cliffs in the test set, then from the remaining pool at small percentages the presence of 

ACs in the training set will be also small. As the training set size increases the more ACs will be 

present because of the nature of the anti-eSALI selection method, leading to higher errors.    

 The diversity selection method is the second that performs the worst overall. The test set 

in this case will be a highly diverse set, that is hard to predict with low training data, and still a 

hard task when more training data is available. The same trend is observed with Kennard-Stone 

method, which is just a variant of diversity selection with different initialization. Medoid 

selection has a similar performance to random selection at small training data sizes, choosing the 

medoids (molecules that are the most similar to the rest of the set) benefits in this scenario. When 

the full rest of the data the performance is decent, the fourth lowest RMSE average. The bSALI 

method also shows promising results for when all the rest of the data is used for training; the 

selection method assures a uniform distribution of ACs in the data splitting. Similarly, uniform 

has this behavior, but in this case assuring a uniform distribution of the molecules from the 

different sectors of the chemical space. Despite all of this, the random data splitting remains very 

robust, being only surpassed in the low percentages cases by the anti-eSALI (with this changing 

after 50% of the available data is used). However, the excellent performance of anti-eSALI 

below 50% indicates that this sampling method could be useful in the low-data scenarios that are 
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relatively common in drug-design applications.32,33 Additionally, the good performance of the 

uniform sampling can be seen as an alternative to random sampling, in cases where a 

deterministic separation between training and test sets is needed (e.g., in order to guarantee better 

reproducibility). 

 

 

Figure 2. Average RMSE by selection method of the bioactivity ML models against percentage 

(of the 80% pool) used as a training set on the predictions of the test set (20%) selected by the 

same method. 
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Figure 3. Average RMSE by database and using the same splitting method for the training set 

and test set.  

 Figure 3 shows the average RMSE by database and splitting method. In most databases 

the average trend, observed in Figure 1, is preserved; medoid, anti-eSALI and random are the 

methods with lowest RMSEs. Particular observations, like in CHEMBL2835_Ki and 

CHEMBL4203_Ki, support the idea that ML modeling is a case-to-case problem; these datasets 

show different results. In the first case we see that medoid and anti-eSALI have significant lower 

errors than random selection; in the latter case, the anti-eSALI method is the worst performing 

one. Other studies have also concluded that the best performing data splitting algorithm is data 

dependent and highly influenced by the data size34; which also comes to an agreement since 

CHEM2835_Ki is the smallest dataset used. The average RMSE by model is shown in Figure 4. 

The trends remain almost the same across the five ML algorithms, average RMSE values almost 

do not change with the algorithm. Once again, anti-eSALI and random provide the better results, 

while eSALI, diverse, and Kennard-Stone result in larger errors across the board.  
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Figure 4. Average RMSE by Machine Learning model and same splitting method for the 

training set and test set. 

 It is important to mention that the proposed splitting methods will be highly 

influenced by representation, the similarity values can change from fingerprint to fingerprint. To 

analyze this, Figure 5 shows the average RMSE by fingerprint representation. In these particular 

cases the representation does not have a very high influence on the errors, one possible 

explanation might be that both correspond to binary fingerprints. In other works, differences 

between binary fingerprints and continuous descriptors were found in ML errors, but not 

between binaries (MACCS and ECFP). 15 Based on these reports, we anticipate that other 

representations will have more influence on the results14,15, with the proposed selection methods 

being potentially dependent on the selected representation.  
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Figure 5. Average RMSE by fingerprint type and same splitting method for the training set and 

test set. 

 

To further analyze the effect of ACs in the ML models, mixes between test and train 

selection methods were done (Fig. 6 shows the mean RMSEs). Literature has reported algorithms 

that show slight improvement in data splitting compared to random in RF models, the key to the 

reported method is the ability to match the distribution of the whole data and between the 

subsamples.35 As such, the diagonal of Figure 6 has lower RMSEs, since both subsets were 

selected by the same method, the distributions might be similar. This underlies a key principle at 

the time of preparing a training set: the closer the distribution of species between the training and 

test sets, the better the performance of the model.  

We can see that when selecting the test set with eSALI, in theory the test set with the 

roughest activity landscape, the rest of methods struggle overall. Even though anti-eSALI-

selected test sets have the smoothest activity landscapes, this would leave a very rough landscape 

for the training set, provoking not so good models with the other selection methods. Models with 

bSALI-selected test sets have lower RMSEs than the other two eSALI based methods, this 
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supports the idea that is important to have similar roughness both on the test and train set.15 By 

looking at the results, the models have lower errors when the test set is chosen randomly or with 

uniform selection. Another important note is that anti-eSALI selected training set methods have 

the highest errors, no matter what the test set method was. This means that the presence of ACs 

in the training set is crucial for the model performance. With this mixing exercise, it can be 

concluded that the random, uniform, and bSALI splitting still yield better models on average 

than any of the other methods. That is, having diversity of the different regions of the chemical 

space on both test and training is key to training a good model. 

 

Figure 5. Average RMSE by splitting method used for training set (of the 80%) and method for 

test set (20%). 
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Conclusions 

 Activity cliffs are a challenging hurdle to overcome in ML bioactivity modeling. With the 

presented data splitting algorithms, we explored the behavior of typical ML algorithms in the 

presence of ACs. Presented models, on average, do not display many differences the errors with 

the different ML algorithms nor binary fingerprint type, the data splitting method shows a higher 

influence. High disparity in the number of ACs in the test/train sets lead to higher error in the 

bioactivity predictions overall. Random splitting performed very well overall, across different 

representations, ML methods, and datasets. Similarly, the uniform and bSALI methods show 

better performance than the others when choosing the training sets with them in cases where the 

test set was chosen with other methods, recalling the importance of representativity of regions of 

chemical space and activity roughness.  The case-by-case nature of the activity landscape 

influence on ML models does not allow to generalize a better splitting method, at least of the 

ones in this study. More approaches need to be developed to study possible directions on how to 

manage ACs in ML.  
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