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In this work, we systematically investigate the mechanisms underlying the photon frequency-dependent rate modifi-
cation of ground-state chemical reactions in an optical cavity, as well as the effects of the collective coupling of two
molecules to the same cavity photon mode. Our analysis is grounded in a symmetric double-well description of the
molecular potential energy surface. To obtain reaction dynamics, we employ a numerically exact open quantum system
approach, namely, the hierarchical equations of motion in twin space with a matrix product state solver. Our results
reveal that the reaction rate can be modified when the cavity frequency closely matches the transition energy between a
pair of vibrational eigenstates. This modification arises due to the opening of a cavity-induced intra-molecular cotun-
neling pathway, and the extent of rate modification is determined jointly by several kinetic factors. For an anharmonic
molecular system with multiple vibrational transition energies, we predict the possibility of observing multiple peaks in
the photon frequency-dependent rate profile. Increasing the light-matter coupling strength not only enhances the inten-
sity and the width of the peaks in the rate profile but may also lead to the fusion of two nearby peaks. Furthermore, we
find that when two identical molecules are simultaneously coupled to the same resonant cavity mode, an intermolecular
reaction channel is activated, contributing to a further alternation in the reaction rate. It is worth emphasizing that, the
rate modification due to these intramolecular and intermolecular cavity-promoted reaction pathways remains unaffected
regardless of whether the molecular transition dipoles are aligned in the same or opposite direction as the light polariza-
tion. This suggests that the cavity-induced rate modification can persist in an isotropically disordered system, differing
inherently from the influence of direct intermolecular dipolar interaction, which shows an opposite rate modification
tendency in these two dipole orientations.

I. INTRODUCTION

In recent years, a series of experiments has reported that
the kinetics of ground-state chemical reactions can be altered
within a photonic structure,1–11 such as a microfluidic Fabry-
Pérot cavity.12 In this configuration, the frequency of opti-
cal modes can be adjusted by varying the distance between
two parallel dielectric mirrors, which are separated by a few
micrometers. Notably, the reaction rate undergoes the most
significant modification when the cavity photon frequency
is finely tuned to match the molecular vibrational absorp-
tion bands. This discovery has evolved into a burgeoning
field known as polariton chemistry. On the one hand, it pro-
vides a gateway to constructing a more fundamental and pro-
found understanding of chemical reaction mechanisms. On
the other hand, it presents a promising strategy for controlling
molecular chemical reactivity in a non-intrusive and selective
manner.13,14

Despite a great number of theoretical studies on this
topic,15–33 a clear and comprehensive understanding of the
underlying physicochemical processes that enhance or sup-
press chemical reactivities remains largely elusive.34 To study
chemical reactions in an optical cavity, a full account of
complex interactions among molecules, their numerous sol-
vent degrees of freedom (DoF), as well as the electromag-
netic radiation modes inside and outside the cavity, proves to
be necessary.35,36 Recently, a few fully quantum-mechanical
studies utilizing the numerically exact hierarchical equation
of motion (HEOM) approach have successfully produced a
correct resonance structure of the cavity frequency-dependent

rate profile.37,38 This means that rate modification peaks in
proximity to the molecular vibrational frequency. However,
to the best of our knowledge, an explicit explanation regard-
ing the origin of this resonance structure is still lacking. Fur-
thermore, these studies are conducted in the single-molecule
limit, which differs from the experimental conditions where
a large number of molecules are collectively coupled to the
cavity modes.

In this work, our first objective is to gain a deeper insight
into the reaction mechanisms underlying the modification of
chemical reactivity induced by an optical cavity. Secondly, we
aim to go beyond the single-molecule limit by considering two
molecules inside the cavity, examining the impact of the col-
lective effect and intermolecular coupling on the reaction rate.
To address this challenging problem, we utilize the recently
developed HEOM method in twin space.39–41 This method
maps the HEOM for a set of auxiliary density matrices into
a time-dependent Schrödinger equation for an extended pure
state wave function. Through the application of matrix prod-
uct state (MPS) decomposition42 (also known as tensor train43

(TT)) of the extended wave function, and a tangent-space time
propagation scheme,44–46 we significantly extend the applica-
bility of the HEOM method to a much larger system.

The remainder of this work is organized as follows: in
Sec. II, we first delineate an open quantum system model de-
scribing a molecular aggregate embedded in solvent and an
optical cavity environment. Following that, we provide a brief
introduction to the HEOM+MPS/TT method and the observ-
ables of interest. Subsequently, in Sec. III, we present the sim-
ulation details and discuss results for a series of models with
increasing complexity: a single molecule inside and outside
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the cavity, as well as two molecules inside the cavity. Fi-
nally, a summary of the underlying reaction mechanisms and
prospects for future works are provided in Sec. IV.

II. THEORY

A. Model

To investigate ground-state molecular reaction dynam-
ics within an optical cavity, as schematically illustrated in
Fig. 1(a), we employ the Pauli-Fierz light-matter Hamilto-
nian in the dipole gauge and under the long-wavelength
approximation.34,37,47,48

H =Hmol+Hsol+Hcav+Hcbath, (1)

where Hmol is the molecular Hamiltonian, Hsol considers the
solvent DoFs, Hcav corresponds to the radiation modes inside
the cavity, and Hcbath describes a photon bath outside the cav-
ity. For convenience, we set h̵ = 1 throughout this work.

For the molecular system, we consider an aggregate with
Nmol molecules, where each molecule is represented by a sin-
gle reactive vibrational DoF, and the Hamiltonian is given by

Hmol =

Nmol

∑
i=1
[

p2
i

2Mi
+V(xi)]+∑

i′<i
∆ii′ µ⃗i(xi) ⋅ µ⃗i′(xi′). (2)

Here pi, xi, and Mi are the momentum, coordinate, and ef-
fective mass of the reaction coordinate of the ith molecule,
respectively. We assume that the ground-state potential V(x)
along the reaction coordinate x takes a symmetric double-well
form,

V(x) =
ω

4
b

16Eb
x4
−

1
2

ω
2
b x2, (3)

where Eb is the barrier height between two local minima and
ωb is the barrier frequency. The second term on the r.h.s. of
Eq. (2) describes the dipole-dipole interaction between the ith
and i′th molecule with the strength ∆ii′ . The vectorial molec-
ular dipole moments µ⃗i(xi) are projected onto the electronic
ground state.

Every molecule is surrounded by a multitude of solvent
molecules. Therefore, we assume that every molecule is cou-
pled to its own environment, which is modeled as a bosonic
bath comprising infinite harmonic oscillators,

Hsol =

Nmol

∑
i=1
∑
k

P2
ik

2
+

1
2

ω
2
ik(Qik +

cikxi

ω2
ik
)

2

. (4)

Here, Pik and Qik are the conjugate momentum and coordi-
nate of the kth oscillator with the frequency ωik, in the neigh-
borhood of the ith molecule. Every oscillator in the molec-
ular bath is displaced by cikxi/ω

2
ik due to its coupling to the

molecule, and cik denotes the coupling strength.
The cavity Hamiltonian is expressed as

Hcav =
p2

c

2
+

1
2

ω
2
c
⎛

⎝
xc+

√
2

ωc
ηc

Nmol

∑
i=1

µ⃗i(xi) ⋅ e⃗
⎞

⎠

2

, (5)

which contains a quantized radiation mode and the light-
matter interaction. The cavity photon mode is characterized
as a harmonic oscillator with the momentum pc, coordinate
qc, and the frequency ωc. The light-matter coupling strength
is given by the unitless parameter ηc =

1
ωc

√
ωc

2ε0V where ε0 is
the permittivity of the medium in the cavity and V is the quan-
tization volume of the electromagnetic mode. The unit vector
e⃗ points to the light polarization direction.

In practice, the cavity mirrors are not perfectly reflective.
The cavity photon mode can interact with the continuum of
far-field electromagnetic modes outside of the cavity, leading
to the influx or efflux of photons in the cavity. This interaction
is described by the Hamiltonian

Hcbath =∑
j

P2
j

2
+

1
2

ω
2
j
⎛

⎝
Q j +

c j

ω2
j

xc
⎞

⎠

2

, (6)

where Pj, Q j, and ω j are the momentum, coordinate, and fre-
quency of the photon modes outside the cavity, and the cou-
pling strength is specified by c j. We should mention that
Eq. (6) is usually termed as cavity loss, which would be more
appropriate in the case where the cavity photon bath is Marko-
vian and there is no reflux of the photon back into the cavity.

The model in Eq. (1) can be considered as an open quantum
system, that is, a system of interest interacting with a macro-
scopic environment,

H =Hsys+Henv+Hint, (7)

as schematically illustrated in Fig. 1(b). The molecules and
the cavity photon mode constitute the system of interest and
the system Hamiltonian is defined as

Hsys =Hmol+Hcav+Hren, (8)

where the reorganization term is Hren = ∑i λix2
i + λcx2

c with

λi = ∑k
c2

ik
2ω2

ik
and λc = ∑ j

c2
j

2ω2
j
. The environment includes all

unshifted harmonic oscillators in the solvents (see Eq. (4)) and
cavity photon bath (see Eq. (6)),

Henv =

Nmol

∑
i=1
∑
k
(

P2
ik

2
+

1
2

ω
2
ikQ2

ik)+∑
j

⎛

⎝

P2
j

2
+

1
2

ω
2
j Q2

j
⎞

⎠
. (9)

The system-environment interaction is then given by

Hint =

Nmol

∑
i=1
∑
k

cikxiQik +∑
j

c jxcQ j. (10)

The form of the Hamiltonian is such that we can exploit the
open quantum system approach, specifically the hierarchical
equation of motion,49–53 to obtain the system dynamics.

B. Open quantum system approach - HEOM+MPS/TT
method

At the initial moment, we assume that the system and
the environment are factorized and the environment is in
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c) MPS/TT representation of ∣Ψ(t)⟩
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FIG. 1. a) Sketch of molecules in an optical cavity. The molecules
are immersed in a solvent, and the radiation mode inside the cav-
ity is coupled to far-field electromagnetic modes outside the cavity.
b) Schematic illustration of an open quantum system model for the
Pauli-Fierz light-matter Hamiltonian in Eq. (1). As an example, we
showcase two molecules and one cavity mode in the system. Each
molecule is coupled to its respective bosonic phonon bath, while the
cavity mode interacts with its bosonic photon bath. c) Optimal ar-
rangement of all physical degrees of freedom as a one-dimensional
tensor train for the extended wavefunction ∣Ψ(t)⟩, corresponding to
the open quantum system model depicted above.

its own thermal equilibrium at an inverse temperature β =

1/(kBT) with the Boltzmann constant kB and the temperature
T . The initial density operator for the composite system-plus-

environment is given by

ρ(0) = ρsys(0) ⋅
e−βHenv

Trenv{e−βHenv}
, (11)

where Trenv denotes tracing over the environmental DoFs. In
the reduced description of the system dynamics,

ρsys(t) = Trenv{ρ(t)} , (12)

the environmental influence is fully encoded in the time-
correlation function

Cα(t) =
1
π
∫

∞

−∞

e−iωt

1−e−βω
Jα(ω)dω, (13)

where Jα(ω) is the coupling-weighted density of states in the
frequency space of bath α in the environment. The spectral
density function for the bath coupled to the ith molecule is
given by

Ji(ω) =
π

2
∑
k

c2
ik

ωik
δ(ω −ωik), (14)

and that for the cavity photon bath is

Jc(ω) =
π

2
∑

j

c2
j

ω j
δ(ω −ω j). (15)

In this work, we use the Debye-Lorentzian spectral density
function

Jα(ω) =
2λα ωΩα

ω2+Ω2
α

. (16)

with two parameters, the reorganization energy λα and the
characteristic frequency Ωα for bath α .

The time correlation function in Eq. (13) can be expressed
as a sum over exponentials54,55

Cα(t) =∑
p=0

λα ηα pe−iγα pt . (17)

This exponential expansion is a crucial step in deriving the
HEOM method. In practical implementation, the summation
can be truncated at a finite number of terms, denoted as P. For
a detailed description of the method, we refer readers to Ref.
53 and the literature therein. Here, we only briefly introduce
the main ideas of the method in twin space.39–41

Every component in Eq. (17) can be interpreted as a dis-
sipative bosonic mode with a complex-valued frequency γα p
and coupling strength to the system ηα p. A specific configu-
ration nα = (nα0,nα1,nα2,⋯nαP) specifies the state with nα p
phonons in the pth bosonic mode (p runs from 0 to P) of bath
α . For a super index n = (⋯,nα ,⋯), one can introduce an
auxiliary density operator (ADO) ρ

n(t). This set of auxiliary
density operators is closed with respect to the time-derivative
operation and yields a hierarchical equation of motion
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i
dρ

n(t)
dt

=[Hsys,ρ
n
(t)]− i∑

α

∑
p

nα pγα,pρ
n
(t)+∑

α

∑
p

√

λα(nα p+1)(xα ρ
n+α p(t)−ρ

n+α p(t)xα)

+∑
α

∑
p

√
λα nα p (ηα pxα ρ

n−α p(t)−η
∗
α pρ

n−α p(t)xα) .
(18)

Here, n±α p = (⋯,nα p±1,⋯). When all dissipative modes are in
their ground state, i.e. n = (0⋯0), the ADO ρ

n=0(t) is exactly
the reduced density operator ρsys(t).

Each ADO can be expressed in twin space as a rank-2Nsys
tensor,

∣ρ
n
(t)⟫ ≡ ∑

v1,v′1⋯vNsys ,v
′

Nsys

Cn
v1v′1,⋯vNsys v′Nsys

(t)∣v1v′1⋯vNsys v
′
Nsys⟩.

(19)
For the model system in Sec. II A, we have Nsys = Nmol+1. In
Eq. (19), the αth physical DoF in the system is represented
by two independent indices, vα and v′α . Accordingly, a single
operator Oα for the αth DoF is related to a pair of superoper-
ators in twin space, Ôα =Oα ⊗ Iα and Õα = Iα ⊗O†

α , where Iα

is a unit operator. The whole set of ADOs forms an extended
wave function

∣Ψ(t)⟩ = ∑
n00⋯nα p⋯nNsysP

∣ρ
n
(t)⟫⊗ ∣n⟩. (20)

Further, we introduce a pair of creation and annihilation oper-
ators, b+α p and bα p, which act on ∣n⟩ to yield

b+α p∣n⟩ =
√

nα p+1∣n+α p⟩; (21a)

bα p∣n⟩ =
√

nα p∣n−α p⟩. (21b)

Then, Eq. (18) can be recast into a Schrödinger equation for
the wave function ∣Ψ(t)⟩,

i
d∣Ψ(t)⟩

dt
=H∣Ψ(t)⟩, (22)

with the super-Hamiltonian

H =Ĥsys− H̃sys− i∑
α

∑
p

γα pb+α pbα p

+∑
α

∑
p

√
λα [(x̂α − x̃α)bα p+(ηα px̂α −η

∗
α px̃α)b+α p] .

(23)

The high-rank coefficient tensor Cn
s1s′1,⋯sNsys s′Nsys

(t) in the ex-

tended wave function can be decomposed in the matrix prod-
uct state formalism as

Cn
s1s′1,⋯sNsys s′Nsys

(t) = ∑
r0,r1,⋯,r2Nsys+K

A[1]r0,r1,v1(t)A
[2]
r1,r2,v′1

(t)⋯A[2Nsys+K]
r2Nsys+K−1,r2Nsys+K ,nK(t), (24)

where K = Nsys(P+1). An example of the MPS/TT decom-
position of ∣Ψ(t) is shown schematically in Fig. 1(c). Here,
{A[k]} are rank-3 tensors, with one index being either vi, v′i ,
or nα p, and the other two virtual indices rk−1 and rk corre-
sponding the bond connecting the neighboring tensors. The
virtual index rk runs from 1 to Dk, where the bond dimension
Dk is a controllable parameter. The maximum value of {Dk}

is denoted as the maximal bond dimension Dmax. In prac-
tice, we systematically increase Dmax until the converged and
numerically exact results are obtained. Similarly, the super-
Hamiltonian H can be decomposed as the matrix product op-
erator. For evolving Eq. (22), we employ a time propagation
scheme based on the time-dependent variable principle, as de-
scribed in Refs. 44–46.

C. Observables

The rigorous expression to calculate quantum rate con-
stants in the flux correlation function formalism has been well
established.56–59 For a single molecule with the symmetric
double well potential as described in Sec. II A, we assume that
the reactant and product region are separated by a diving sur-
face at xds

i = 0. The population of the ith molecule in the prod-
uct (right well) and the reactant (left well) region are obtained
as

Pp
i (t) =Tr{hiρ(t)} = Trsys{hiρsys(t)}

=⟨1sys∣ĥi∣Ψ
n=0
(t)⟩,

(25a)

Pr
i (t) = Tr{(1−hi)ρ(t)} = 1−Pp

i (t). (25b)

Here hi = θ(xi − xds
i ) is the projection operator defined as a

Heaviside function, ∣Ψn=0(t)⟩ = ⟨n = 0∣Ψ(t)⟩ is the reduced
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wave function projecting all dissipative modes to the ground
state. The unit system vector is defined as ∣1sys⟩ =⊗i∑si

∣sisi⟩

and can be decomposed in the MPS format as a tensor product

1sys = Id1 I′d1
⋯IdNsys

I′dNsys
, (26)

where Idi is a rank-3 tensor with the size 1× di × di and the
elements I[1,k,l]di

= δkl . Here, di is the number of states for the
ith system DoF. The tensor I′di

is also a rank-3 tensor with the

size di×1×di and the elements at I′[k,1,l]di
= δkl . The population

dynamics of a specified state, such as the kth vibrationally ex-
cited state in the ith system DoF, is given by an inner product

P(vi,k,t) =
⎛

⎝
⊗ j≠i∑

v j

⟨v jv j ∣
⎞

⎠
⟨vi,kvi,k∣Ψ

n=0
(t)⟩ (27)

The forward reaction rate from the reactant region to the
product region can be expressed as.57–59

ki = lim
t→tp

ki(t) = lim
t→tp

Cflux
i (t)

2Pr
i (t)−1

, (28)

where tp means the time at which ki(t) reaches a plateau. The
flux correlation function is defined as

Cflux
i (t) = −

dPr
i (t)
dt

= Tr{ρr(t)Fi} = ⟨1sys∣F̃i∣Ψ
n=0
(t)⟩, (29)

where the flux operator is defined as Fi = i[H,hi]. Note that, to
obtain ρr(t) in Eq. (28) we employ the initial system density
operator

ρsys(t = 0) =
⎛
⎜
⎝

Nmol

∏
i=1

e−
βHmol,i

2 (1−hi)e−
βHmol,i

2

Zi

⎞
⎟
⎠
⋅

e−βHcav

Tr{e−βHcav}

(30)

with Zi = Tri{e−
βHmol,i

2 (1−hi)e−
βHmol,i

2 }. The singular value

decomposition of the initial density matrix in Eq. (30) is em-
ployed to construct the initial matrix product state. Note that
the plateau value of ki(t) in Eq. (28), i.e. the reaction rate is
not dependent on the initial density matrix assumed in Eqs.
(11) and (30).

III. RESULTS

In this section, we employ the method described above to
investigate the cavity-induced rate modification in a symmet-
ric double well model. We begin by outlining the model pa-
rameters and simulation details used in our calculations. Sub-
sequently, to unravel the underlying reaction mechanisms, un-
derstand the role of the cavity mode, and assess the impact of
molecular interactions, we analyze the results obtained for a
series of models with an increasing number of DoFs and com-
plexity.

TABLE I. Eigenenergies of the bare molecule for two different
masses.

ε
mol
k (cm−1

) ε
mol
0 ε

mol
1 ε

mol
2 ε

mol
3 ε

mol
4 ε

mol
5

M = 1 a.u. 675 677 1818 1914 2617 3121
M = 2 a.u. 485 485 1382 1387 2079 2189

A. Simulation details

First, we provide the numerical details of the following cal-
culations. To be consistent with the previous studies,30,33,37,38

we adopt the same barrier parameters of the potential en-
ergy surface (PES) in Eq. (3), i.e. Eb = 2250cm−1 and ωb =

1000cm−1. For the molecular dissipative bath, the character-
istic frequency Ωi = 200cm−1 and the reorganization energy
λi = 0.05ωbΩi are used. The characteristic frequency for the
cavity bath remains fixed at Ωc = 1000cm−1 and we assume
a cavity lifetime of τc =

2Jc(ωc)

ωc(1−e−βωc)
= 200fs. Thus, the reor-

ganization energy λc is related to the cavity lifetime τc and
frequency ωc as given by

λc =
(ω2

c +Ω
2
c)(1−e−βωc)

4Ωcτc
. (31)

In this work, we adopt the Padé decomposition scheme54 for
the exponential expansion of the time correlation function in
Eq. (17). The environment is thermalized at the ambient tem-
perature T = 300K. A Padé pole number P = 3 is found to be
sufficient for obtaining the converged results throughout the
simulations at this temperature. The convergence is meticu-
lously verified concerning the hierarchal tier Lα , the maximal
bond dimension, and the time step. For each dissipative bath
mode, the range of the occupation number nα p is defined by
0≤ nα,p ≤Lα . For simplicity, we take all Lα to be the same and
L= 10 assures the convergence for the parameters given above.
The maximal bond dimension used in this work is Dmax = 60.
It is worth noting that, in our experience, the MPS/TT de-
composition along with the tangent-space time propagation
scheme for evolving the HEOM in twin space (see Eq. (22))
always allows a significantly larger time step than directly
solving Eq. (18) with a differential equation solver, such as
Runge-Kutta integrator. For this work, we employ the time
step ∆t = 1fs.

The molecular Hamiltonian Hmol is described in a discrete
variable representation60,61(DVR) with 500 grid points. The
coordinate spans from xmin

i =−100 a.u. to xmax
i = 100 a.u. . Fur-

ther diagonalization of the molecular matrix in DVR rep-
resentation, i.e. Hmol, yields the eigenenergies {εmol

k } and
eigenstates {∣vmol

k ⟩} of the bare molecule. The cavity pho-
ton mode is represented in harmonic eigenstates. The lowest
Nmol

v molecular eigenstates and Ncav
v cavity photonic states are

taken into account. The specific values of Nmol
v and Ncav

v used
will be discussed in the subsequent sections.
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a) Model I with M =

1 a.u.

2
2 23 3

3

1

b) ⟨vmol
k′ ∣x∣v

mol
k ⟩

c) Reaction rate

FIG. 2. a) Potential energy surface for a symmetric double well
model. The colored horizontal lines indicate the eigenenergies of
the bare molecule. The wavy lines represent various molecular vi-
brational eigenstates. Here, we take the molecular mass M = 1 a.u. .
b) Heatmap representation of the coordinate x in the molecular vi-
brational eigenstate representation. c) Reaction rate k as a function
of the number of vibrational eigenstates Nmol

v taken in a simulation.
The black solid line with circles is the results of a single molecule
outside the cavity (OC). The colored dotted lines with crosses corre-
spond to a single molecule inside the cavity (IC) for three different
cavity frequencies.

B. Single molecule outside cavity

To elucidate the physicochemical processes in reaction dy-
namics, we start by considering a single molecule placed out-
side an optical cavity with two different molecular masses,
M = 1 a.u. and M = 2 a.u. . The lowest six eigenenergies of the
bare molecule are listed in Table I.

First, we consider the effective molecular mass as M =
1 a.u. , which is also used in the prior studies.30,37,38. In this
case (Model I), there are four vibrational eigenstates below the
barrier, as illustrated in Fig. 2(a). The transition between dif-
ferent vibrational eigenstates is caused by the solvent, repre-
sented by a bilinear system-bath interaction in Eq. (10). Thus,
the transition probability between the states ∣vmol

k ⟩ and ∣vmol
k′ ⟩

is dictated by ⟨vmol
k′ ∣x∣v

mol
k ⟩. The heatmap in Fig. 2(b) displays

⟨vmol
k′ ∣x∣v

mol
k ⟩ in different vibrational states, and the values are

also provided in the supplementary information (SI). Note
that for an anharmonic system, transitions beyond the near-
est neighboring levels are permitted.

To comprehend the underlying reaction mechanisms, we
find it helpful to calculate the reaction rate k for an incremen-
tal Nmol

v , the number of the vibrational eigenstates considered
in the simulation. The black line with solid circles in Fig. 2(c)
shows the reaction rate k as a function of Nmol

v . When consid-
ering only the lowest two levels (Nmol

v = 2), the reaction rate
has a finite value, k = 2×10−6 fs−1, which stems from the tun-
neling process, as illustrated by Path 1 in Fig. 2(a). When the
third level is included, the solvent can induce the vibrational
transition between the states ∣vmol

1 ⟩ and ∣vmol
2 ⟩, opening up a

cotunneling pathway, Path 2 , as exhibited in Fig. 2(a). Inter-
estingly, we observe that the introduction of Path 2 leads to
a decreased reaction rate, which could be due to destructive
interference with Path 1 . The addition of the fourth state
∣vmol

3 ⟩ introduces another cotunneling path, 3 as shown in
Fig. 2(a) and leads to a net increase in the reaction rate. No-
tably, the rate for Nmol

v = 4 is already close to the converged
result obtained with Nmol

v > 6. Higher vibrational states above
the barrier contribute minimally to the reaction. due to small
transition probabilities (from the vibrational states ∣vmol

0 ⟩ and
∣vmol

1 ⟩) and negligibly low population probabilities. This can
be seen from Fig. 5(a), where we display the population dy-
namics of different vibrational states.

Next, we investigate the case with the larger mass, M =
2 a.u. , while keeping all other parameters fixed. In this sce-
nario (Model II), the energy gaps between vibrational lev-
els become narrower and the zero-point energy (the energy
of the lowest two degenerate eigenstates) is shifted further
away from the barrier (see Table I). As a consequence, there
are six states below the energy barrier, as shown in Fig. 3(a).
The tunneling rate for Nmol

v = 2 is significantly reduced to
1.5× 10−9 fs−1. The states ∣vmol

2 ⟩ and ∣vmol
3 ⟩ are nearly de-

generate. However, while the inclusion of state ∣vmol
2 ⟩ only

slightly increases the reaction rate, the involvement of both,
in great contrast, leads to a significant speedup by two or-
ders of magnitude. The rate for Nmol

v = 4 is 1.9× 10−7 fs−1.
Unlike Model I, we observe in Fig. 3(c) another notable leap
in the reaction rate when the states ∣vmol

4 ⟩ and ∣vmol
5 ⟩ are also
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a) Model II with M =

2 a.u.

44 45 5

5

b) ⟨vmol
k′ ∣x∣v

mol
k ⟩

c) Reaction rate

FIG. 3. Same as Fig. 2 expect that the molecular mass is M = 2 a.u. .

included. This is due to two extra cotunneling paths, 4
and 5 , as shown in Fig. 3(a). Path 4 comprises a pair of
solvent-induced vibrational excitation and relaxation between
the states ∣vmol

3 ⟩↔ ∣v
mol
4 ⟩, which is allowed by symmetry (see

Fig. 3(b)), as well as the shallow tunneling at the near-barrier
vibrational state ∣vmol

4 ⟩. Similarly, Path 5 is a cotunneling
process that involves the vibrational transition ∣vmol

2 ⟩↔ ∣v
mol
5 ⟩

and the tunneling at ∣vmol
5 ⟩. The reaction rate converges when

at least the lowest eight eigenstates are considered, and the
interference between all possible reaction paths results in a

rate k = 3.3×10−7 fs−1, which is six times smaller than that of
Model I.

In summary, for a double-well system outside the cavity,
the reaction takes place through the tunneling at the lowest
two vibrational levels and a number of cotunneling processes.
Each cotunneling process involves a pair of solvent-induced
vibrational excitation and relaxation, bridged by the tunnel-
ing at the vibrationally excited state. The reaction rate is not
solely determined by summing up these reaction pathways but
also by their interference. For Model I with a much smaller
molecule-solvent interaction strength λi, or in some other sys-
tem as demonstrated in Appendix A, it is interesting to note
that including all cotunneling processes eventually decreases
the reaction rate.

a) Nmol
v = 12

b) Ncav
v = 10

FIG. 4. Reaction rate k as a function of the cavity frequency ωc

for Model I. In panel (a), we set Nmol
v = 12 and explore a varying

number of Ncav
v , i.e. considering the lowest Ncav

v states for the cavity
mode. In panel (b), we fix Ncav

v = 10 and explore a varying number of
Nmol

v , i.e. considering the lowest Nmol
v eigenstates for the molecular

vibrational mode.
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C. Single molecule inside cavity

To elucidate the impact of the cavity photon mode on re-
action dynamics, we place a single molecule inside an optical
cavity and vary the cavity photon frequency. Additionally,
we assume that the molecular transition dipole moment is a
function of the reaction coordinate and aligned in the same
direction as the light polarization, i.e. µ⃗(x) ⋅ e⃗ = x.

Once again, we commence our analysis with Model I, con-
sidering a mass of M = 1 a.u. and a light-matter interaction
strength ηc = 0.00125. To gain a deeper understanding of
the molecular reaction dynamics within the cavity, we first
set Nmol

v = 12 and calculate the reaction rate across a cavity
frequency range for varying Ncav

v . Subsequently, while main-
taining Ncav

v = 10, we explore the rate profile, k versus ωc with
different Nmol

v . The results are presented in Fig. 4. Further-
more, for a direct comparison with the reaction occurring out-
side the cavity, we illustrate in Fig. 2(c) the dependence of the
rate on Nmol

v for reactions inside the cavity with three distinct
cavity frequencies.

We observed that including either only the photonic ground
state (Ncav

v = 1) or the lowest two molecular vibrational states
(Nmol

v = 2), the reaction rate k increases slightly and linearly
with ωc. This increase stems from the change in the dipole
self-energy term ωcη

2
c x2 in Eq. (5), which is necessary to have

a gauge invariant Hamiltonian and crucial for an accurate de-
scription of light-matter interactions under the dipole gauge.62

The absence of a peak confirms that the zero-point energy ef-
fect of both the cavity photonic and the molecular DoF is ir-
relevant for the resonance structure in the cavity frequency-
dependent rate profile. This finding aligns with Ref. 30,
which demonstrates that, despite the improvement of the ring-
polymer molecular dynamics over the classical treatment due
to accounting for the zero-point energy effect, it is not suffi-
cient for studying chemical reactions inside the cavity.

On the photonic side, a sharp peak centered at ωc =

1185cm−1 emerges when the first photonic excited state ∣vcav
1 ⟩

is included. This suggests that the rate modification inside
the cavity is associated with the absorption or emission of
one cavity photon. On the molecular side, a small peak in
the rate profile is observed with Nmol

v = 3. Intriguingly, dif-
ferent from the reaction outside the cavity, the reaction rate
for Nmol

v = 3 is larger than that for Nmol
v = 2 over the entire

ωc range. This indicates that the presence of the cavity mode
itself, even in the off-resonant condition, can alter the inter-
ference pattern between Path 1 and 2 shown in Fig. 2(a).
The peak becomes significantly stronger and sharper with the
inclusion of the vibrational state ∣vmol

3 ⟩ (Nmol
v = 4). Conver-

gence is achieved when Nmol
v > 6. This clearly indicates that

the vibrationally excited states and tunneling are involved in
cavity-induced rate enhancement.

We also compared the population dynamics of different vi-
brational states outside and inside a resonant cavity, as shown
in Fig. 5. For the molecule outside the cavity, after a transient
fluctuation due to the establishment of the molecule-solvent
entanglement, the population in various states reaches a steady
distribution in the long-time regime, where the flux-side cor-
relation function plateaus. Placing the molecule inside a res-

a) Outside the cavity

b) Inside the cavity (ωc = 1200cm−1

FIG. 5. Population dynamics of the lowest seven vibrational eigen-
states for a single molecule outside (a) and inside the optical cavity
(b). The results are obtained with Nmol

v = 12 and Ncav
v = 10. The ma-

jority of the population remains in the lowest two vibrational states,
with the result for ∣vmol

0 ⟩ overlaid by that for ∣vmol
1 ⟩.

onant cavity leads to a strong oscillation in the intermediate
time period (100fs < t < 1000fs). The long-time population is
unaffected by the cavity mode.

Furthermore, we found that the resonance structure in the
rate profile disappears when the coupling of the cavity mode
to the cavity photon bath is turned off, in agreement with the
discussion in Ref. 37. This indicates that the cavity bath
also plays an indispensable role in cavity-induced rate mod-
ification. In addition, all the above results remain unchanged
when the molecular dipole moment is pointed in the oppo-
site direction of the light polarization, i.e. µ⃗(x) ⋅ e⃗ = −x. The
ratio k/k0 (k is the rate in the resonant condition and k0 is
the reaction rate outside the cavity) is almost quadratic to the
light-matter interaction strength ηc, as found in Ref. 38. This
implies that the cavity-induced rate enhancement is caused by
a second-order process with respect to the light-matter inter-
action, i.e. (k−k0)/k0∝ (ηcµ⃗(x) ⋅ e⃗)2.

Bringing together all the pieces of the puzzle mentioned
above, we propose a reaction mechanism that can well explain
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the appearance of the resonance, that is, the rate increases
most pronouncedly when the cavity frequency is in the vicin-
ity of the molecular vibrational frequency. This increase is at-
tributed to a cavity-induced cotunneling process, as illustrated
in Fig. 6(a), which is analogous to but more complicated than
the solvent-induced cotunneling process.

When ωc = 1185cm−1, the emission of a photon can pro-
mote two molecular vibrational transitions (due to the broad-
ening effect caused by the environment): vmol

1 → vmol
2 with an

energy difference ∆ε
mol
1→2 = 1140cm−1 and vmol

0 → vmol
3 with

∆ε
mol
0→3 = 1238cm−1, as shown by the blue-shaded region in

Fig. 6(a). Simultaneously, the cavity mode is thermalized by
its coupling to the cavity photon bath, and the molecular wave
packet quickly tunnels to the right well on the vibrationally
excited states. Subsequently, the relaxation from the vibra-
tionally excited state to the low-lying state (vmol

2 → vmol
1 and

vmol
3 → vmol

0 ) in the product region excites a photon in the cav-
ity mode, which then leaks to the cavity bath, as shown in
the yellow-shaded area in Fig. 6(a). Therefore, the molecu-
lar vibrational heating/cooling is energetically fueled by the
cavity photon bath through the mediation of a resonant cavity
mode. After a cavity-induced cotunneling process is accom-
plished, the population of different vibrational levels remains
the same. If this additional reaction channel interferes con-
structively with other pathways in Fig. 2(a), the reaction rate
is increased.

Under off-resonant conditions, the energy exchange be-
tween the cavity mode and molecular vibration is either ener-
getically not allowed or kinetically ineffective. For instance,
when ωc = 600cm−1, a molecular transition necessitates the si-
multaneous emission of two photons, as depicted in Fig. 6(b),
which has a low probability of occurrence. Consequently, the
reaction rate undergoes a minimal change. In the high ωc re-
gion, such as ωc = 1950cm−1, the photon energy is close to the
transition energy between vmol

1 ↔ vmol
4 as shown in Fig. 6(c).

Nevertheless, this vibrational transition is impeded by its low
transition probability, governed by ⟨vmol

4 ∣x∣v
mol
1 ⟩. Additionally,

the population in the photonic excited state diminishes with
increasing ωc, which is shown in the SI.

In short, the peak in the photon frequency-dependent rate
profile results from a combined effect of energetic and ki-
netic factors. Firstly, the photon frequency should match a
vibrational transition energy to enable the exchange of en-
ergy between the molecular vibration and the cavity mode.
The broadening of the peak is determined by the system-
environment coupling strength. Secondly, the molecular vi-
brational transition should be both kinetically allowed and ef-
ficient. Thirdly, the cavity photon bath also plays a crucial role
in thermalizing the cavity mode, and this process is likely to
be most efficient when the characteristic frequency resonates
with the cavity photon frequency. This provides a possible ex-
planation for an observation noted in a prior study38, wherein
the reaction rate inside a resonant cavity exhibits a turnover
when increasing the cavity lifetime τc. We should also em-
phasize that when multiple reaction pathways exist, neglect-
ing the inference between these paths cannot correctly predict
the reaction rate.

In a recent work,33 a variety of mixed quantum-classical

approaches are employed to investigate the resonance behav-
ior of the cavity frequency-dependent rate profile. Specifi-
cally, the reaction coordinate is treated quantum mechanically,
while other DoFs are treated classically. They found that al-
though these mixed quantum-classical methods can capture
the shape resonance of the cavity-modified reaction rate, both
the reaction rate k0 outside the cavity and the ratio k/k0 inside
the cavity are significantly overestimated. This could be at-
tributed to the missing phase factor in the classically treated
part.

a)

cavity 
 bath

cavity 
 bath

Tunneling

Light-matter 
interaction

Light-matter 
interactionThermalization Thermalization

b)

cavity 
 bath

cavity 
 bath

Tunneling

Light-matter 
interaction

Light-matter 
interactionThermalization Thermalization

c)

cavity 
 bath

cavity 
 bath

Tunneling
Light-matter 
interaction

Light-matter 
interaction

Thermalization Thermalization

FIG. 6. Schematic representation of the cavity-induced cotunneling
pathway and the mechanism underlying the resonance structure in
the rate profile. In panel (a), we showcase the resonant condition,
where the cavity photon frequency ωc is in close resonance with the
molecular vibrational transition energy. Panel b) illustrates a con-
dition in the low cavity frequency regime, where the molecular vi-
brational transition requires the simultaneous emission of two pho-
tons. Panel c) exhibits another condition in the high cavity frequency
regime, where a cavity photon excites the molecule to a higher vi-
brationally excited state. Furthermore, the cavity bath facilitates the
influx and efflux of photons from the cavity mode.

For an anharmonic system, the transition energy varies be-
tween different vibrational levels. In principle, we can ob-
serve multiple peaks in the cavity frequency-dependent rate
profile, as long as multiple vibrational transitions meet the
aforementioned energetic and kinetic criteria. This is the
case for Model II with M = 2 a.u. . Fig. 7 displays the cavity
frequency-dependent rate profile with the light-matter interac-
tion strength ηc = 0.00125 for different Ncav

v in panel (a) and
different Nmol

v in panel (b). Additionally, the rates as a func-
tion of Nmol

v for four different cavity photon frequencies are
shown in Fig. 3(c).

Again, no peak is observed when Ncav
v = 1 or Nmol

v = 2
(data not shown), and in this case, the reaction rate increases
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a) Nmol
v = 12

b) Ncav
v = 10

FIG. 7. Same as Fig. 4 expect that M = 2 a.u. .

slightly with ωc, due to the larger dipole self-energy, ωcη
2
c x2.

Full convergence requires Ncav
v > 3. However, the data for

Ncav
v = 2 have already captured the key feature in the rate

profile, which exhibits three sharp peaks, centered at around
745cm−1, 900cm−1, and 1645cm−1, respectively.

To explore the origin of these three peaks, we fixed Ncav
v =

10 and analyzed the rate profile k as a function of ωc with
different Nmol

v . When Nmol
v = 4, the peak centered at ωc =

900cm−1 arises, which matches the energy gap ∆ε
mol
0↔3 =

902cm−1 for the transition vmol
0 ↔ vmol

3 and ∆ε
mol
1↔2 = 897cm−1

for vmol
1 ↔ vmol

2 . Two other peaks around 745cm−1 and
1645cm−1 start to emerge when the fourth vibrational level
is included (Nmol

v = 5), and become much more apparent for
Nmol

v = 6, as shown in Fig. 7(b). The strongest peak centered at
745cm−1 is related to the transition vmol

3 ↔ vmol
4 with ∆ε

mol
3↔4 =

691cm−1 and vmol
2 ↔ vmol

5 with ∆ε
mol
2↔5 = 806cm−1. The peak

in the high-frequency regime can be assigned to the transi-
tion vmol

1 ↔ vmol
4 with ∆ε

mol
1↔4 = 1593cm−1 and vmol

0 ↔ vmol
5 with

∆ε
mol
0↔5 = 1704cm−1, and it appears owing to the fast tunneling

near the barrier top. Convergence is basically achieved when
Nmol

v > 8, which means that higher vibrational levels barely
contribute to the rate promotion.

FIG. 8. Rate modification profile k/k0 as a function of the cavity
frequency ωc for Model II with two different light-matter interaction
strengths ηc. Here k0 denotes the reaction rate of a single molecule
outside the cavity. The results are obtained with Ncav

v = 10 and Nmol
v =

12.

It is noteworthy that when Nmol
v = 3, the rates inside the cav-

ity are many orders of magnitude larger than that outside cav-
ity, as shown in Fig. 3(c). Conversely, for Nmol

v = 4, the rates
across the entire frequency regime are slightly smaller com-
pared to the rate outside the cavity. This highlights the in-
tricate role of path interference between the cavity-induced
cotunneling channels and other reaction paths depicted in
Fig. 3(a). A more comprehensive exploration in this direction
remains a subject in future investigations.

We also explored the reaction at a larger light-matter inter-
action strength, ηc = 0.005. A detailed analysis of the reaction
dynamics is presented in the SI. A larger ηc entails consid-
ering more highly excited photonic states (e.g. Ncav

v > 6 for
ηc = 0.005) to obtain accurate results. The reaction rates ex-
hibit a significant increase across the entire frequency range,
as depicted in Fig. 8, which displays the ratio k/k0 as a func-
tion of ωc. Additionally, we observe that the relative heights
of two lower-frequency peaks are changed. The most promi-
nent peak now appears at 825cm−1 with a shoulder around
750cm−1. This shift is attributed to the stronger coupling to
the cavity photon mode and successively to the cavity bath, re-
sulting in a further broadening of molecular vibrational levels.
As a consequence, a cavity photon with a frequency 825cm−1

can induce both the vibrational transitions vmol
0/1 ↔ vmol

3/2 as well

as vmol
2/3 ↔ vmol

5/4 , and thereby maximizes the rate enhancement.
In other words, a stronger light-matter interaction can amalga-
mate nearby peaks corresponding to different vibrational tran-
sitions in an anharmonic system and intensify the rate modifi-
cation.

As a side note, it is important to note that not all cavity-
induced cotunneling pathways necessarily manifest as peaks
in the cavity frequency-dependent rate profile. If the tunneling
component of a cavity-induced cotunneling pathway is con-
siderably slower than the reaction rate outside the cavity, a
corresponding feature may not be observable in the rate pro-

https://doi.org/10.26434/chemrxiv-2023-4l7zm ORCID: https://orcid.org/0000-0001-6625-3981 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2023-4l7zm
https://orcid.org/0000-0001-6625-3981
https://creativecommons.org/licenses/by/4.0/


11

file. An illustrative example is provided in Appendix B.

D. Two molecules inside cavity

To explore the influence of collective effects and molecular
interactions on the reaction dynamics, we extend our investi-
gation to include two molecules inside the cavity mode. These
two molecules can interact indirectly by simultaneously cou-
pling to the same cavity mode or directly by inter-molecular
dipole-dipole interaction, denoted as ∆12 = ∆ (see Eq. (2)).
We begin by examining a homodimer, where both molecules
are identical, and subsequently, a heterodimer with different
masses. Additionally, we account for the dipole orientation
effect in two configurations: parallel (para) and anti-parallel
(anti-para). In the parallel configuration, the dipoles of both
molecules align in the same direction as the light polariza-
tion e⃗. In the anti-parallel configuration, one molecular dipole
aligns with the light polarization, i.e. µ⃗1(x1) ⋅ e⃗ = x1, while the
other points in the opposite direction, µ⃗2(x2) ⋅ e⃗ =−x2, as illus-
trated in Fig. 9(a).

1. Homodimer

We first consider a homodimer model, where the masses of
both molecules are M1 =M2 = 1 a.u. , and the inter-molecular
coupling is turned off, i.e. ∆ = 0. However, the molecules are
indirectly coupled to each other through their mutual coupling
to the cavity mode.

The dynamics of two molecules inside the cavity are basi-
cally identical to each other. In Fig. 9(b) and (c), we present
the reactant population dynamics Pr(t) = P1

r (t) = P2
r (t), and

the scaled flux-side correlation function k(t) = k1(t) = k2(t)
(see the definition in Eq. (28)), respectively, for para (orange
lines) and anti-para (green lines) dipole configuration. The
cavity frequency is set to ωc = 1200cm−1 and the light-matter
coupling is ηc = 0.00125. For comparison, we also display
the results for a single molecule inside the cavity (blue lines).
The dipole orientation of two molecules has a strong impact
on the transient dynamics. In the time regime t < 2000 fs, we
observe that for the para homodimer, Pr(t) decreases faster,
and k(t) is more oscillatory as compared to those of the single
molecule inside the cavity. Conversely, the opposite behavior
is observed for the anti-para homodimer. However, the rate
constant k obtained in the long time region when k(t) reaches
the plateau is the same for both dipole configurations, which
is slightly higher than that for the single molecule, as shown
in the inset of Fig. 9(c).

In Fig. 10, we compare the rate profile, k/k0 against ωc
of the homodimer in both orientations to that of a single
molecule inside the cavity. Here, k0 is the reaction rate of
a single molecule outside the cavity. The panels (a) and (b)
correspond to the light-matter interaction ηc = 0.00125 and
ηc = 0.005, respectively. Although the rate is further increased
due to the collective effect in both cases, it is only significant
when the light-matter coupling is stronger. Over the entire

a) Dipole orientation

e

u1(x1) u2(x2)

para

u1(x1) u2(x2)

anti-para

b)

c)

FIG. 9. a) Schematic illustration of the para and anti-para config-
urations of two molecular transition dipole moments. The arrow
e⃗ denotes the light polarization direction. b) Population dynam-
ics of the reactant (in the left-well region) for a single molecule
inside the cavity (blue), para-homodimer (orange) as well as anti-
paradimer (green) inside the cavity. The photon frequency is ωc =

1200cm−1 and the light-matter interaction ηc = 0.00125. c) Scaled
flux-correlation function k(t) for these three models. The insets in
(b) and (c) display the corresponding dynamics in the longer time
regime, where the reaction rate is extracted.

frequency regime, this collective effect-induced rate enhance-
ment is independent of whether the dimer is in the para and
anti-para dipole configuration.

The additional increase in the rate for a homodimer can be
explained by an additional inter-molecular reaction channel,
as illustrated in Fig. 11(a). When the first molecule is vibra-
tionally excited and tunnels into the right well, the subsequent
vibrational relaxation can induce the creation of one photon
in the cavity mode, due to the light-matter interaction. Then,
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the loss of the photon is coupled to the vibrational heating of
the second molecule in the reactant region. The reverse pro-
cess can also occur, where the first molecule in the reaction
region is vibrationally heated and the second molecule in the
product region is cooled down, through the intermediation of
the cavity mode. Overall, the reaction rates of both molecules
are increased. This intermolecular reaction channel involves
four energy exchange processes between two molecules and
the cavity photon mode. In other words, this rate enhance-
ment is quartic to the light-matter interaction and scales like
∼ η

4
c (µ1(x1) ⋅ e⃗)2(µ2(x2) ⋅ e⃗)2. Therefore, the rate enhance-

ment effect is not obvious when ηc is small, as shown in
Fig. 10(a). But after increasing the light-matter coupling to
ηc = 0.005, we can observe a more distinct rate increase of a
homodimer, compared to the single molecule inside the cavity,
as shown in Fig. 10(b). It is important to note that, in exper-
iments, a truly macroscopic number of molecules are collec-
tively coupled to multiple cavity modes. As such, numerous
intermolecular reaction pathways could exist between any pair
of molecules and their commonly coupled cavity mode. This
situation could potentially result in a remarkable increase in
the reaction rate. Furthermore, the above results also suggest
that the rate enhancement induced by this collective effect is
quadratic to µ⃗(x) ⋅ e⃗, which indicates that it can survive in an
isotropically disordered system.

So far, we only consider an indirect coupling of the
molecules to each other. Now, we also include a direct inter-
molecular dipolar coupling term. Fig. 12 shows the rate k as a
function of the intermolecular dipolar coupling ∆ for a homod-
imer outside (black lines) and inside (colored lines) the cavity
with three different photon frequencies. The results for the
para dipole configuration are displayed as the solid lines and
those for the anti-para configuration as the dotted lines. For
the dimer outside the cavity, the reaction rate increases with
∆ in the para dipole configuration, and decreases almost sym-
metrically with ∆ in the anti-para configuration. The depen-
dence of the rate on ∆ is not changed in an off-resonant cavity
(see the results for ωc = 800 and 1200cm−1. In the resonant
condition, for the para configuration, the rate is first increased
with ∆ and then saturates. But for the anti-para dipole config-
uration, the rate drops quickly with an increasing ∆. Despite
the opposite trends in the para and anti-para dimer, the rate
modification effect is asymmetric in the resonant condition
for two dipole orientations, as shown in Fig. 12. Therefore,
we anticipate that the rate modification resulting from the di-
rect intermolecular dipolar interaction may not be completely
averaged out in a randomly oriented ensemble.

2. Heterodimer

Next, we consider a heterodimer in which two molecules
have different masses. We choose M1 = 1 a.u. and M2 =

2 a.u. because, as shown in Figs. 4 and 7, these two molecules
do not exhibit an overlap in the resonant peaks of the cavity
frequency-dependent rate profile.

Fig. 13(a) presents the ratio k1/k1,0 as a function of the cav-
ity frequency ωc for the first molecule of the heterodimer in a

a) ηc = 0.00125

b) ηc = 0.005

FIG. 10. Rate modification profile k/k0 as a function of the cavity
frequency ωc with the light-matter interaction strength ηc = 0.00125
(a) and ηc = 0.005 (b) for a single molecule inside the cavity (blue),
para-homodimer (orange) as well as anti-para-homodimer (green) in-
side the cavity. The results are obtained with Ncav

v = 10 and Nmol
v = 12.

para dipole configuration inside the cavity. Fig. 13(b) is for the
second molecule. A stronger light-matter coupling ηc = 0.005
is employed in this context. For comparison, the results of the
corresponding single molecule inside the cavity are depicted
as dotted lines in Fig. 13. In contrast to the homodimer (see
Fig. 10(b)), the reaction rates of two different molecules si-
multaneously coupled to the same cavity mode exhibit little
change, as compared to the single molecule inside the cav-
ity. This is because the reaction channel shown in Fig. 11(a)
is no longer feasible in a heterodimer. To understand this,
we can take a cavity mode with ωc = 1200cm−1 as an ex-
ample. While the absorption of a photon is coupled to the
emission of a phonon in the first molecule, the simultaneous
emission of a photon can’t excite the second molecule due to
the energy mismatch, as illustrated in Fig. 11(b). Similarly,
the vibrational transition in the second molecule vmol

1 → vmol
2

is energetically resonant with a cavity mode of the frequency
ωc = 750cm−1, which is nevertheless off-resonant with the
vibrational transitions in the first molecule, as illustrated in
Fig. 11(c).
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FIG. 11. a) Schematic illustration of an intermolecular reaction chan-
nel between two identical molecules through the mediation by the
resonant cavity mode. Panels b) and c) demonstrate that the inter-
molecular reaction channel is inhibited in a heterodimer.

FIG. 12. Reaction rate k as a function of the intermolecular dipolar
coupling ∆ for a homodimer outside (OC) and inside the cavity (IC)
with three different cavity frequencies. The light-matter interaction
strength is ηc = 0.00125. The solid and dotted lines correspond to the
para and anti-para dipole configuration, respectively.

a) Molecule 1

b) Molecule 2

FIG. 13. Rate modification profile ki/ki,0 of the ith molecule in a
heterodimer as a function of the cavity frequency ωc. Panel (a) and
(b) correspond to the first molecule with the mass M = 1 a.u. and the
second molecule with the mass M = 2 a.u. , respectively. k1,0 and
k2,0 is the reaction rate of a single molecule outside the cavity. The
dotted lines are the results for a single molecule inside the cavity
(monomer). The light-matter interaction strength is set to ηc = 0.005.
The results are obtained with Ncav

v = 10 and Nmol
v = 12.

IV. CONCLUSION

In this work, we present a systematic theoretical investiga-
tion of condensed-phase chemical reactions both inside and
outside an optical cavity. Our primary goal is to shed light
on the mechanisms underlying cavity-induced modification
in the reaction rate. To achieve this, our study employs a
double-well description of molecular potential and utilizes an
efficient, numerically exact open quantum system approach
that combines the HEOM method with the MPS/TT formal-
ism. This approach treats all DoFs quantum mechanically
and, crucially, allows us to go beyond the single-molecule
limit. Thereby, we also investigate the influence of collec-
tive effects, where two molecules are simultaneously coupled
to the same cavity mode and they can also interact with each
other in a direct dipole-dipole interaction, on the reaction rate.
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Our numerical simulations, based on a single molecule, re-
veal that the sharp resonance structure in the cavity frequency-
dependent rate profile is the combined effect of energetic and
kinetic constraints. The energetic constraint stipulates that
the energy of a photon ωc should match the energy gap of
a vibrational transition from state vmol

k to the other state vmol
k′ .

The height of the resonance peak at ωc =∆ε
mol
k→k′ is determined

by kinetic factors, including the transition probability dictated
by ⟨vmol

k ∣µ(x)∣v
mol
k′ ⟩, the population probability, and the tun-

neling rate at these two vibrational states. When the cavity
frequency is tuned to such a value, the cavity photon mode,
along with the coupled cavity bath, induces vibrational heat-
ing in the reactant region and cooling in the product region.
These pair of vibrational transitions, bridged by the tunnel-
ing in the vibrationally excited state, form a cavity-induced
intramolecular cotunneling pathway. Depending on the inter-
ference of this reaction pathway with other reaction channels
in the molecule, the rate is modified. Importantly, in highly
anharmonic systems, our study predicts the possibility of ob-
serving multiple resonance peaks, where the aforementioned
kinetic factors corresponding to these vibrational transitions
are not exponentially suppressed.

To gain insight into the collective effect, i.e. when many
molecules are simultaneously coupled to the cavity radiation
mode, we go beyond the single molecule limit and consider
two molecules inside the cavity. Our studies reveal that an ad-
ditional intermolecular reaction pathway, involving two iden-
tical molecules and the resonant cavity mode, can further in-
crease the reaction rate, compared to a single molecule in-
side the cavity. Furthermore, our results suggest that both
the cavity-induced intra and intermolecular cotunneling pro-
cess can persist in an isotropically disordered sample. This
behavior is fundamentally different from the effect of a di-
rect intermolecular dipolar coupling, which shows an op-
posite rate modification tendency for the para and anti-para
dipole orientations. When the vibrational frequencies of two
molecules are different, the cavity-mediated intermolecular
reaction channel will be blocked. Thus, as expected, we don’t
observe a collective rate enhancement effect in a heterodimer
model.

As a final remark, in experiments, a macroscopic number of
molecules can be collectively coupled to a collection of cavity
modes. To attain a deeper and more robust understanding of
the collective effect, we plan to employ the HEOM method
in conjunction with a more advanced tensor network state ap-
proach in our future work.63 This approach will enable us to
consider a much larger model involving a dozen molecules
inside the cavity.

ACKNOWLEDGMENTS

The authors appreciate valuable discussions with Marit
Fiechter and Joseph Lawrence.

TABLE II. Eigenenergies of the bare molecule for two different
masses: M = 0.5 a.u. and M = 4 a.u. .

ε
mol
k (cm−1

) ε
mol
0 ε

mol
1 ε

mol
2 ε

mol
3 ε

mol
4 ε

mol
5 ε

mol
6 ε

mol
7

M = 0.5 a.u. 921 948 2266 2738 3727 4773 5964 7260
M = 4 a.u. 346 346 1007 1007 1606 1609 2090 2148

SUPPLEMENTARY INFORMATION

See the supplementary material for the details of (1) Matrix
representation of the transition dipole moment for different
models; (2) Analysis of the reaction dynamics for Model II
inside the cavity with a stronger light-matter interaction ηc =

0.005; (3) The photon distribution of the cavity mode.
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Appendix A: Single molecule with a mass M = 0.5 a.u.

In this appendix, we focus on a single molecule charac-
terized by the same potential energy surface as described in
the main text, but with a smaller mass, M = 0.5 a.u. . Conse-
quently, the vibrational frequency increases, resulting in only
two eigenstates below the barrier, as illustrated in Fig. 14(a).
For the molecule outside the cavity, the reaction proceeds pre-
dominantly through the tunneling at the lowest two vibrational
states, with a reaction rate on the scale of 10−4 fs−1. This
quickly leads to a dynamical equilibrium of forward and back
reaction within tens of picoseconds. The higher vibrationally
excited states above the barrier play a relatively minor role in
the reaction for this model, and their involvement leads to a
slight decrease in the reaction rate, as depicted in Fig. 14(b).
In other words, the resonant vibrational transitions don’t con-
tribute significantly to the reaction. This explains our obser-
vation in Fig. 14(c) that, the rates inside the cavity are sup-
pressed and the rate profiles present no sharp resonance peak
over the entire ωc range.

Appendix B: Single molecule with a mass M = 4 a.u.

Here, we consider a single molecule with a mass of M =
4 a.u. . This model yields eight eigenstates below the barrier,
as listed in Table II and shown in Fig. 15(a).

First, we examine the reaction outside the cavity. The tun-
neling rate at the lowest two vibrational levels is remarkably
low, on the order of 10−14 fs−1. The reaction experiences a
three-order-of-magnitude acceleration when considering four
vibrational levels (Nmol

v = 4). However, the rate remains too
small to be visible in Fig. 15(b). With Nmol

v = 6, there is a no-
ticeable increase in the rate, as shown in Fig. 15(b), attributed

https://doi.org/10.26434/chemrxiv-2023-4l7zm ORCID: https://orcid.org/0000-0001-6625-3981 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2023-4l7zm
https://orcid.org/0000-0001-6625-3981
https://creativecommons.org/licenses/by/4.0/


15

a)

b)

c)

FIG. 14. a) Potential energy surface, eigenenergies, and eigenstates
for the bare molecule with a mass of M = 0.5 a.u. . b) Reaction rate
k as a function of the number of Nmol

v for a single molecule outside
the cavity (OC). c) Rate modification profile k/k0 as a function of
the cavity frequency ωc with two different light-matter interaction
strengths ηc. Here k0 denotes the reaction rate of a single molecule
outside the cavity. The results are obtained with Ncav

v = 10 and Nmol
v =

12.

to the vibrational heating and a much faster tunneling rate at
the vibrational states ∣vmol

4 ⟩ and ∣vmol
5 ⟩. A significant leap of

the rate occurs when Nmol
v is increased to 8, owing to ultrafast

tunneling near the barrier top. At this point, the rate reaches
the same order of magnitude as the converged rate constant,
k = 1.2×10−7 fs−1, which is obtained with Nmol

v = 12.

a)

b)

c)

FIG. 15. Same as Fig. 14 except that the mass is M = 4 a.u. .

Placing this molecule inside the cavity and considering two
light-matter coupling strengths, ηc = 0.00125 and ηc = 0.005,
we calculate the reaction rate k over a broader cavity range
from ωc = 200cm−1 to ωc = 2000cm−1. The results are dis-
played in Fig. 15(b). Three prominent peaks are observed at
around 510cm−1, 600cm−1, and 1115cm−1 for ηc = 0.00125.
Based on the analysis of the energy gaps between different
vibrational levels in combination with the transition matrix
⟨vmol

k′ ∣x∣v
mol
k′ ⟩ (provided in the SI), we can assign the peak

at 510cm−1 to the photon-assisted vibrational transitions be-
tween vmol

4 ↔ vmol
7 and vmol

5 ↔ vmol
6 . The peak at 600cm−1

is associated with the vibrational transitions vmol
2 ↔ vmol

5 and
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vmol
3 ↔ vmol

4 . The other peak in the high-frequency end around
ωc = 1115cm−1 is attributed to the photon-assisted vibrational
transitions vmol

2 ↔ vmol
7 and vmol

3 ↔ vmol
6 . There is also a small

peak at 1255cm−1, which is not readily visible with ηc =

0.00125, but becomes more apparent when the light-matter
coupling strength is increased to, ηc = 0.005. It is related to
the vibrational transitions, vmol

0 ↔ vmol
5 and vmol

1 ↔ vmol
4 . Be-

sides, two peaks in the lower frequency regime merge and
form a strong peak in the middle at 555cm−1 for the stronger
ηc = 0.005, due to the additional broadening effect brought in
by the cavity mode and the cavity bath. It is worth noting that
a photon with the frequency ωc = 660cm−1 induces the vibra-
tional transitions vmol

0 ↔ vmol
3 and vmol

1 ↔ vmol
2 , opening up a

cotunneling path. However, we don’t observe a conspicuous
peak in Fig. 15(c) at the supposed frequency. This is because
the tunneling rate from the left well to the right well on the
states ∣vmol

2 ⟩ and ∣vmol
3 ⟩ is much slower than the reaction rate

outside the cavity k0. As such, the rate enhancement effect is
nearly negligible.
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