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Abstract

Time-dependent density functional theory (TD-DFT) is the most widely-used electronic structure method
for excited states, due to a favorable combination of low cost and (in many contexts) semi-quantitative
accuracy. This Perspective describes various ways in which excited states from TD-DFT calculations can
be visualized and analyzed, both qualitatively and quantitatively. This includes not just orbitals and
densities but also well-defined statistical measures of electron-hole separation and of Frenkel-type exciton
delocalization. Emphasis is placed on mathematical connections between methods that have often been
discussed separately. Particular attention is paid to charge-transfer diagnostics, which provide indicators
to diagnose when TD-DFT may not be trustworthy due to its categorical failure to describe long-range
electron transfer. Measures of exciton size and charge separation that are directly connected to the
underlying transition density are recommended over more ad hoc metrics for quantifying charge-transfer
character.
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1 Introduction

Amongst various formulations of density functional theory (DFT) for electronic excited states,® by far
the most widely used is linear-response DFT.'® For historical reasons,® that formulation is commonly
known as “time-dependent” (TD-)DFT,!58 despite the absence of time in its static, frequency-domain
formulation. The latter formalism has a pleasing familiarity for chemists, as it can be cast as an eigenvalue
problem in a space of singly-substituted Slater determinants, analogous to the method of configuration
interaction with single substitutions (CIS)? but incorporating dynamical electron correlation. In favorable
contexts, including the electronic spectroscopy of many medium-sized organic molecules, TD-DFT achieves
a mean accuracy of ~ 0.3 eV for vertical excitation energies, "' which is often sufficient for solution-phase
spectroscopy. At the same time, TD-DFT’s formal scaling and computational cost are comparable to ground-
state DFT, ! meaning that it is often the only ab initio method for excited states that can address large
chemical systems. These considerations have made TD-DFT into the de facto workhorse of computational
electronic spectroscopy.

The present work provides an overview of visualization methods for linear-response TD-DFT, going
beyond molecular orbitals (MOs) and aiming to describe (and potentially quantify) how charge is rearranged
upon electronic excitation. Both density-based and orbital-based visualization tools are considered, as are
certain atomic partitions of the density change upon excitation,

Ap(x) = pexe(r) = po(r) . (L1)

These can be used to characterize the nature of an excited state, in both qualitative and quantitative
terms. Although many of these analysis and visualization methods have been around for a long time, only
occassionally have the connections between them been discussed,2™'® and often in a general form for
correlated wave functions with arbitrary levels of excitation. ! !® This obscures certain simplifications that
are possible for CIS- and TD-DFT-type wave functions, where the particle-hole picture is clear and explicit.
The present work is limited to those particular ansdtze, with an emphasis on connections between different
visualization tools that exist in the literature.

Especially relevant are a variety of charge-transfer (CT) metrics. 823 These can be used as prognosti-
cators of (potentially catastrophic!?428) problems with conventional TD-DFT’s description of long-range
CT.?° The practical effect is that TD-DFT significantly underestimates excitation energies for states having
significant CT character, %3032 including Rydberg states. 3933 Significant progress has been made recently
towards correcting this behavior, 3435 via long-range corrected (LRC) density functionals,®" 3 yet it remains
important to possess a means to diagnose problematic cases.

The remainder of this work is organized as follows. Section 2 provides a brief introduction to the formalism
of linear-response TD-DFT and also introduces some visualization tools based on the density matrix, which
are more incisive than simply plotting Ap(r) in real space. Orbital-based visualization tools, which remain
the most popular means for qualitative characterization of an excited state, are introduced in Section 3. To
quantify charge rearrangement during excitation, it is useful to introduce an atomic partition of Ap(r) that
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can be made into a metric for CT but can also assist in understanding states that are delocalized across more
than one chromophore. These tools are introduced in Section 4, and then Section 5 introduces additional
ways to quantify exciton delocalization that have a direct connection to the underlying wave function or
transition density. Finally, the CT problem in TD-DFT calculations is described in Section 6 along with a
discussion of various metrics that can be used to indicate when (and for which excited states) this becomes
an issue.

2 Theoretical Background

We begin with a brief recapitulation of the linear-response TD-DFT formalism (Section 2.1), then introduce
densities and density matrices for ground and excited states (Section 2.2). Attachment and detachment
densities,*® which are important tools for excited-state visualization, are introduced in Section 2.3.

2.1 Linear-response TDDFT

Mathematical derivations of linear-response TD-DFT, starting from an explicitly time-dependent theory
of a perturbed Kohn-Sham ground state, can be found elsewhere;! ® see Ref. 1 for a pedagogical version.
The linear-response formalism is what is most often implied by “TD-DFT”, as it is (by far) the most
common form. An explicitly time-dependent or “real-time” formalism also exists, "*! 43 which can be used
to describe attosecond electron dynamics in an external electric field.*45! For excitation energies and most
molecular electronic spectroscopy applications, however, the real-time method is much less efficient. ! Real-
time methods are not considered here, and visualization tools are somewhat different for that approach.®27
Starting from the ground-state solution of the Kohn-Sham eigenvalue problem, ®®

F"/}r = Erwr ) (2-1)

the basic equation of the linear-response formalism is

A B x(m) 1 0 x(n)
< B* A*) (y<n)) = Wn (0 —1 ) <y<n>> : (2.2)

(n)

This is a non-Hermitian eigenvalue problem for the excitation amplitudes x(™ = (x;,”) and de-excitation

amplitudes y() = (.TEZ)), for the nth excited state whose vertical excitation energy is w,. Throughout this

work, we use indices i, j,... to denote occupied MOs, a,b, ... to indicate virtual (unoccupied) MOs, and
7, 8,... to denote arbitrary MOs. Spin indices are omitted here; see Ref. 1 for a version of these equations
that includes them. The matrices A and B in Eq. (2.2) are Hessians with respect to orbital rotations. >
In the canonical MO basis that diagonalizes the Fock matrix F, their matrix elements are
OF;
Aiajo = (€4 — €;)0i50ap + 8P;: (2.3a)
aFia
Bia,jb = 3ij ) (23b)

where P is the one-electron density matrix. Expressions for A and B in terms of electron repulsion integrals
and the exchange-correlation kernel can be found elsewhere. 79 Lastly, the quantities ¢, — ¢, in Eq. (2.3a)
are differences between virtual (g,) and occupied (g;) Kohn-Sham energy levels defined by the ground-state
eigenvalue problem, Eq. (2.1). The difference e, — ¢, appears along the diagonal of A and constitutes
a zeroth-order approximation to an electronic excitation energy, consistent with a zeroth-order picture in
which an electronic transition consists in promotion of one electron from a single occupied MO into a single
virtual MO, 1; — 1,.

A TD-DFT calculation consists of the iterative solution of Eq. (2.2) for a certain number of excited states,
each characterized by vectors x(™) and y(™). These are subject to an unconventional normalization,

Z(x?a - yz2a) =1 ’ (24)

ia
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consistent with the metric matrix in Eq. (2.2).%%%762 For brevity, we omit the state index n in Eq. (2.4) and
subsequent expressions. Amplitudes {z;,} and {y;,} parameterize the transition density matriz (TDM) for
the excitation in question. As a position-space kernel, that object is* 761

T(rx') =Y [ﬂﬂm Vo (1) U7 (1) + yia ¥ (r) 5 (r') | - (2.5)

ia

It provides one possible visualization tool, usually in the form of the transition density, T(r) = T(r,r).

Often, Eq. (2.2) is simplified by invoking the Tamm-Dancoff approximation (TDA),*% in which the
de-excitation amplitudes y;, are neglected. These amplitudes arise naturally in the equation-of-motion
formalism for the one-particle density matrix,*%? yet in molecular TD-DFT calculations they are typically
~ 100x smaller than the largest z;,. (This this may not always be the case for solids.%*%%) The matrix B
is absent from the resulting TDA eigenvalue problem, which is simply

Ax = wx. (2.6)

For historical reasons, % the original eigenvalue problem in Eq. (2.2) is sometimes called the random phase
approzimation (RPA),? in order to distinguish it from the simpler Hermitian eigenvalue problem in Eq. (2.6).
That terminology is avoided here, however, so as not to confuse it with other methods known as RPA. %669
Where we need to make a distinction, we refer to Eq. (2.2) as “full” TD-DFT and Eq. (2.6) as TD-DFT/
TDA.

Use of the TDA is often essential for avoiding triplet instabilities and obtaining accurate triplet excitation
energies. "0°73 Triplet instabilities in the ground-state Kohn-Sham solution, ™ indicating that an unrestricted
wave function would lower the energy with respect to the closed-shell solution, manifest as negative excitation
energies. ™ This is common at bond-stretching geometries, where singlet and triplet states become quasi-
degenerate, ”®77 but may also occur near the ground-state geometry, if the fraction of Hartree-Fock exchange
is large,”®83 or for large values of the range separation parameter in LRC functionals.”?7184-86 Beyond
indicating an instability, solutions with negative excitation energies are not physically meaningful and can
lead to convergence failure in solving Eq. (2.2), if the iterative algorithm is predicated on the excitation
energies being positive. Invoking the TDA decouples the stability problem from the excitation energy
problem and is used in most calculations that are described here.

The TDA simplifies the structure of the transition density into a form where one can imagine a Kohn-
Sham wave function®®” (determinant) whose form is analogous to the CIS ansatz, namely

occ vir

Te) =3 92 (2.7)

%

where |¥¢) is a Slater determinant that differs from the ground state by a single substitution. Given this
form for |Wey), the real-space kernel T'(r,r’) in Eq. (2.5) can be connected to its more general definition in

wave function theory, '>6! which is
T(r,x') = N/\Ifé(r/, To,..y,Tn) Poro(r, 1o, ... ry) dry - -dry (2.8)
where Uy(ry,...,ry) is the ground-state wave function. The definition of T'(r,r’) in Eq. (2.8) is valid for

correlated wave functions also. 4

It has been argued that eigenvalue differences €, — ¢, should be good approximations to true excitation
energies in exact Kohn-Sham theory,87 0 albeit without spin coupling so there is no distinction between
excitations to different spin multiplicities. As such, one might imagine that configuration mixing in Eq. (2.7)
occurs to a lesser extent in TD-DFT as compared to CIS, and indeed this is observed to be the case.”' For
example, Figs. 1la and 1b compare amplitudes z;, for Sy — S; excitation of formaldehyde, computed using
TD-DFT/TDA with the PBE functional and also with the Hartree-Fock functional (i.e., exact exchange and
no correlation), the latter of which is equivalent to the CIS method. The TD-PBE eigenstate consists almost
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Figure 1: Bar graph of configuration mixing coefficients x;, for TD-DFT/TDA calculations on the 1'As state of
formaldehyde: (a) calculations using the PBE functional using active spaces containing nviry virtual orbitals, as
implemented in a real-space (basis-set-free) electronic structure code; (b) CIS calculations using the same active
spaces; and (c) conventional CIS calculations in Gaussian basis sets. Calculated excitation energies provide a measure
of convergence with respect to active space or basis set. Adapted from Ref. 91; copyright 2015 The PCCP Owner
Societies.

exclusively of the 2bs — 2b; amplitude whereas for a converged CIS calculation (including all virtual orbitals),
this amplitude accounts for less than 20% of the norm of the transition eigenvector. (These calculations were
performed using a real-space electronic structure code,?? so there is not finite-basis approximation. CIS with
conventional Gaussian basis sets are shown in Fig 1c.) Truncating the virtual space leads to a more compact
expansion and a 2bs — 2b; coefficient in the CIS case, but has a disastrous effect on the excitation energy
(Fig 1b). This is not a useful strategy.

That said, significant configuration mixing may be an unavoidable consequence of the use of hybrid
functionals that contain some fraction of “exact” (Hartree-Fock) exchange. Because the Hartree-Fock virtual
orbitals experience an N-electron potential rather than a (N — 1)-electron potential,”® the virtual levels ¢,
are upshifted such that even frontier virtual orbitals are often unbound (e, > 0). These are discretized
continuum states,** and a large number of them will need to mix together in order to generate the localized
wave function of a bound excited state. Inclusion of diffuse basis functions, which are often necessary to
obtain converged excitation energies,® also generate significant configuration mixing as shown in Fig. 1c.

Configuration mixing muddies the picture of electron and hole, thus it is desirable to have alternative ways
of visualizing an excitation besides simply plotting each of the MOs whose amplitudes x;, are significant.
To that end, we next introduce excited-state electron densities that can be used to visualize an excitation in
real space.

2.2 Densities and density matrices
Within TD-DFT, the density matrix for an excited state can be expressed as
Pee = Py + APCC  Aphole L 7 (2.9)
Here, Py is the ground-state density matrix and
AP = APelec L Aphole (2.10)

is the (unrelaxed) difference density matrix. Lastly, Z is the so-called Z-vector contribution that accounts
for orbital relaxation in the excited state.”5%% The “particle” (or electron) and “hole” components of AP
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are available from the TD-DFT response vectors: 8295797

APelec = %[(x+y)*(x+y) + (X*Y)T(X*Y)} (211a)

AP™ = —L(x+y)(x+y) + (x—y)(x—y)T] - (2.11b)

These formulas correct thosse written down intuitively in previous work, °® which include the (x+y)'(x+y)
term of Eq. (2.11) but not the (x —y)(x — y) term. Expressions for the matrix elements in the MO basis
can be simplified to afford ¢

(AP) ), = Z(xzamib + YiaVin) (2.12a)

K2

(APhOle)ij = Z(‘T'L’a‘m;a + yiay;a) : (212b)

a

These quantities are normalized such that
tr(AP) = 1 = — tr(AP"°) | (2.13)

Although we have not been explicit about spin indices, the spin-orbital indices (4, a, etc.) could be limited
to either o or (3 spin, e.g., to obtain a spin density matrix for either the particle (APS — AP;}QC) or hole
(APhOlC _ APgolc)
o .
Whereas AP in Eq. (2.9) is available from x and y alone, calculation of Z requires solution of the coupled-
perturbed equations that are associated with the TD-DFT excited-state gradient.®%°” The density matrix
Pexc that includes Z is known as the “relaxed” density matrix, whereas

Punrlx = PO + AP (214)

is the unrelaxed density matrix.

As the notation implies, the quantities AP and AP"!¢ can be conceptualized as separate densities
for the excited electron and the hole that it leaves behind in the occupied space. More precisely, this is true
of the real-space densities Ap,..(r) and Apy,.(r) that are encoded by these density matrices. Unlike the
difference density

Ap(l‘) = Apelec(r) + Aphole(r) ’ (215)

which has both positive and negative regions in space, Ap,,.(r) > 0 everywhere, and Ap, .(r) < 0.
Sometimes it is more informative to visualize these two quantities separately. It is therefore suggested that
Apoec(r) should be called the particle density and Ap, . (r) the hole density. (These terms are sometimes
used differently,'# but our usage is consistent with the idea of AP"°!® as the density matrix for the hole.%?)
An example is depicted in Fig. 2, where the particle and hole densities can be visually superimposed by the
reader to suggest the difference density, which is also shown. The Z-vector contribution is omitted in this
example, making these unrelaxed densities.

The molecule in Fig. 2 is a polyfluorene oligomer with a single keto defect (fluorenone) as one of the
terminal monomer units. % It provides an example of how particle and hole densities are useful for interpreting
excited states that are strongly mixed in the canonical MO basis, meaning there are numerous amplitudes x;,
that are similar in magnitude. In this particular example, each of the valence MOs is completely delocalized
along the length of the oligomer, which is not atypical for m-conjugated chromophores. Nevertheless, it is
obvious from the densities in Fig. 2 that the excited state in question is localized as a result of the defect.
This is not obvious within the canonical MO basis, however, wherein the transition density consists of a
roughly equal mixture of four different v); — v, excitations as shown in Fig. 3a. Localization arises from
phase interference in a coherent superposition of four terms, but this would be essentially impossible to
discern by inspecting the relevant MOs alone.
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(a) particle (attachment) density (c) difference density

Figure 2: Unrelaxed densities for (a) the particle (Apge.) and (b) the hole (Apye), along with (¢) their sum Ap
[Eq. (2.15)] and (d) the transition density T'(r). The excitation in question is the lowest dipole-allowed transition
(So — S2) of a five-unit, fluorenone-terminated polyfluorene whose leftmost fluorene unit contains a carbonyl defect.
TD-DFT/TDA calculations were performed at the CAM-B3LYP/3-21G* level. Adapted from Ref. 1; copyright 2023
Elsevier.

(a) canonical molecular orbitals

(b) natural transition orbitals

Figure 3: Transition density for the fluorenone-terminated polyfluorene oligomer that is also depicted in Fig. 2, viewed
here in two different representations: (a) the canonical MO representation, with weights x7, given as percentages,
and (b) the NTO representation, with weight A7 that is also given as a percentage. TD-DFT/TDA calculations were
performed at the CAM-B3LYP/3-21G* level. Adapted from Ref. 1; copyright 2023 Elsevier.
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2.3 Attachment and detachment densities

For CIS and TD-DFT calculations, the particle and hole densities defined in Section 2.2 coincide precisely
with the attachment density and the detachment density, respectively, quantities that were originally defined
in a manner that is not be limited to single-excitation theories.*® This definition sheds additional light on
the nature of AP and AP in TD-DFT, and is the topic of this section First, let us diagonalize a
difference density matrix AP and express the result in the form

Ul(AP)U = ( a0 ) : (2.16)

where the nonzero blocks a and d are diagonal matrices that contain the positive and the negative eigenvalues
of AP, respectively. Density matrices affording the attachment and detachment densities are then defined

ag12:13,40
attach __ a 0 T
apret —y (o U (2.17a)
and
detach __ 0 0 T
AP _U< o q )Y (2.17b)

Note that APt2h js positive semidefinite and AP9°ta? ig negative semidefinite.

The procedure above could be followed for any difference density matrix, including the relaxed one
from a TD-DFT calculation or one that is obtained from a correlated wave function. In the special case
that AP is the unrelaxed difference density matrix from a TD-DFT calculation [Eq. (2.10)], it follows that
APattach = Apelec 5pq APdetach = Aphole - Although this equivalence has been noted before,'3 it does
not seem to be widely appreciated. It arises from a unique feature of single-excitation theories, namely,
a direct correspondence between CI coefficients and matrix elements of the TDM. 14:61:62,100 For example,
Tia = (Vexelala;|¥o) in the CIS case.

Considering the specific case of AP in Eq. (2.10), qualitative insight into the nature of an excited state
can often be gleaned by analyzing its particle and hole components AP and AP"!¢ but it must be
borne in mind that electron/hole separation does not survive the contribution from orbital relaxation, i.e.,
from Z in Eq. (2.9). Nonzero matrix elements Z;, = Z,; introduce occupied—virtual coupling, in contrast
to the occupied—occupied and virtual-virtual terms that define the unrelaxed difference density [Eq. (2.12)].
However, one may construct the relaxed difference density,

A:Prlx = chc - PO = AP + 7Z 5 (218)

and substitute this for AP in Eq. (2.16). This defines attachment and detachment components of the relaxed
density and recovers a particle/hole picture that includes includes orbital relaxation.

Relaxation effects can be especially significant for states with CT character, as demonstrated in Fig. 4 for
the case of a donor—acceptor complex consisting of naphthalene and tetracyanoquinone. Unrelaxed particle
and hole densities (on the left in Fig. 4) suggest that the S; state of the complex has almost perfect CT
character, with the excited electron localized on the acceptor (tetracyanoquinone) and the hole localized on
the donor (naphthalene). A dipole moment change of Ay = 14.9 D upon excitation underscores this CT
character. However, both of the relaxed densities (on the right in Fig. 4) are delocalized over both monomers.
The change in dipole moment (Ap = 10.9 D) is substantially reduced although still quite large. Note that
the excitation energy is precisely the same regardless of which densities are used to visualize the transition
in question, as is the ground-state dipole moment of 1.3 D, however the excited-state dipole moment changes
significantly when computed using the relaxed density matrix for the excited state.

This example underscores the fact that using AP, rather than AP can have a significant effect on
excited-state properties,?>101:196 especially for states with a high degree of CT character.®® The relaxed
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detachment

attachment

Figure 4: Relaxed and unrelaxed detachment densities (upper images, in orange) and attachment densities (lower
images, in magenta) for the So — S; excitation of a donor—acceptor complex between naphthalene and tetra-
cyanoquinone, computed at the TD-wB97X-D/6-31G* level within the TDA. All densities are plotted using 90%
isoprobability contours. Unrelaxed densities (on the left), which are equal to Apg..(r) and Apyg.(r) in Eq. (2.15),
consist of donor and acceptor densities localized on naphthalene and tetracyanoquinone, respectively. Relaxed den-
sities (on the right) are delocalized over both molecules although the state maintains significant CT character as
evidenced by the dipole moment change upon excitation, Apu.

Table 1: Excitation energies and excited-state dipole moments compared to experiment.”

AFE u (D)?
Molecule & Method (eV)  unrelaxed : relaxed
formaldehyde (A5)
TD-BLYP 3.82 —-0.06 —-1.34
TD-B3LYP 3.98 —-0.22 —-1.40
TD-BH&HLYP 4.08 -0.39 -1.40
TD-HF 4.39 —-0.60 —1.26
CASSCF(12,10) ~1.29
experiment 4.07°¢ —1.56 £0.07¢
p-nitroaniline (*CT)
TD-BLYP 3.61 23.57 11.71
TD-B3LYP 4.07 20.81 12.40
TD-BH&HLYP 4.63 16.81 12.43
TD-HF 4.89 11.53 10.71
CASSCF(12,12) 16.35
experiment 4.24¢ 13.35F

%Data from Ref. 101 except where indicated. ?Sign convention set
by the ground-state dipole moment. “Ref. 102. Ref. 103.
°Ref. 104. fRef. 105.
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dipole moment, for example, which is the correct dipole moment for the excited state according to linear
response theory, is computed as p™* = tr(p,Pexe) for the x component, and its unrelaxed analog is p™™> =
tr(pzPunrix)- In Table 1, these two quantities are juxtaposed for the first excited state of formaldehyde
(143), and for an excited state of p-nitroaniline that is characterized by excitation from the highest occupied
MO (HOMO) to the lowest unoccupied MO (LUMO) that transfers charge from the amino group to the
nitro group. Even for the comparatively benign case of formaldehyde, use of the relaxed density alters the
total dipole moment by more than 1 D for several different density functionals, bringing it much closer
to experiment. The contrast is more dramatic for p-nitroaniline, where 'CT state exhibits a large dipole
moment (p ~ 13 D),19%107 and one might therefore expect significant orbital relaxation effects. Unrelaxed
densities overestimate this dipole moment by more than a factor of two in some cases, although the effect
decreases as the fraction of exact exchange is increased. (Relaxed and unrelaxed dipole moments differ by
more than a factor of two for formaldehyde as well,1°%106 hut the dipole moment is much smaller.)

Although relaxed densities are required for reliable and quantitative excited-state property calculations,
there is much qualitative information to be gleaned from the unrelaxed density. The CT nature of the donor
— acceptor transition in the naphthalene:tetracyanoquinone dimer (Fig. 4), for example, comes through in
both the relaxed and unrelaxed dipole moments, even if orbital relaxation serves to delocalize both particle
and hole across both monomers. Other examples considered below will neglect the Z-vector contribution,
which is adequate for a quick survey of the nature of the predicted excited states.

3 Natural Transition Orbitals

Densities reveal how overall charge is moved about upon excitation but they sacrifice the phase (sign)
information that is contained in the orbitals, which might have been helpful for understanding the character
of an excited state. If the number of significant amplitudes x;, is small, then the canonical Kohn-Sham
MOs are a good way to visualize the state in question but often this is not the case, especially when hybrid
functionals are employed. A quantity that does contain phase information is the transition density T(r,r’)
that is defined in Egs. (2.5) and (2.8), which can be plotted in three-dimensional space by setting r = r’. This
quantity, however, cannot be interpreted directly in terms of the movement of charge in the same way that
the particle, hole, and difference densities can be. For example, consider the transition density T'(r) = T'(r,r)
for the fluorenone-terminated polyfluorene oligomer that was considered above (Fig. 2d). Although its nodal
structure contains elements of the nodal structures of both Ap,.. and Ap, ., T'(r) is clearly distinct from the
difference density. What can be gleaned from T'(r) is the nature of the transition moment for the excitation
in question, which must lie along the long axis of the molecule because the negative and positive lobes of T'(r)
approximately cancel along the short axis. Clearly, the result of the fluorenone defect is that this particular
excited state is a property of the terminal monomer (fluorenone), not a property of the whole polymer. This
fact is not obvious from the canonical MOs that participate in the transition, which are shown in Fig. 3a.
The natural transition orbitals (NTOs),% which are introduced below, will help to recover an electron/hole
picture within a representation that contains phase information.

3.1 Theory

Starting from AP and AP defined in Eq. (2.12), phase information can be restored (in a manner that
maximally preserves the qualitative characteristics of these densities) by using their eigenvectors to define a
change-of-basis for the MOs. The transformation U, that diagonalizes AP®'® defines a transformation of
the canonical occupied MOs that we express as

M0 0
0 X o -
Ul (AP*)U, = _ : (3.1)
0 0 A}
A2
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The Noce X Noce diagonal matrix A2 contains the eigenvalues of AP®°, (It is the square of a diagonal matrix
A that will be used in Section 3.2, where we will discover that the values \; have their own significance.)
Eigenvalues of AP®¢ are strictly non-negative, which we indicate by writing them as A?, and they are
normalized such that ), A? = 1 [Eq. (2.13)]. In similar fashion, we introduce a matrix U, that diagonalizes
APhOle:
2
ul(AP™e)U, = (‘A 0) : (3.2)
0 O

This defines a transformation of the canonical virtual MOs. For single-excitation wave functions, the matrices
AP and AP have the same eigenvalues, up to a sign, %198 so A? is the same matrix noce X Noce iN
both Egs. (3.1) and (3.2). (Extra zeros in the latter are needed to dimension the matrices consistently.)

The matrix U, transforms the canonical occupied MOs into a set of “hole” orbitals that we will call
{wPle(r)}, while U, transforms the canonical virtual MOs into a corresponding set of “particle” (or “elec-
tron”) orbitals {¢$°¢(r)} where i = 1,...,n4cc in both cases, because even for the virtual orbital trans-
formation in eq. (3.2) there are only m,c. nonzero eigenvalues. These transformed orbitals are the NTOs
for the hole and for the excited electron, respectively. These are useful analysis tools because they reduce
the 2ngccnvirt excitation amplitudes x;, and y;, into just nec. unique amplitudes, as will be discussed fur-
ther in Section 3.2. For now, we simply note that the particle and hole densities are diagonal in the NTO
representation, which in real space means

Apaec(r) = D0 X2 w5 (r) (3.:30)
i=1
Appore(r) = = DA [ ()] (3.3)
i=1

Examples of NTOs are provided in Sections 3.3 and 3.4.

The name NTOs was first suggested by Martin in 2003, but this form of analysis was actually in-
troduced much earlier by Luzanov and co-workers.!9%!19 Tt has since be rediscovered (and expressed in
the notation used above) by others.100:198:111 The terminology for these orbitals reflects the sense in which
“natural” is used in quantum chemistry to mean eigenfunctions of a density matrix. 2114 Just as natural
orbitals are eigenfunctions of P (even in the case of a correlated wave function),!? with eigenvalues that
constitute natural occupation numbers, the NTOs diagonalize the TDM. Within a single-excitation model,
this is equivalent to diagonalizing the difference density matrix AP, although that equivalence is lost in the
case of a correlated wave function. (In that case, one must distinguish between NTOs that diagonalize the
TDM and natural difference orbitals that diagonalize the difference density matrix.'%1%) Similarly, natural
ionization orbitals diagonalize the difference density obtained upon electron removal. !> None of these quan-
tities should be confused with natural bond orbitals or any of the other “natural” concepts introduced by
Weinhold and co-workers, 1167118

3.2 Interpretation

The transformations in Eqgs. (3.1) and (3.2) fully defines the NTOs in TTDFT, but an equivalent and
illustrative definition is possible. Keeping to the TDA case for simplicity, we considder x to be a rectangular
matrix of dimension ngcc X nyirg. Hole and particle NTOs are defined by separate unitary transformations
of the occupied and virtual MOs (U, and Uy, respectively), and an equivalent definition of these two
transformations involves a singular value decomposition (SVD) of x:

A O
i _
UOva_< o 0) . (3.4)

Here, A is the nocc X Noce matrix of singular values A;, but is the same matrix that appears (as A2) in
eqs. (3.1) and (3.2). According to Eq. (3.4), the matrices U, and U, contain the left and right singular
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vectors of x, respectively, but they are identical to the eponymous transformations defined as eigenvectors
of APPle and APelec,

As compared to the definitions in Section 3.1, the construction in Eq. (3.4) demonstrates more clearly
why no more than nye. of the singular values are non-zero, and that eigenvalues of AP"!¢ and AP®'® occur
in pairs.'%® From yet another point of view, Eq. (3.4) is a special case of a corresponding orbitals trans-
formation, 1?7121 which selects a subset of virtual orbitals in one-to-one correspondence with the occupied
orbitals, diagonalizing the TDM in the process.

If AP"™!® is dominated by a single NTO, it follows that so is AP which is a consequence of the
correspondence between amplitudes z;, and elements of the one-particle density matrix that was discussed
in Section 2.3. As a result, for single-excitation theories (only), the NTOs are equivalent to excited-state
natural orbitals. 1°° For CIS wave functions, the corresponding eigenvalues in the natural orbital basis (natural

occupation numbers) can be specified in terms of the singular values of the transition amplitudes: 1%
1-X2, 1<r<N
e = 4 A2, N <r<2N . (3.5)

0, r>2N

The values n,. = 1—\2 represent the hole that is created and n,. = A2 correspond to the excited electron, which
demonstrates why AP®*® and AP"!® have the same eigenvalues up to a sign. Redundant orbitals (n, = 0)
have been eliminated by the SVD in Eq. (3.4). Although the direct connection between the excitation
amplitudes, transition density, and one-electron density matrix for the excited state is a unique feature of
the single-excitation ansatz, the concept of attachment and detachment densities as eigenfunctions of AP,
separable based on the sign of the eigenvalues in Egs. (2.16) and (2.17), is generalizable to wave functions
of arbitrary complexity. The individual eigenfunctions of AP, which are the NDOs,'# then generalize the
concept of NTOs for many-body theories, without the need to introduce “correlated NTQOs”. 122

Notice also that the TDM is diagonal in the NTO basis:

Noce

T(r,x') = Z X el (r) [pPoe(r')] " . (3.6)

This constitutes another proof that the transformation to NTOs distills a given excitation into the smallest
possible number of occupied/virtual orbital pairs. In a well-defined sense, the NTO basis is the best choice
for conceptualizing excited states in terms of a one-electron promotion from an occupied MO into a virtual
MO. Note that the NTOs are state-specific, so this optimal basis changes from one excited state to the next.
(State-averaged NTOs have been suggested as a compact basis for correlated wave function expansions.'4)
In Egs. (3.1) and (3.2), we have written the eigenvalues of AP and AP"!¢ as \? in order to emphasize
the correspondence with 22, in the canonical MO basis, whereas the singular values ), in Eq. (3.4) are the
amplitudes themselves, rotated into the NTO basis.

For chemists, there exists a temptation to designate the orbitals comprising the first NTO pair (having
the largest singular values \;) as “HONTO” and “LUNTO”,'2314% in analogy to HOMO and LUMO. (The
terms “HOTO” and “LUTO” have also been used occassionally. *?:146) This seems to be especially prevalent
in the literature on thermally-activated delayed fluorescence (TADF) emitters. 1327145 As even some who use
this terminology have acknowledged, '2° this usage is incorrect insofar as “highest” and “lowest” are typically
used in the context of the aufbau principle, whereas orbital energies are undefined in the NTO basis because
the Fock matrix is not diagonal. As such, it makes no sense to discuss the energies of NTOs, and this makes
the “HONTO” and “LUNTO” terminology especially confusing when discussed alongside HOMO/LUMO
energy gaps, as is often done in the TADF literature. In this author’s view, the terms “HONTO/LUNTO”
should be avoided, so that visual descriptions of NTOs are kept separate from arguments based on one-
electron energy levels. In discussing the NTO pairs with the largest singular values, a more appropriate term
is principle transition orbitals, or perhaps principle NTOs (pNTOs). The full set of NTOs can be labeled
pNTO,pNTO — 1,pNTO — 2, ..., in order of decreasing singular values A\; > Ag > A3 > ---. That is the
nomenclature used herein.
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Figure 5: Orbitals participating in the lowest titanium K-edge transition in Ti;¢O32Hz, computed using TD-DFT/
TDA (PBEO0/def2-ma-SVP): (a) the principle electron NTO $°°(r), for which A} = 1.00, and (b) two canonical
virtual MOs t,(r), for which 22, = 0.19 and 0.09. Isosurfaces plotted here encapsulate 85% of the probability density

[ (r)[*.

3.3 Examples

Equation (3.3) demonstrates how the NTOs extract the most important contributions to the particle and hole
densities, or in other words the most significant contributions to the unrelaxed attachment and detachment
densities. In the case where there is only one significant singular value (A2 ~ 1), then [/§'°°(r)|> and
[$1ec(r)|? are equivalent to the particle and hole densities Ap,,..(r) and Ap, . (r), respectively, or in other
words they are equivalent to unrelaxed attachment and detachment densities. This connection does not seem
to be widely appreciated.

In some cases the use of densities may be more convenient, especially in the opposite limit where several
singular values are significant, a situation that is discussed in Section 3.4. On the other hand, the NTOs
preserve phase information that is lost upon squaring the orbitals, and that information may be useful in
some situations, e.g., to distinguish n7* from 77* in cases of significant orbital mixing, or to reveal the
7™ — 7" in a case with complicated nodal structure, as in the example of Fig. 3b, to which we return below.

For a very different example, we turn to x-ray spectroscopy at the titanium K-edge. Calculations on a
Ti1O032Hy cluster!! were performed at the PBE0/def2-ma-SVP level where the basis set is an augmented
one, '*7 intended to describe any nascent band structure. The K-edge consists of transitions from Ti(1s)
to valence virtual orbitals at almost 5,000 eV, and to access core-level excitations these calculations invoke
the core/valence separation approximation.'4® Here, one omits amplitudes z;, unless 1; corresponds to a
core orbital of interest, meaning Ti(1s) in the present example, while retaining the full virtual space. The
principle particle NTO in this example exhibits just one nonzero singular value (A? = 1.00) and is depicted
in Fig. ba, where its Ti(3d) character is evident along with some admixture of O(2p). The hole NTO is
not shown but corresponds to the Ti(1s) on a nearby atom, meaning that the asymmetry of the cluster has
localized this Ti(1s) — Ti(3d) pre-edge feature to one end of the Ti;gO32Hy cluster.

In the canonical MO basis, the same transition is completely scrambled and essentially uninterpretable.
Two of the relevant canonical virtual orbitals are shown in Figs. 5b and 5¢ but there are 17 distinct amplitudes
with |2;4] > 0.1, the largest of which contributes only 19% of the norm of the transition eigenvector. and all of
which collectively contribute only 85%. Note that Fig. 5 indicates the fraction of |1 (r)|? that is encapsulated
within each isosurface, which is necessary in order to make meaningful side-by-side comparisons of orbital
localization or size. Isoprobability surfaces are be readily computed,'4? given volumetric data on a grid (e.g.,
in the format of a “cube” file),”* and this functionality is available in some visualization programs. %"

It is thus conceivable that x is characterized by just one singular value with A2 ~ 1. In such cases,
the principle NTO pair can be used to distill the picture into one that involves just one occupied and one
virtual orbital, without loss of information. Such is also the case in the Sg — S, transition of the fluoronone-
terminated polyfluorene that is shown in Fig. 3, for which A\? = 0.96. In contrast to the simple picture
in the NTO basis, in the canonical MO basis four different amplitudes x;, contribute significantly to the
same transition. The latter are highly delocalized in the occupied space and form a localized hole only upon
coherent superposition, whereas the localization is immediately evident in the NTO basis. Higher-lying
states of polyfluorenes do involve a larger number of significant NTO pairs, 24 which is not unusual. Since
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Figure 6: Frontier MOs for benzene (B3LYP/6-31G* level). The two occupied orbitals are degenerate, as are the two
virtual orbitals.

NTOs are the optimal particle/hole basis, the presence of more than one significant singular value \; is a
signature of unresolvable multideterminant character in the excited-state wave function, which cannot simply
be rotated away by unitary change of basis. #1190 The next section considers this in more detail.

3.4 Static correlation

The presence of more than one significant A; in the SVD of x4y can be driven by symmetry-induced orbital
degeneracies. Such is the case for benzene, whose frontier MOs (Fig. 6) consist of a pair of degenerate e,
orbitals (HOMO and HOMO — 1) along with a pair of degenerate e,,, orbitals (LUMO and LUMO + 1). In
small basis sets, there is essentially no difference between the canonical MOs and the NTOs for the low-
lying excited states and they can be used interchangeably in the following discussion. Four singly-excited
determinants can be constructed from the four aforementioned orbitals, and together these make up the first
four singlet excited states of benzene. These states are:

[S1(B2u)) = (|01c2) + [ W5e)) /v2 (3.72)
S2(Bra)) = (|01c2) — [w5e)) /v2 (3.7b)
Sa(Er)) = ([Wac) +[1g2)) /2 (3.7¢)
15" (Br)) = ([Wac) — [Wig2)) /V2 . (3.7d)

States S; and So are optically dark in one-photon spectroscopy but S3 is dipole-allowed and doubly-
degenerate. 152 Calculations at the TD-B3LYP/6-31G* level conform to this simple four-orbital model with
> 99% fidelity, and though the TD-DFT results might at first seem complex, in the sense that there is no
excited state that is primarily HOMO(2e;4) — LUMO(leg,) in nature, given the symmetry of the system
there is little else that these states could have been. Symmetry here is a parlor trick that makes the situation
seem more complicated than it really is, leading to unresolvable multiconfigurational character. wherein a
minimum of four orbitals and two determinants is required to describe the low-lying excited states, even
within the single-excitation ansdtze of CIS and TD-DFT.

A more interesting example, which is not driven by symmetry, is the keto-defect polyfluorene oligomer
whose Sp — So transition was considered in Figs. 2 and 3 and whose So — S3 transition is depicted in
Fig. 7a. There is interest in these molecules for fabrication of organic light-emitting devices, *>71°® as this
is one of the few classes of materials that can span the whole range of visible wavelengths at low operating
voltage, 1°3 and also one of the few classes of materials with good emission properties for blue light. '** These
properties arise from highly delocalized excited states of the 7w system that may exhibit large polarizabilities
and hyperpolarizabilities, giving rise to nonlinear optical properties.'®® In the present example, such states
are accessed at higher excitation energies such as w = 4.5 eV for Sy — S3. The oscillator strength for this
delocalized transition (f = 4.5) is about 25 times greater than that of the defect-localized Sy — Sa excitation.

For Sy — S3, even the principle NTOs are delocalized over the length of the molecule (Fig. 7a), meaning
that this is genuine delocalization and is not an artifact of the representation. The principle NTO pair
accounts for only 67% of the transition density, with a second NTO pair contributing another 20%. Irreducible
mixing of more than one NTO pair is a signature of static correlation in the excited state.!%15100 (Note
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Figure 7: NTOs for transitions that exhibit significant static correlation in the excited state: (a) So — S3 excitation
(w=4.5eV, f =4.5) of a five-unit polyfluorene polymer with a keto defect (as in Figs. 2 and 3), computed using
TD-DFT/TDA at the CAM-B3LYP/3-21G* level; (b) So — S1 excitation (w = 2.8 eV, f = 0.4) of a 1,3,5-triazene
derivative, ** computed at the wB97X-D/6-31+G* level; and (c) So — S2 excitation of a 20-unit MEH-PPV polymer,
computed at the wB97X-D/6-31G* level. Panel (c) is adapted from Ref. 151; copyright 2014 American Chemical
Society.

that there is no contradiction with the use of a single-determinant formalism for the ground state, because
the CIS wave function ansatz is multideterminantal.) From another point of view, the presence of more
than one significant singular value in the TDM indicates that the natural orbitals of the ground state differ
significantly from those in the excited state.'%C A close examination of the NTOs in Fig. 7a reveals that
Y (r) and ¥5°'°(r) are out of phase with one another, on the left end of the molecule, but evolve across
its length such that they are in phase on the right end of the molecule. The same is true of 1§*‘(r) and
Pslec(r), which suggests that the excited state in question can only properly be described using a minimum
of two determinants. This would not be obvious from attachment/detachment density analysis.

Formal analysis suggests that static correlation, manifesting as more than one significant NTO pair, may
occur in cases where a molecule consists of what amounts to two weakly-interacting chromophores, '° even
if these are but different chemical moieties within the same molecule. An example is the molecule shown
in Fig. 7b that consists of three identical ligands connected to a central 1,3,5-triazene moiety in a propeller
motif, wherein each ligand may be considered a distinct chromophore. (This and other triazene derivatives
have been investigated 33 in the context of optoelectronic applications such as triplet-triplet annihilation
and TADF. '61-165) Canonical MOs for this molecule are not shown but are mostly delocalized over all three
ligands, nevertheless the NTOs for the Sy — S; transition are delocalized over just two of the three ligands
(Fig. 7b). Although this could be inferred also from the particle and hole densities, what those densities
cannot reveal is the role of static correlation: this excited state is evidently an irreducible combination of two
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Figure 8: Energy profiles along the electrocyclic ring-opening coordinate of oxirane (CHoCH20), illustrating changes
in the dominant NTO pairs at different points along the reaction coordinate. (a) Near the S2/Ss3 intersection at
0 = 62°, the hole remains consistent on both states as the system passes through the conical intersection, whereas the
excited electron switches its character abruptly, from 3p. to o*. (b) Where the electronic states are well-separated
(e.g., for & = 65°), the dominant NTOs remain qualitatively consistent as the system moves along the potential
surface. Adapted from Ref. 166; copyright 2015 the PCCP Owner Societies.

particle/hole pairs. Another example with multiple chromophores within the same molecule is the poly|[2-
methoxy-5-(2-ethylhexyloxy)-1,4-phenylene vinylene] (MEH-PPV) polymer that is shown in Fig. 7c. %! Here,
breaks in the conjugation divide the polymer into several effective intramolecular chromophores, yet electronic
coupling between them is sufficient to maintain coherence of the exciton across these gaps in conjugation.

The close connection between significant NTO pairs and static correlation suggests that the NTOs can
be used to infer electron configurations, and in particular to detect changes in electron configuration across
a potential energy surface. (In fact, a more descriptive name for the NTOs might be natural electron
configurations.57) Consider the electrocylic ring-opening of oxirane (CyH40), a prototypical reaction for
which the Woodward-Hoffmann rules were developed. 16%:169 Potential energy curves along the C~C-O bond
angle of the ring are plotted in Fig. 8 and isosurface plots of the principle NTO pair are provided at various
points, for transitions to Sy and S3.1%% The reaction involves a conical intersection between these two excited
states, at an angle 0cco = 62°, and the the nonadiabatic transition that occurs there is accompanied by
an abrupt switch in the qualitative nature of ¥§'°(r), as shown in Fig. 8a. On the other hand, }°*(r)
remains qualitatively unchanged as the system passes through the intersection. By means of these NTOs,
one may assign the diabatic character of either state: for 0cco < 62°, the So state is n — o* and the S3 state
is n — 3p., whereas this character is reversed for cco > 62°. Away from any near-degeneracy between
Born-Oppenheimer potential surfaces, no such abrupt change is seen in the nature of the dominant NTOs,
as illustrated in Fig. 8b.

4 Atomic Partitions

Orbitals and densities introduced above provide convenient tool to visualize excited states in real space. The
present section describes tools that attempt to quantify charge rearrangement in Ap(r), by partitioning the
density change into atomic contributions.

4.1 Mulliken analysis

Consider the 'CT state of p-nitroaniline whose dipole moment change is listed in Table 1. Although the
HOMO is nominally located on the amino group and the LUMO on the nitro group, both orbitals extend
over a significant portion of this small molecule, thus the CT nature of the state in question may not be
immediately obvious. A Mulliken-style 70172 partition of AP and AP"!® might help to quantify the
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nature and extent of the charge rearrangement. In this approach, the charge that is transferred to atom A
by electronic excitation is defined as

A =) (SAPY),, , (4.1)

HEA

where S is the atomic orbital (AO) overlap matrix. Simultaneously, atom A may lose some charge if it
contributes to the hole, and that quantity of charge is defined as

Al = " (SAP™),,, . (4.2)
HEA

Other common atomic partitions of a density matrix can be applied equally well, to obtain Lowdin charges, %>

for example. These decompositions are subject to the same variability with respect to the choice of AO basis
set that characterizes ground-state Mulliken or Lowdin atomic charges, and are intended only to aid qual-
itative understanding. For reproducing electrostatic properties (such as dipole moments) of electronically-
excited states, charges derived from the molecular electrostatic potential are much more reliable.2°

4.2 Charge-transfer numbers

A different sort of atomic partition are the CT numbers that were first suggested by Luzanov and co-
workers, 60:109,110.1737175 T jlce the difference charges Ag¢%°® and Ag'P!®, these quantities attempt to identify
and quantify charge flow upon electronic excitation, based on atomic indices. For atoms or groups of atoms
A and B, one might intuitively define an A — B charge transfer number according to %17

lasp =Y > (@5, +y) (4.3)

nEAVEB

where
Tpy = g Cpi Tia Cuq (4.4)
1a

175 also known as a pseudo-density for the excita-

is a transition amplitude expressed in the AO basis,
tion. 76177 (The quantity Y is defined analogously.) The idea is that squared amplitudes xl?“, and yfw
are associated with probabilities for transfer of charge from p € A to v € B. However, the formula in
Eq. (4.3) accounts neither for the normalization condition in Eq. (2.4), nor for the fact that the AOs are not
orthogonal. This may not be an issue when [, _, 5 is used to analyze semi-empirical calculations, 1741787184
where the inherent minimal basis might be assumed to be orthonormal, but the same formula has been put
forward for all-electron TD-DFT calculations in arbitrary basis sets. %% Normalization could be enforced
in a straightforward fashion,'®°

7 lA—)B

R SN S S o)
However, failure to account for the AO overlap matrix leads to significant discrepancies in CT numbers
computed in small versus large basis sets. 18

For this reason, an alternative definition due to Plasser et al. is preferable, as it accounts for

nonorthogonality of the AO basis functions. This definition starts from the normalization condition

14,186

/|T(r,r')|2dr dr' =1. (4.6)

Rewriting this in terms of SAP, as in Egs. (4.1) and (4.2), suggests an atomic partition analogous to Mayer’s
bond-order matrix, M. 87188 For a closed-shell system, that quantity has matrix elements

Map =Y > (PS),,(SP), (4.7)

nEAVEB
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and partitions (SP),, into contributions y € A and v € B. A change-in-bond-order matrix (AM) can then
be obtained by swapping SAP for SP in Eq. (4.7):

(AM)ap =) > [(AP)S],u[S(AP)],, . (4.8)

neEAveB
The quantity AM,p can then be taken as an alternative definition of a CT number,'® a convention that
has since been adopted by others. 85189191 Alternatively, one might exploit trace invariance in tr(AM) =

> 4.5(AM) ap to partition the summand in Eq. (4.8) in the spirit of a symmetric (Léwdin) orthogonalization

of AP,?31927194 meaning two factors of S1/2(AP)S'/? as opposed to separate factors of (AP)S and S(AP)
that in Eq. (4.8).%% This leads to a definition

Qasp =) Y [SY*(AP)S?2, (4.9)

neEAveB

to quantify the flow of charge from A to B, which amounts to a Lowdin-style partition of AP.?3 The quantity
Qa-p is a CT index in the spirit of ,_, 5 but corrected to take proper account of the nonorthogonal AO
basis set. A Mulliken-style partition has also been formulated, ! in the spirit of Eq. (4.8), however Léwdin
populations are generally more stable and free of negative population artifacts.?3!7? That said, the value of
Q4 p certainly depends on the choice of AO basis set, just like any Léwdin population analysis. '™

The method based on Eq. (4.9) has been called fragment transition density analysis, 35189195 hecause in
the case of a correlated wave function one could imagine using the TDM in place of AP. For TD-DFT there
is no distinction, although one could substitute AP, in place of AP, thereby using the relaxed density to
understand charge flow. In view of the discussion in Section 2.3, this is probably the better approach for
quantitative analysis of CT states.

The CT indices 2 4_, p satisfy the normalization condition

> Qap=1 (4.10)
A,B

for single-excitation wave functions. (The normalization condition is more complicated for other types of
wave functions.!?) An expression analogous to Eq. (4.10) has been suggested for I, , 5,'™ yet this claim
seems suspicious for all-electron TD-DFT calculations in nonorthogonal basis sets. Several other concepts
introduced by Luzanov et al.°®'™ in the context of the CT indices I 4_, 5 would seem to be rigorously valid
only when the alternative definition 24,5 is used instead. These include a gross excitation localization

indez (GLI),50:175

GLLy = Qa4+ CT4 (4.11)
where 1
CTA=§ Z(QA_>3+QB_)A). (4.12)
B#£A

The quantity CT 4 is a measure of charge that is shifted around in ways that involve atom A, such that

Nor=» CTa (4.13)
A

is a measure of the total CT character of the excited state in question.'®® It follows that

> GLIy =1, (4.14)
A

which suggests that GLI 4 provides an atomic or functional group partition of the excited electron. As such,
it is also possible to use the quantities 24_,p to define the size of an exciton, although we postpone that
discussion until Section 4.5.
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Figure 9: CT numbers [A_>B for selected atoms (given here in percentages, in black, at the arrows) and gross excitation
localization indices GLI4 (on the left, at the brackets) for the color-coded fragments A, for the lowest excitations of
the DMABN molecules. Calculations were performed at the TD-B3LYP /aug-cc-pVDZ level. Adapted from Ref. 60;
copyright 2010 John Wiley and Sons.

4.3 Example: DMABN molecule

Examples illustrating the use of CT numbers 2 4_, g in complicated cases of photochemical reactions involving
transition metal complexes have been considered in Ref. 23. Here, we consider a relatively simple example, 4-
(dimethylamino)benzonitrile (DMABN), which has something of a history within TD-DFT. Its spectroscopy
which consists primarily of the usual 'L, and 'L; states, °$1967198 often discussed in the context of polycyclic
aromatic hydrocarbons (PAHs).7:199-203 Qetting aside detailed symmetry considerations, these two states
have roughly perpendicular transition moments (along axes “a” and “b”). The former is primarily a HOMO
— LUMO excitation, with significant ionic character in PAHs, while 'L is a mixture of (HOMO — 1) —
LUMO and HOMO — (LUMO + 1).2%* TD-DFT calculations often afford an unbalanced treatment of these
two states, 98204295 which are quite close in energy in the case of DMABN. 206

The DMABN molecule is a canonical example of the phenomenon of dual fluorescence,
appearance of two fluorescence bands whose intensity ratio is highly sensitive to solvent polarity.
Other donor—m—acceptor (or “push-pull”) systems also exhibit this behavior,?!%?12 and examples such as
push-pull porphyrins and thiophene-based push-pull polymers have been widely studied as potential pho-
tosensitizers for solar cells.?'3 220 Often, TD-DFT calculations have been used in an attempt to establish
design principles. 2217225 Other categories of push-pull systems may be useful as dopants to produce devices
with novel optoelectronic properties, including photoswitchable molecules,??% and molecules that exhibit
TADF without the use of heavy metals. 227229

Dual fluorescence represents an exception to Kasha’s rule, which states that emission typically
occurs in a single band originating from the lowest excited state, insofar as radiationless internal conversion
from higher-lying excited states is usually rapid and efficient. The dependence on solvent polarity has long
been been interpreted in terms of excited-state dynamics that access a twisted intramolecular CT (TICT)
state, characterized by rotation of the -N(CHjz)s group out of the phenyl plane. 197:207:233-241 Tpy thig picture,
the TICT state is stabilized in polar solvents, relative to the “locally excited” (LE) or z7* state, and is
the origin of the longer-wavelength fluorescence band. This interpretation has been questioned, however, in
both DMABN 2427249 and similar donor-m—acceptor systems. 2°0-253

What is not in dispute is that the S; and So states of DMABN exhibit different degrees of CT upon
vertical excitation. In the gas phase, S; is the LE state and Ss is the CT state, as evidenced by a dipole
moment that is &~ 6 D larger in So than S;, whose dipole moment is &~ 3 D larger than that of the ground
state.206 This interpretation is furthered by examining the CT numbers and GLIs for both states, which are
provided in Fig. 9 based on Luzanov’s definition (I,_, ), normalized as percentages to sidestep issues with
the normalization of Eq. (4.3). These quantities suggest that the Sy — S; transition is characterized by a
single large CT number corresponding to electron transfer from the amino lone pair into the phenyl ring,
yet the GLI analysis suggests that 73% of the excited electron is localized on the phenyl ring, consistent
with the idea that Sy is the w7* state. For the S, state, the CT numbers provide clear evidence of amino

197,198,207-209 (. the
197,207-209

230-232
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Figure 10: Principle NTO pairs pairs for the lowest dipole-allowed FE state of the benzene dimer, in a cofacial Dgp
arrangement. Calculations were performed at the TD-DFT/TDA level using CAM-B3LYP/6-31G* and the orbital
isosurfaces contain 80% of the corresponding orbital densities.

— phenyl — cyano electron transfer, with smaller fractions of the excited electron is localized on the amino
and phenyl groups as compared to S1, and a larger fraction transferred to the cyano moiety.

4.4 Frenkel excitons and charge-resonance states

New forms of complexity emerge in systems having multiple electronic chromophores that are identical or
near-identical and whose vertical excitation energies are therefore quasi-degenerate. If the electronic coupling
between chromophores is sufficiently strong, then the monomer excitations will mix and the excited-state
wave function for the aggregate system will be delocalized across more than one chromophore. 2°4-257 Consider
the case of two identical monomers in a high-symmetry arrangement, such as a cofacial benzene dimer with
Dgp, symmetry, for which the pNTOs are illustrated in Fig. 10. In Section 3.4, it was discussed that a
minimum of four Slater determinants is required to describe the frontier excitations of the benzene monomer
[Eq. (3.7)], and the same is true for the dimer but the relevant pNTOs are delocalized over both monomers.

Collective excitations of electronically coupled chromophores can be conceptualized as linear combinations
of basis states |U7W¥,) and |¥,¥}5), in which one monomer or the other is excited. These are the Frenkel
exciton (FE) states, as in the classic case of H- and J-aggregates of PAH molecules.?>® In a high-symmetry
system such as the benzene dimer, the mixing coefficients are equal:

[WEEY = %(\qffq@ + |\I/1\I/§>) . (4.15)

In a lower-symmetry example, the isolated-monomer excitations may not be exactly degenerate. In quasi-
degenerate cases the monomer-excited basis states may still mix, though perhaps not equally. A more general
expression might thus be

|UFE) = 1| UiW,) + | T, 03) (4.16)

for some mixing coefficients ¢; and co.

When the chromophores are at close-contact (van der Waals) separation, there is also the possibility
of intermolecular CT, which we might represent using basis states W] W;) and/or |¥]7 W), For highly
symmetric systems, these these forward and backward CT states may be degenerate, leading to the formation
charge-resonance (CR) states,

[WERY) = %(mlﬂpg + |x1:;x112+>) , (4.17)
which are characterized by equal amounts of forward and backward CT.?25%25%260 Fyrthermore, if the
electron-transfer process is similar in energy to the So — S; monomer excitation energy then either CT
excitons or else localized CT states may further mix with FE states. This type of mixing has been widely
discussed in the theory of excimers and photoluminescence. 2°4:25%:261-263 Thege various scenarios are illus-
trated schematically in Fig. 11.
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Figure 11: Different representations of FE (or excitonic resonance) excited states versus CT excited states, in a
symmetric dimer whose ground-state wave function is denoted |¥;¥,). Adapted from Ref. 186; copyright 2012
American Chemical Society.

Interaction between various types of states that are illustrated in Fig. 11 may lead to some mixing, such
that the real picture is more muddled. An important case where both types of states are in play are m-stacked
nucleobase dimers,26:27:264-266 Jeading to interplay between optically-allowed FE states and optically-dark
CT states in single-stranded DNA. 257272 Low-lying excited states of tetracene and pentacene also exhibit
this type of mixing2°%273277 which is relevant to the singlet fission process.?”®7282 In the perylene diimide
dimer, which is a common singlet fission (SF) chromophore, 283284 there has been much discussion of solvent-
induced symmetry breaking that can convert CR states into localized CT states.?®%286 Within a quantum
chemistry calculation, even low-polarity dielectric boundary conditions (e = 3, as in organic thin films) can
provide sufficient polarization to break the electronic symmetry and localize the CT states. 250

In cases where mixing is significant, it can be challenging to develop a conceptual picture based on detailed
calculations. Because each of the four wave functions [W5F) and [UGR) is delocalized over both chromophores,
FE states cannot be distinguished from CR states on the basis of particle/hole (or attachment/detachment)
densities. 'Y The key to differentiating them is to recognize that the CT numbers Q4_,p or l,_, p contain
information about correlations between particle and hole that are averaged away in the densities Ap,,,. and
Ap,o1o- This has been analyzed in terms of the cumulant of the two-particle density matrix,?®” but a more
straightforward analysis is to use a 2 x 2 matrix (€ or I) comprised of the quantities Q4_,p or [ ,_, 5, in which
the fragments A and B represent monomers. %6 This matrix is presented in Table 2 for the delocalized states
|UEEY and [WGR) that appear Fig. 11, along with the four basis states that contribute to them. By means
of the matrix €, these states become easily distinguishable: diagonal character is associated with charge-
neutral excitations (FE states, where only Q4,4 is significant), whereas off-diagonal character indicates
charge separation. The metric Not [Eq. (4.13)] differentiates charge-neutral excitations (both localized and
delocalized) from charge-separated ones. Note that the full matrix € is necessary in order to make these
distinctions; the GLI in Eq. (4.11) is insufficient.

This analysis has been idealized in the sense that it assumes orthonormal basis functions, and is intended
to demonstrate simply that the aforementioned metrics are capable of distinguishing between delocalized
states and thus providing information that Ap,.. and Ap, ;. do not. As discussed also in Section 4.2, these
metrics rely on our ability to assign amplitudes z,,, to atoms and are susceptible to all of the usual problems
with Mulliken and Lowdin charge analysis. That said, this type of analysis has been used in real calculations
to classify the excited states of m-stacked dimers of naphthalene,'®® adenine,'®%2%5 and pyridine,?3® for
example.

4.5 Participation ratio

Table 2 also introduces the participation ratio (PR) as a means to distinguish between localized and delocal-
ized states. This is a measure of delocalization over sites that is used in a wide variety of contexts. 42897292
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Table 2: Descriptors for the excimer states of a symmetric dimer.®

State? Netr®  PRey® Qe
we) o1 (g0
TRZII 1 (8 (1)>
w1 (1)
w1 (00)

|WFE) 0 2

&
L
ey o1z ()
|PERY 1 2 (0 1

@Adapted from Ref. 186. *See Fig. 11. “Eqn. (4.13).
4Eqn. (4.23). °Qap = Qa5 [Eq. (4.9)], where A

and B refer to monomers 1 and 2.

A generic definition is
n -1
PR = (Z p3> (4.18)
i=1

where p; is the probability of localization on site 4, in a system with n possible sites. In quantum mechanics,
p; is usually the square of some coefficient that expresses the wave function as a linear combination of
localized basis functions assignable to sites, say,

k) = Zaki i) - (4.19)

The summation in Eq. (4.18) then involves the fourth power of the amplitudes ay; and is often expressed as

(Z?:l a%z‘)z )

Z?:l aij

We assume normalized coefficients henceforth, in which case the numerator in this expression equals unity,
as in Eq. (4.18). If p; = 1/n, indicating equal probabilities at each site, then Eq. (4.18) affords PR = n. In
general, the PR may be interpreted as the number of sites over which the wave function delocalizes, and for
that reason it has sometimes been called a collectivity index.°

The presence of a reciprocal in Eq. (4.18) seems to have led to some confusion, whereby this quantity
is sometimes called the inverse participation ratio (IPR).2%3 2% However, calling the quantity defined in
Eq. (4.18) a PR is consistent with the earliest examples in the literature, 28%:299:299:300 and perhaps more
importantly it means that the PR increases (rather than decreases) as more and more monomers participate

PR(¢) = (4.20)
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in the excitation. With Eq. (4.18) taken to define the PR, then its inverse is
IPR =) p; (4.21)
i=1

and IPR = 1/n if p; = 1/n. That is consistent with the idea of the inverse of participation by n chromophores,
and also appears to be standard notation in the literature on localization phenomena. 290:291:300-304 However,
both Mukamel and co-workers, 2727294 as well as Fleming and co-workers, 29>39% are inconsistent in whether
Eq. (4.18) defines the PR or the IPR. In view of the arguments above, PR should be defined as in Eq. (4.18)
and its inverse, if needed, can be called 1/PR.

For TD-DFT, one might define separate PRs for the electron and the hole: 186

PRelec = {XB: (ZA: QA—»B)Q] B (4.22a)

-1

PRpole = {XA: (ZB: QA%B)2:| : (4.22b)

(Note carefully the order of the summation indices and the fact that € need not be symmetric, hence PRejec
and PRyl are distinct.) Combining these two quantities affords a PR for the electron—hole pair: 1%6
1

PRe., = i(PRclcc + PRholc) . (4.23)
Following appropriate coordinate transformations, each of these PRs involves a summation over xfw, as in
the general definition of Eq. (4.20). In the idealized case of the states presented in Fig. 11, one finds that the
four localized states are characterized by PRe., = 1 and are thus distinguishable from the four delocalized
states, for which PR..;, = 2. This is indicated in Table 2.

The quantities PRejec and PRyl measure the size of the exciton in terms of the coordinates of the electron
(Telee) and hole (rpole), respectively. Their average, PRe.p, thus contributes to overall exciton size along the
extracule3® (center-of-mass) coordinate, rejee + Inole- A complementary metric is the coherence length of
the exciton (Leon), 18292 which measures exciton size in terms of the intracule coordinate,3%¢ rejec — Thole-
That quantity may be defined using the CT indices according to '8¢

Leoh = {(PRC_h)Z(QA_}B)ﬂ : (4.24)

AB

Note how off-diagonal elements of € (or AP) characterize coherences between atoms or fragments in the
electronic excitation. A value L.o, = 1 indicates no off-diagonal contributions to €2, which implies either
that the excitation is localized on a single site or else that it is a superposition of localized excitations, i.e.,
a FE state. 8¢ (Consult the schematic €2 matrices in Table 2.) The length scale over which the FE state is
delocalized is measured in the extracule coordinate and a sensible definition of a PR for this is!86

(224 Qa-4)°
ZB(QB%B)Q .

This has been called a “diagonal” PR, 8% or sometimes a diagonal length scale, although the extracule
coordinate lies along the anti-diagonal direction in the matrix representation 2. A schematic view of how
to interpret that matrix is provided in Fig. 12. As indicated in that figure, the CT indices Qa_p (and
the two-dimensional matrix € formed from them) are essentially a coarse-graining of the transition density
T'(Telec, Thole) €xpressed in particle/hole coordinates. This is discussed further in Section 5.

Quantities such as the PR are often of interest in the study of conjugated polymers where they may be
used to define an effective length scale for an exciton, which need not be the same as the conjugation length

PRadiag = (4.25)

292
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Figure 12: Guide to interpreting of T'(rhole,Telec) as a two-dimensional probability distribution, or € as a two-
dimensional matrix, based on a similar figure in Ref. 292. (a) Schematic illustration of the coherence length Lcon,
which measures electron-hole separation (intracule coordinate relec — 'nole), and the diagonal length PRadiag that
measures overall exciton size (extracule coordinate reiec +rnole ), for a hypothetical excitation in a conjugated polymer.
The whole exciton should be construed a superposition of electron—hole pairs, each of which has a characteristic
separation Lcon, whereas the superposition extends over &~ PRaqiag distinct chromophores, assuming that the indices
in Q4 p represent chromophores. (b) schematic illustration of a two-dimensional |T'(rhole, rclcc)|2 plot. Heat maps of
© (as in Table 3) can be interpreted as two-dimensional plots with the same axes (Fejec, Fhole). In that case, distance
is measured in units of atoms or functional groups, depending on how the molecule is partitioned, Overall size of the
exciton is limited by the size of the molecule as an upper bound, and Lcon is then limited by PRadiag-

in the ground state. The PR also makes an appearance in certain analytic theories of exciton transport in
organic photovoltaic materials.2%%:297:307 For example, in a polymer with n repeat units, a simple analytic
theory predicts that the effective Huang-Rys parameter (or linear exciton—phonon coupling constant) should
be S(n) = S(1)/PR where S(1) is the Huang-Rys parameter for the monomer unit. 2

An example is poly(p-phenylene vinylene) or PPV, which is the electroluminescent chromophore in one of
the first organic light-emitting diodes fashioned from a polymeric material. 398311 Excited states of a six-unit
PPV polymer [(PV)sPh] are considered in Table 3.186 Although these states have been computed using a
many-body wave function method, they are characterized in Table 3 using the descriptors introduced above,
with indices A and B corresponding to PV monomer units. CT indices 24_,p are arranged in the form of
a matrix € that is depicted as a grayscale heat map.

For the lowest few singlet excited states (including the S; bright state), PRy ranges from 3.8-6.7 with
PRcn > 5 in all but one case, indicating nearly complete delocalization. The S;, So, and Sz states are
characterized by zero, one, and two nodes along this coordinate, respectively, and could be interpreted as
sequential states belonging to a single exciton band, with particle-in-a-box character along the center-of-
mass coordinate. The Sy, S5, and Sg states (again with zero, one, and two nodes, respectively) constitute a
second exciton band. This is consistent with the idea that the intracule and extracule coordinates rejec £ Ihole
sometimes behave as separable quasiparticle coordinates in conjugated polymers. '*1312 However, Plasser and
Lischka '8¢ question whether these should indeed be characterized as FE states, given the fairly significant co-
herence lengths (e.g., Leon = 3.9 for S; and Lo, = 5.0 for S4). These values quantify the anti-diagonal length
in the €2 heat maps and can be interpreted as electron—hole separation, measured in units of PV monomers,
and the computed values suggest that the electron and hole are well separated, unlike the conventional FE
picture of a tightly-bound electron and hole.

Evidence of static correlation in the PPV system can also be detected using the quantity

PRxro = (Z A;‘) - (4.26)
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Table 3: Excitation energies (AE), oscillator strengths (f), and various descriptors (PRe-h, Lcoh, PRnTO, and ) for
the lowest singlet excited states of (PV)gPh.*

Sl Sg Sg S4 S5 SG
1'B, 24, 2B, 34, 44, 3B,
AFE (eV) 3.15 3.56 4.00 4.22 4.39 4.47

f 5.66 0.00 0.61 0.00 0.00 0.02
PRy’ 5.53 6.32 6.69 5.14 6.30 3.80
Leon® 3.90 3.38 3.03 4.98 3.04 2.20
PRxTo? 1.59 2.14 2.99 2.39 4.00 4.16

* = L -
Qe #. - ..."_“ * -".. -

@Calculations performed at the ADC(2) level and reprinted from Ref. 186;
copyright 2012 American Chemical Society. *Eqn. (4.23). °Eqn. (4.24).
4Eqn. (4.26) *Qap = Qa_. B, monomer-based partition.

where the \; are the singular values associated with each NTO pair. The quantity PRNTo is a participation
ratio in the NTO basis; ¢f. Eq. (4.18). For the six-unit polymer described in Table 3, the quantity PRyxTo
starts at a value of 1.6 for the S; state and increases monotonically as one moves up the excitation manifold,
with PRyTo > 4 for states S5 and Sg. This means that S and Sg are each characterized by an average of
four significant particle/hole pairs, indicating significant static correlation.

With this in mind, it is interesting to revisit the NTOs in Fig. 7c, which correspond to an excited state of
a different polymer and where three pairs of NTOs are needed to recover 81% of the transition density. In-
terestingly, these NTOs demonstrate that the excitation delocalizes around the bent portion of the molecule,
suggesting that a purely geometric definition of broken conjugation is insufficient to understand exciton
localization in these molecules (and similarly inadequate to define the effective size of the chromophore), be-
cause other mechanisms such as dipole-dipole coupling and superexchange can drive delocalization even when
geometric distortion leads to loss of conjugation.'®! With an excited-state wave function in hand, however,
an effective chromophore size can be inferred by measuring the particle-hole separation for the exciton.!%!
This is the anti-diagonal coordinate in the 2 plots of Table 3, for a different PPV system. This analysis
technique and other statistical measures of electron—hole correlation are described in the next section.

5 Exciton Wave Function

The concept of an “exciton” or bound particle/hole pair is ubiquitous in solid-state physics yet it can be
difficult to connect that language to the MO-based concepts that are used in quantum chemistry,6:313
since any excited state consists of an excited electron and a hole in the occupied space. A connection
can be made by identifying virtual-occupied function pairs ¢, (Telec) ¥} (rnole) as a quasiparticle basis. The
transition density T'(r,r’) in Eq. (2.5), written in the form T'(relec, Thole), is then identified as an electron/
hole “wave function” for the exciton. That said, the true excited-state wave function in a many-body
formalism is Wey in Eq. (2.8), which is be used to construct T'(r,r’). Nevertheless, the transition density
T'(Telec, Thole) is often called a “wave function” in quasiparticle theories based on the two-particle Green’s
function and the Bethe-Salpeter equation. 34315 Semantics aside, this quantity facilitates examination of the
spatial correlation and separation between particle and hole. In quantum chemistry, this form of analysis was
pioneered by Mukamel, Tretiak, and Chernyak,?9:292-294,316-318 3 later used by others, 319323 mostly in
the context of organic photovoltaic materials and using semi-empirical CIS-type wave functions. These ideas
were subsequently formalized, and generalized to wave functions of arbitrary complexity, and to the case of
nonorthogonal basis functions, by Plasser and co-workers. 14:19:18:186,324 Thoge authors also studied organic
photovoltaics, 288:325-327 albeit using TD-DFT and correlated wave functions rather than semi-empirical
methods.
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5.1 Electron—hole correlation

If T(Telec; Thole) i to serve as the excitonic wave function then it might seem that |T(Telec, Thole)|? should
be the corresponding probability density, although this analogy breaks down when one realizes that the
normalization condition in Eq. (4.6) is not generally obeyed for correlated wave functions.*!> (This fact
has occasionally been used to quantify deviation from one-particle character. 199:328:329) For single-excitation
wave functions, however, Eq. (4.6) is strictly valid and one may integrate over either r = rejec Or ' = rygle
to obtain separate one-particle densities for the electron and the hole.'* For TD-DFT, these quantities are
the same as the particle and hole densities defined in Section 2.2. In terms of T'(rejec, Thole), they are

2

Apelec(relec) = /|T(r618C7rhole)’ drhole (51&)
2

Aphole(rhole) = /’T(relecvrhole)’ drelec - (51b)

with

/Apelec(r) dr=1= _/Aphole(r) dr ’ (52)

where the normalization is consistent with Eq. (2.13). An atomic partition provides an equivalent definition
of the CT numbers that were introduced in Section 4.2:14:195

2
QA—»B:/ drhole/ drelec’T(rholearelec)| . (53)
A B

Taking |T(Felecs Thole) |2 seriously as the probability distribution for the exciton, this quantity should afford
the correlated probability of finding the hole at position ryge given the presence of the excited electron at
position rejee. A schematic view of [T (Telec, Thole)|? as a two-dimensional probability distribution is presented
in Fig. 12. According to Eq. (5.3), this plot conveys the same qualitative information, in the same way, as
does a heat-map plot of € (e.g., in Table 3), but does so in real space whereas Q4_,p does so in atom or
functional-group space. Either way, the diagonal direction in a plot of ree. versus ryoe measures charge
separation, with a characteristic length scale L.on [Eq. (4.24)]. The anti-diagonal direction measures the
total size of the exciton, i.e., delocalization over atoms, and can be measured using PRaqiag [Eq. (4.25)].

This type of analysis can be used to demonstrate how different exchange-correlation functionals may
predict qualitatively divergent behavior for excitonic states in multichromophore systems.2* In such cases,
FE states can mix with either localized CT states or delocalized CR states and the extent of mixing is
sensitive to the long-range behavior of the functional in question, especially with regard to the fraction (if
any) of Hartree-Fock exchange. The energetic position of CT and/or CR states is sensitive to this fraction, 3!
to a much greater extent than localized excitations such as w7* or nm*,2% so adjusting the fraction of exact
exchange has the effect of tuning charge-separated states in or out of resonance. As an example, Fig. 13 shows
heat maps of © for the lowest four singlet excited states of a (pentacene)s cluster taken from a supercell of
the crystalline material, computed using four different density functionals.?2%°

Significant discrepancies are observed amongst different functionals in these data. Using the wB97X-V
functional,?3° for example, the states S; to S, are mostly CR states, which is evident from the strong
anti-diagonal character of the 2 heat maps; consult Table 2 for a guide. For example, the S; and Sy
states primarily involve mixing basis states | U, W1 W3 W,) and |¥, UF ¥ ¥,). Range-separated hybrid (RSH)
functionals,! including LRC-wPBE and a screened RSH approach (sRSH-wPBE) that respects asymptotic
behavior within a low-dielectric crystal medium,?3! exhibit a much greater degree of FE character, with
amplitude along the diagonal of the € matrix. There is still some charge-separation character in these cases
although it is asymmetric, indicative of localized (directional) CT. In centrosymmetric systems, localized CT
is not possible due to symmetry and dipole moment changes vanish for the same reason, but € heat maps
can still be used to infer charge-separated character.??

To examine excitonic states in conjugated polymers of interest for organic electronics, Tretiak and co-
workers have made extensive use of atomic partitions of the TDMs from semi-empirical electronic structure
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wB97X-V LRC-wPBE (optimally tuned)

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

CAM-B3LYP sRSH-wPBE (optimally tuned)
4 4 4 4 . 4 L 4. 4 4
3 3 3 3 I 3 3 3 3
2 2 2 2 2 2 | 2 2
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Figure 13: Heat maps of the CT matrix §2, obtained from a monomer-based partition of |T(relec, hole)|?, for each of
the first four singlet excited states of the (pentacene)s model that is shown at the top. Results from four different
density functionals are shown. Darker blue color indicates larger values of Q24,5 whereas white indicates that
Qa_p ~ 0, and the indices A and B represent different pentacene monomers. Adapted from Ref. 259; copyright
2020 American Chemical Society.

calculations. 99,292,294,316-318,332,333 (Thjg analysis has sometimes been ported to all-electron TD-DFT cal-

culations without recognition of the need to consider the AO overlap matrix.?3%33%) Neglecting S or else
using an orthogonalized minimal basis, there is little distinction between {,_, 5 in Eq. (4.3) and Q4,5 in
Eq. (4.9), if normalization is ignored for the purpose of inferring spatial correlations between particle and

hole. Tretiak and co-workers use slightly modified CT indices,?°? namely
§aa = Z(AP)P«H (5.4)
HEA
in place of [ ,_, 4 and
1/2
€ap=| Y D_UAP)J*| for A#B (5.5)
nEAVEB

in place of I,_, 5. When collected into a matrix £ the diagonal and anti-diagonal axes measure electron—
hole separation (intracule coordinate) and overall exciton size (extracule coordinate), respectively. This is
analogous to the way that the €2 matrix is analyzed; see Fig. 12.

Heat maps of £ are depicted in Fig. 14 for a 20-unit PPV oligomer,'® where indices A and B in £ 4 5 refer
to PPV units. In these examples, the length PRaqiag in the anti-diagonal direction (extracule coordinate
Telee + Ihole) Signifies that the excitation is delocalized over essentially the entire oligomer, regardless of the
exchange-correlation functional that is employed. On the other hand, the coherence length (in the diagonal
direction), which indicates charge separation, is rather sensitive to the fraction of Hartree-Fock exchange,
as it was for (pentacene)y. For functionals with a large fraction of exact exchange, including Hartree-Fock
theory itself, L.on approaches a limiting value of &~ 2 monomer units, but for semilocal functionals such as
BLYP and PBE, the coherence length approaches the length of the entire polymer. This is observed in other
conjugated polymers as well, 9%:325-327,336

27

https://doi.org/10.26434/chemrxiv-2023-gnh1v-v2 ORCID: https://orcid.org/0000-0002-1663-2278 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0


https://doi.org/10.26434/chemrxiv-2023-gnh1v-v2
https://orcid.org/0000-0002-1663-2278
https://creativecommons.org/licenses/by/4.0/

12 16201 4 8 12 1620

(=] o
[8Y] N
© 0.9-1.0 ©
o o
N 0.8-0.9 °
(&) A o <
o _E D -~
(0]
[ L &
se [{e]
o il
[ee] ol
M 0.0-0.1 7 i
"1 4 8 12 16201 4 8 12 1620 1 4 8 16201 4 8 16 20
Mole Mole

Figure 14: Heat maps of & for (PPV)q0, for calculations using various density functionals. The & matrix is defined in
Egs. (5.4) and (5.5) but is essentially the matrix € defined in Section 4.2. Equivalently, this information is a spatial
representation of the transition density T'(rnole, Felec), With both axes measured in units of PPV monomers. The
horizontal axis represents the hole coordinate (amplitude represents a hole located on the site in question) and the
vertical axis presents the complementary information for the excited electron. Equivalently, the heat map represents
the probability of transferring charge from the site indicated on the horizontal axis to the site indicated on the vertical
axis. Adapted from Ref. 318; copyright 2007 American Institute of Physics.
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Figure 15: Electron-hole correlation functions F(r) [Eq. (5.6)] for the first four singlet excited states of a periodic
crystal of 6,13-bis(triisopropylsilylethynyl) (TIPS) pentacene. These have been projected onto either the xy plane
(upper panels) or the zz plane (lower panels). Corresponding cuts through the crystal structure are shown at the
far right, with methyl groups have been removed from the TIPS side chains, for clarity. Reprinted from Ref. 274;
copyright 2015 John Wiley & Sons.
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5.2 Quantifying exciton size

A ome-particle probability distribution that preserves certain aspects of electron—hole information is the
electron—hole correlation function,3®

,/—"(I') = /|T(I‘—|— rholevrhole)ﬁdrhole , (56)

representing the probability of finding the centroids of the electron and the hole separated by a vector r. The
electron—hole distance (exciton length) can then be sensibly defined as the expectation value of the vector
between their barycenters,

Re-h == <||relec - I‘h01e||> 5 (57)
which is computable by means of F(r):

Ry = / r F(r) dr . (5.8)

(Here, r = ||r||.) The CT character of the excitation in question can be estimated in terms of the fraction of
an electron that is transferred (Qcr), which can be defined as

Qcr=1- / F(r) dr . (5.9)

€Vmolec

The notation r € Vi,o1ec indicates integration of the volume occupied by a single molecule in the crystal.?!®

Figure 15 plots F(r) for the lowest few singlet excitons in a periodic calculation of a functionalized
pentacene derivative, which is perhaps the most widely-investigated SF material.2’® 282 The SF process
amounts to rapid spin-allowed conversion of a singlet excited state on one molecule into a correlated pair of
triplet excitations on two neighboring molecules,

SO h_u> Sl E) 1(T1T1) — Ty +Tq. (510)

The correlated triplet-pair or “multi-exciton” state, !(T;Ty), represents a true double excitation in electronic
structure terms.?*” 239 Following decoherence, SF ultimately results in two charge carriers (T; + Ty) for
the price of a single photon. This photochemical two-for-one has the potential to overcome the thermody-
namic limit on conversion efficiency for one-to-one processes.?*?:3*! However, there are basic mechanistic
questions that are still being investigated, including the role of low-energy CT states, 2°*273-277 vibronic co-
herence, 2383427348 the nature of exciton/phonon couplings,®* and whether the !(T;T;) state may represent
a trap rather than an intermediate. 3%

In the electron—hole correlation plots shown in Fig. 15, the origin (r = 0) corresponds to zero net
separation between electron and hole (reec = Thole), but the plots do not indicate significant probability
there. Rather, the regions of highest probability in the zy plane are those around (z = 0,y = £1 nm),
indicative of charge separation between nearest-neighbor molecules, although the extent of F(r) indicates
delocalization over as many as three molecules.?”* This leads to an exciton length of > 5 A, as determined
by Eq. (5.8), with ~ 50% CT charactert according to the definition in Eq. (5.9).3'® In contrast, plots in
the xz plane of the crystal indicate no delocalization in the z direction, which is attributable to the large
intermolecular arising from bulky substituent groups.

The quantity T (Telec, Thole) can also be used to evaluate a variety of statistical properties of the joint
electron/hole probability distribution,!®!® which are indicated schematically in Fig. 16. These measures
include root-mean-square (RMS) sizes of the electron and the hole,

1/2
Oclec = (<relec “Telee) — <relec> : <relec>) / (5.11a)

Ohole — (<rhole : I'hole> - <rhole> : <rhole>)1/2 ) (511b)
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PCCep>0 PCCen <0

Figure 16: Schematic depictions of some statistical measures of electron—hole correlation, including (a) the average
electron—hole separation, d_,; (b) the RMS electron-hole separation, de..; (c) the RMS size of the electron, ojec;
and (d)—(e) Pearson’s correlation coefficient for electron and hole, PCCe.,,. Adapted from Ref. 324; copyright 2018
American Chemical Society.

and the RMS value of the electron—hole separation,

1/2

dexe = <||relec - I'hole||2> (5.12)

The latter provides an alternative to Re.p, in Eq. (5.8), or Leon in Eq. (4.24), for characterizing the size of an
exciton. Each of these measures electron—hole separation along the anti-diagonal direction in Fig. 12, but
they are numerically distinct. These quantities play a central role in attempts to quantify the CT character
of a given excited state, which will be explored below.

To explore these definitions a bit further, we define

dih = H<releC> + (Thole)

|, (5.13)

where (rglec) and (rpole) are the centroids of the attachment and detachment densities, respectively. Equiv-
alently, these are the expectation values of the position operator, averaged over Ap,, .(r) or Ap, ;.(r). For
example, the x component of (rejec) is

(Tetec) = / % Apec(r) da (5.14)

The quantity d;th in Eq. (5.13) is the average of the extracule coordinate rejec + rnole for the electron/hole
pair. This value depends on the choice of laboratory-fixed coordinate frame but can be used to assess how
the exciton migrates upon change in molecular geometry. The average inter-particle (intracule) distance
is d_, (Fig. 16a), however this vanishes for any centrosymmetric system, '® meaning that it cannot detect
charge separation in any system with inversion symmetry. This can have important implications in solid-
state systems, where d_, (and correspondingly, the dipole moment change upon excitation) is zero or small,
yet there may still be significant charge separation.?% In view of this, the quantity d,,. in Eq. (5.12) is a
more robust measure of electron—hole separation. The latter satisfies the bounds

exc

dzxc > (de_—h)2 + (Gelec - Uhole)2 (5153)
dgxc < (dih)2 + (Uelec + Uhole)2 . (515b)

e-

The physical interpretation of these mathematical bounds is that the RMS exciton size (d
than the sum of the RMS sizes of the electron and the hole (0., + Tpo10)-

For MEH-PPV polymers (Fig. 7c), examination of d,,, and d=, leads to the conclusion that excitations
in this system can be viewed as two independent quasiparticles in the intracule and extracule coordinates
of the electron/hole pair.'®! As compared to geometric considerations, the RMS exciton size proves to be
a better diagnostic for the effective size of the chromophore in a long, disordered polymer. That length

oxc) 1s not larger
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scale (measured by d,.) is sometimes longer than what might have been anticipated simply by counting
conjugated bonds, due to electronic coupling between conjugatively distinct segments of the polymer. The
value of d. is effectively constant for the low-lying excited states of interest for optoelectronic applications,
whereas exciton delocalization that is measured by df, is found to increase with excitation energy.'®!

Other statistical descriptors of an exciton include the covariance between the vectors reec and ryge,
defined as

COV(rholezrele(:) = <rhole . relec> - <rhole> . (relec> . (516)

From this, one may compute Pearson’s correlation coefficient (PCC) between the probability distributions
for the electron and the hole:

COV (rhole ) I‘elec)

Oelec Thole

PCCe.p, = (5.17)
This quantity is defined such that
—1<PCCen <1, (5.18)

with positive values indicating concerted motion of the two quasiparticles (Fig. 16d) and negative values
indicating that they avoid each other dynamically (Fig. 16e).18

Analysis of correlations between the size of the electron and hole quasiparticles as a function of con-
jugation length suggests that the semilocal TD-DFT results for (PPV)y in Fig. 14 are consistent with
quasiparticles avoiding one another, or in other words, more consistent with a CT state than with a bound
exciton.??” Reducing the fraction of Hartree-Fock exchange is tantamount to eliminating electron-hole at-
traction, or equivalently, to an effectively repulsive interaction between the excited electron and the hole.3'3
As a result, TD-DFT using semilocal functionals contains no electron—hole interaction! Semilocal DFT,
meaning generalized gradient approximations (GGAs),! is thus inherently unable to describe bound exci-
tons. This explains large errors for excitations energies in conjugated 7 systems that had been observed
in previous TD-DFT calculations. 98:205:351,352 The origin of this failure cannot be deduced from the MOs
alone, because the anti-diagonal length scales (PRagiag) are essentially identical for all functionals. Instead,
real-space analysis of the transition density (i.e., visualization of electron—hole correlation) is required. 14327

5.3 CT metrics

Results for conjugated polymers allude to systemic problems with the description of long-range CT in TD-
DFT calculations. 1?2432 These will be considered further in Section 6, and will ultimately require one or
more metrics that can quantify the extent of CT character in a given excited state, to use as a diagnostic
for when problems should be anticipated. A variety of CT metrics have been proposed and several of them
are closely related to statistical measures of electron—hole separation that were introduced in Section 5.2,
although these connections have seldom been made clear in the literature. For that reason, we introduce a
few of these metrics here, in order to illustrate how they are connected to the physically-meaningful metrics
introduced above.

Much of the work on CT metrics for TD-DFT has been carried out by Ciofini and co-
workers. 20,211,221,336,353-360 \yithout referring to them as such, these authors introduce particle and hole
densities (or attachment and detachment densities, which are equivalent within TD-DFT as discussed in
Section 2.2). Because these quantities describe the parts of space that are characterized by positive (Ap,..)
and negative (Ap,.;.) changes in the density, these density changes were called p,(r) and p_(r),336:356

defined as
Apy(r) = {A,’O ©). i/’i 8 ;8 (5.19a)
and
o Ap(r) >0
Ar-lr) = {Apm, Ap(r) <0 (5-19)
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Note that Ap(r) = Apy(r) + Ap_(r) [¢f. Eq. (2.15)] and

/Ap+(r)dr =1= —/Ap,(r) dr . (5.20)

There is no new information here, beyond what is contained in Ap,.(r) and Apy . (r). Since the latter
quantities have names that invoke both their physical meaning and their connection to the particle/hole
formalism of TD-DFT, we will use Ap,..(r) and Ap, , (r) rather than Ap, (r) and Ap_(r).

Ciofini et al. 3¢ introduced what is now a widely-used measure of charge separation, which they call Dcr
and which is equal to the distance between the centroids of Ap,..(r) and Ap,,.(r). However, this quantity
is precisely equivalent to d_, as defined in Eq. (5.13). A more detailed definition, for both d_, and dj_h, is

dih = H/[Apelec(r) £ Appoe(r)|rdr (5.21)

Because the nomenclature d_, more clearly identifies the physical meaning of this quantity, we prefer
that notation over Dcr. In any case, this metric is increasingly being used to analyze TD-DFT calcula-
tions, 20,211,221,336,353-361 though most authors simply refer to it as “Dcr”, “Ciofini’s CT metric”, or similar
language that obscures its very straightforward physical interpretation as the distance between barycenters
of the particle and the hole.'® Although this fact has been noted elsewhere, 336359 failure to introduce particle
and hole densities per se obscures the conceptual origin of Dot and its connection to quantities such as the
attachment and detachment densities. For this reason, we suggest that this quantity be called d_, rather
than Dgr, as the physics is inherent in that nomenclature, namely, electron—hole separation as defined by
the difference between centroids, rather than the more generic “CT”. The definition of d_, in Eq. (5.13) is
more obvious and meaningful. Even more complicated variants of Dcr have been suggested,?® though it is
not clear what advantages these may have as compared to a simple moment analysis of the excitonic wave
function, a la Eq. (5.11).

As noted in Section 5.2, d_, = 0 for any centrosymmetric system.!® To obtain a non-vanishing metric
CT for systems with inversion symmetry, Ciofini et al. introduced alternative diagnostics that they call the
“t index” 3%6:35 and the “H index”.?21,221,:336,354 The Jatter is essentially (Gelec + Ohole)/2, Which provides a
measure of the spread of the excitation, while the former is defined as t = Do — H. We suggest replacing
t with an alternative measure of essentially the same information, the charge-displacement distance®

_ 1
dCD = de—h — 5 (Uelec + Uhole) . (522)
An alternative might be ~
dCD = de_-h + dexc : (523)

Both of these are similar to a different charge-separation metric (Ac) introduced by Adamo et al.,%? which
will be discussed in Section 6.2. Essentially the same information that is encoded in Dgr and Ao is contained
also in the quantities d_; and dp,, but the latter are defined in a manner that is more directly connected to
properties of the particle and the hole. This analysis furthermore clarifies why the values of various charge-
displacement metrics are found to be strongly correlated with one another. 22191229 Ip this author’s view, the
use of d_, (distance between the centroids of the electron and the hole) and dp, (center-to-center distance
reduced by the average of the RMS size of the electron and the hole) are preferable ways to measure exciton
size and electron—hole separation. These quantities provide a more intuitive and mutually self-consistent
way to convey the same information as the Dot and ¢ indices.

One novel analysis tool contained in the work of Ciofini et al.?3% is the idea to use the the second moments
02.. and o . [Eq. (5.11)] to introduce Gaussian approximations to Ap,,..(r) and Ap, ;. (r). These provide
quantitative realizations of the cartoons in Fig. 16, free of the nodal structure of the particle and hole
densities and perhaps slightly easier to conceptualize. Examples are depicted in Fig. 17 for a sequence of
poly(p-phenyl)nitroaniline molecules. Due to the complex nodal structure along the conjugated backbone
of these molecules, the barycenters of Ap,..(r) and Ap, . (r) are more clearly evident in their Gaussian
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Figure 17: (a) Electron and hole densities (in green and red, respectively) and (b) Gaussian approximations to these
quantities, for a sequence of poly(p-phenyl)nitroanilines, OsN—(CgH4),—NH,. Calculations were performed at the
TD-PBE0/6-31+G* level using a solvent model. **® Blue arrows connects centroids of the electron and hole densities
in each case. Adapted from Ref. 336; copyright 2011 American Chemical Society.
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Figure 18: Particle densities Apge.(r) (in red) and hole densities Apy,e(r) (in blue), for various push-pull chro-
mophores that are indicated in the lower part of the figure. Each chromophore has the structure (CHs)2N-7m—-NO2,
where “7” indicates a large conjugated system. Examples include: (a) several oligomers of «,w-dimethylamino-
nitro-(p-phenylene vinylene),; (b) a tertiary amine of the form N(PhOCH3)2(PhR), where Ph = phenyl and R is
a pentathiophene side chain with a terminal nitro group; and finally, a, w-dimethylaminonitro-(p-thiophene)s with
the central thiophene unit replaced by either (c¢) benzodifuranone or else (d) benzotriazole. Green arrows indicate
the charge-separation distance, d_, . These arrows have been displaced away from the molecules for clarity but their
endpoints coincide with the centroids of the particle and hole densities. Adapted from Ref. 221; copyright 2012
American Chemical Society.

approximations (Fig. 17b). Note also that whereas the particle and hole densities extend to the very edges
of the molecule, the charge separation distance d_, (indicated by the blue arrows in Fig. 17) is noticeably
shorter. This is even more clear in the examples of Fig. 18, where plots of the particle and hole densities
appear to be considerably more delocalized than the quantitative measure afforded by d_,. The extent
of spatial charge separation is therefore smaller than plots of Ap,..(r) and Ap, , (r) might lead one to
imagine. The latter are susceptible to the choice of isocontour value, which can sometimes be used to make a
density appear almost arbitrarily compact or diffuse. For that reason, the author recommends that such plots
should always indicate the fraction of the indicated density that is encapsulated within the isosurface, '4? as
in several of the figures presented elsewhere in this work.

The spatial overlap between particle and hole densities defines a region of space corresponding to a
localized excitation. In contrast, charge separation suggests that the product Ap,..(r) Ap, . (r) =~ 0, i.e.,
there is little or no spatial overlap between the excited electron and the hole. This is depicted schematically
in Fig. 19a using electron and hole densities that are drawn to resemble the Gaussian approximations in
Fig. 17b. Based on this idea, Etienne et al. '!33%3 suggest a charge-separation metric based on this product:

6= / |Apetee (£) Appore(r)] e (5.24)
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Figure 19: (a) Schematic view of the charge-separation metric ¢ defined in Eq. (5.24), using cartoon sketches of
particle and hole densities made to resemble those in Fig. 17b. Roughly speaking, the integrand in Eq. (5.24) is
non-zero in the blue region of overlap between Apg..(r) and App..(r). (b) Examples of a localized excitation (on
the left) and a CT excitation (on the right) in the push-pull system (H2C)2N—(CgH4)5-NO3. In its planar geometry
(on the left), there is significant overlap between Apg..(r) and Apy..(r), corresponding to a large value of ¢, but
when the molecule is twisted (on the right), these densities localize on opposite ends of the molecule and ¢ is small.
Calculations in (b) were performed at the TD-PBE0/6-311++G(2d,p) level and the plots are adapted from Ref. 13.

Roughly speaking, this integrates over the blue region in Fig. 19a, corresponding to overlap of Ap_..(r) and
Apyoe(r). In Eq. (5.24), we omit the normalizing denominator that is included in the definition of Ref. 12,
as it equals unity for TD-DFT calculations where both Ap,..(r) and |Ap, . (r)| integrate to exactly one
electron.

The metric ¢ is defined such that 0 < ¢ < 1. If ¢ = 0 then there is no overlap between electron and
hole, meaning that the excitation in question is entirely CT-like. An actual example that lies close to that
limit is the end-to-end donor—acceptor electron-transfer excitation of the twisted push-pull chromophore
(H3C)aN—(CgHy4)5~NOg, whose particle and hole densities are plotted on the right of Fig. 19b. A twist in
the geometry severs the conjugation of the 7 system, resulting in particle and hole densities that localize on
opposite ends of the molecule and a much smaller value of ¢ as compared to when the molecule is planar.
When planarity is restored (on the left in Fig. 19b), both Ap,..(r) and Ap, . (r) delocalize across the entire
7 system, leading to a value of ¢ that is closer to its upper limit.

6 Diagnosing the CT Problem

TD-DFT calculations are afflicted by severe underestimation of excitation energies for states having charge-
separated character, as has been widely discussed. 71924732 In a sufficiently large system, this can manifest
as “spurious” CT states, 12428 whose energies are much lower than what one would estimate using Mulliken’s
formula,?

wer(R) = IE + EA + (6.1)

dmegR
Equation (6.1) expresses the excitation energy wcor between well-separated donor and acceptor moieties
in terms of the ionization energy (IE) of the donor and the electron affinity (EA) of the acceptor, along
with a Coulomb penalty of 1/(4mwepR) for creating an ion pair. In conjugated polymers, problems with
underestimated CT energies in TD-DFT lead to over-delocalization of the exciton wave functions, 3!8:325:327
The phenomenology of this problem is discussed next, in Section 6.1. We have already seen (in Section 5.3)
that one can design metrics to measure the degree of CT in a given excited state. These and related metrics
are discussed in the context of TD-DFT’s CT problem in Section 6.2.

6.1 Overview of the problem

As discussed in Section 5, exciton size and delocalization can be characterized and quantified using properties
of the transition density T'(Telec, Thole), Providing access to correlations between the electron and the hole
quasiparticles that cannot always be inferred from the MOs and excitation amplitudes alone. This has
a bearing on diagnosing anomalous CT in TD-DFT calculations, as shown schematically in Fig. 20 using
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Figure 20: Cartoon depiction of exciton size versus conjugation length for ladder-type poly(p-phenylene). The
quantity dey. [eq. (5.12)] is the RMS exciton size, which increases without bound when GGA functionals are used in
TD-DFT. Reprinted from Ref. 327; copyright 2017 American Chemical Society.

ladder-type poly(p-phenylene) polymers as an example.*20:364 Here, TD-DFT calculations using semilocal
functionals (GGAs) predict a bound exciton that is delocalized across the entire polymer, regardless of
oligomer length, which is the same problem that was documented for (PPV)qo in Fig. 14. In the latter
case, hybrid functionals with a large fraction of Hartree-Fock exchange significantly attenuate the charge
separation (although not the FE delocalization).?'® As indicated in Fig. 20, LRC functionals also predict a
finite size limit, in agreement with many-body calculations.®?” Such functionals include 100% Hartree-Fock
exchange at long range only. 1:26:37-39,259

The DMABN molecule that was introduced in Section 4.3 provides an interesting case study in TD-
DFT’s description of CT, and Fig. 21 characterizes the nature of its Sy — S; and Sg — So transitions using
particle and hole densities. These are the 'L, and 'L, states, and according to the lore one of them should
be the '77* or “LE” state, while the other should exhibit nascent CT character that is enhanced upon
twisting. At the planar ground-state geometry (on the left in Fig. 21), both transitions exhibit significant
delocalization across the donor—m—acceptor framework, although the excited electron (attachment density)
has slightly more density on the cyano group in S; than in S;. Introducing a 90° twist of the amino group
(on the right in Fig. 21), and in a dielectric medium characteristic of acetonitrile, detachment densities for
both transitions localize on the n(NHs) lone pair. For the twisted geometry, S; is clearly the CT state and
it is significantly stabilized by solvent polarization. In contrast, the excitation energy for the LE state is
scarcely affected by the twist.

Historically, a point of some debate was the fact that the PBE and B3LYP functionals both predict
reasonably accurate excitation energies for both the 'L, and 'L, states, with comparable errors in each,
for DMABN and other small donor-m—acceptor molecules. 19:365:366 A resolution to this apparent paradox
comes in the form of metric for quantifying CT character, that will be introduced below but which ultimately
suggests that the extent of CT in the planar geometry of DMABN is not very large. ' Only in hindsight can
this be inferred from the densities in Fig. 21a, which do not suggest any dramatic difference between S; and
So at the ground-state geometry. (The difference is much more pronounced at the twisted geometry.) As
such, DMABN serves as a cautionary tale to indicate that one must be careful with blanket statements that
TD-DFT fails categorically for CT excitations,!? or at least one must be careful about what gets called a CT
excitation. Energies for truly long-range CT excitations will indeed be systematically (and catastrophically)
underestimated using GGA functionals, but errors may be small if the donor and acceptor orbitals are not
completely separated in space. In the planar geometry of ground-state DMABN, these orbitals are clearly
not well-separated in space.
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S, (4.88 eV) S, (5.01 eV) S, (3.85 eV) S, (4.90 eV)

hole
(detachment)

particle
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Figure 21: Particle (attachment) and hole (detachment) densities for the S — S1 and So — Sz transitions in DMABN,
in both its planar, ground-state geometry (on the left) and upon introducing a 90° twist of the dimethylamino moiety
(on the right). Opaque and wire mesh surfaces encapsulate 50% and 90% of each density, respectively. TD-DFT/TDA
calculations were performed using LRC-wPBE/6-31G* with a dielectric constant of 37.5 (representing acetonitrile).

6.2 Diagnostics

The resolution to the DMABN paradox described above was made possible through the use of the first CT
metric to be introduced for CT calculations, by Tozer and co-workers. ' Their proposed metric, denoted by

A, is defined as
A= Zia Hz?aOm

> b Ko (62
where
Kia = Tia + Yia (6.3)
and
O = / [, (0)] 16, ()] dr . (6.4)

Note the absolute value signs in the integrand of Eq. (6.4), which are necessary because occupied and virtual
MOs are orthogonal. For this reason, we resist using the term “overlap” when it comes to MOs, in favor of
“spatial proximity” versus “spatial separation”, although we might call O;, the “spatial overlap”. This and
similar metrics are sometimes used to quantify the spatial proximity of HOMO and LUMO in donor—acceptor
materials. 367
In view of the normalization condition for x and y [Eq. (2.4)], it is unclear why the definition of A in
Eq. (6.2) does not involve both x +y and x —y. Perhaps it is in loose analogy to the expressions for the
particle and hole density matrices [Eq. (2.11)], which contain terms like (x +y)T(x+y) and (x+y)(x+y)T,
although these expressions also contain (x —y)’(x —y) and (x —y)(x — y)'. (The latter have sometimes
been erroneously omitted in our own work as well. ”®) Whatever the reason, the definition of A in Eq. (6.2) is
the one that has been used in practice, '%:21:98,:368-370 vot the decision to abdicate the proper normalization
seems questionable, and has implications for other CT metrics that are discussed below. Within the TDA
(where y = 0) there is no issue, as the denominator in Eq. (6.2) has a well-defined normalization, namely,
i ¥2, = 1. The implies that 0 < A < 1 within the TDA, however this need not be the case in full TD-
DFT. In practice, Tozer et al. find that 0.45 < A < 0.89 for localized valence excitations whereas Rydberg
excitations lie in the range 0.08 < A < 0.27.19
Examining excitation energy errors as a function of A, it becomes clear that there are approximate (albeit
functional-dependent) thresholds below which TD-DFT results should not be trusted. For example, when
A < 04 (for B3LYP) or A < 0.3 (for PBE), the excitation energies are “likely to be in very significant
error”.'® Values of A are also found to correlate well with excitation energy errors along the torsional
coordinate of a hydroxynaphthalene bichromophore that has the potential for intramolecular CT.3"" The A
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metric has been successfully used to explain other trends in TD-DFT errors, 33 although other metrics can be
used in that capacity as well. '3! Resolution of the DMABN paradox comes in noting that its intramolecular
CT excitation at the PBE level exhibits A = 0.72 in the planar geometry, '° which is not very CT-like in real
space. For the LRC-wPBE/6-31G* calculations in Fig. 21, the corresponding values are A(S;) = 0.53 and
A(S2) = 0.67 in the planar geometry, indicating that the nominal CT state actually has somewhat larger
spatial proximity between particle and hole. This is actually true in the twisted geometry as well, although
the values are much smaller and lie in the “danger zone”: A(S;) = 0.20 and A(S2) = 0.22. Results at the
TD-B3LYP/6-31G* level are similar.

Thus, while A has proven to be successful as a diagnostic for TD-DFT errors, its numerical value does
not provide much physical insight. Moreover, this metric may fail to detect problems when the excited state
involves excitation from a relatively compact occupied MO into a much more delocalized virtual MO, 358
since these two orbitals may share significant spatial proximity (in the sense of O;,) yet the delocalized
nature of the final state might still engender an erroneously low TD-DFT excitation energy. One relevant
class of examples is that large density rearrangements upon excitation of certain PAH molecules can lead
to anomalously low TD-DFT excitation energies, especially in larger aromatic systems.?%:204.205:372 Thjig
problem can be rectified through the use of asymptotically-correct LRC functionals, 8372 yet such states do
not exhibit what might be understood as CT in intuitive chemical or functional-group terms, and values of
A do not portend any problems in such cases.?®

Other metrics that were introduced in Section 5.3 may do better job of providing physical insight, as
they connect more directly on the physical separation between electron and hole. A straightforward measure
is d_;, [Eq. (5.13)], which is the distance between the centroids of Ap,..(r) and hole density Apy . (r). As
discussed in Section 5.3, the quantity d_, has sometimes been called simply a “CT metric”, and denoted D¢
or dgr,20:211,221,336,353-361 1t this obscures its readily-interpretable physical origin. That d_, is simply the
electron—hole separation is evident both from the nomenclature and from the definition, either Eq. (5.13) or
(5.21). On the other hand, d_; measures center-to-center electron-hole distance but takes no account of the
size of the distributions Ap,.(r) and Apy . (r). That information is included in the charge-displacement
distance, dep, [Eq. (5.22)], which reduces d_, by the average size of electron and hole as measured by their
second moments.

Although d_, and dop provide the most direct physical interpretation of the CT character, several
alternatives have been proposed in the spirit of the A metric, as attempts to find a diagnostic that is also
physically meaningful. One of these is a charge-separation metric Ar,2"22 defined as

o | Rial
r e (6.5)
where
Rio = (U8];) — (W |E[e,) (6.6)

is the relative position vector of the centroids of orbitals ,(r) and ,(r). The quantity Ar measures the
change in the orbital centroids upon 1; — 1, excitation, weighted by x2,.

Although the definition in Eq. (6.5) seems like an intuitive way to measure charge separation, the utility
of Ar as a separate metric is questionable. Within the TDA, this quantity is precisely equal to the electron—
hole separation d_, defined in eq. (5.13), whereas for full TD-DFT the definition of Ar employs the same
curious choice of normalization that was used to define A, namely, use of 2, in the denominator of Eq. (6.5).
Perhaps more damningly, Ar is not orbitally invariant so that its numerical value depends upon the choice
of MOs that are used in Eq. (6.6).2? It has been suggested to evaluate Ar in NTO basis, as this seems
to afford good correlation between Ar and Dcr,?? but the need to make such a choice is a bothersome
manifestation of having broken orbital invariance. Moreover, for a different data set of intramolecular CT
energies, >”> reasonable correlations are found between Ar regardless of whether canonical MOs or NTOs are
used, but those values also correlate well with d,..'9" The latter quantity, along with expectation values
such as (relec) and (rpole), and also d_, that is defined from them, are invariant to unitary transformations
of MOs. Quantities such as d__| , dg,., and dop are thus fundamental properties of the exciton, independent
of its representation, and should therefore be preferred as measures of its properties.
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Note that d_, vanishes in centrosymmetric systems, as does its doppelgénger, Ar. This is a significant
drawback in some cases, but which is not shared by d. Alternatively, to obtain a non-vanishing metric
in the presence of inversion symmetry, an “effective electron displacement” measure has been suggested, 362
defined as

F=Ar+Ac. (6.7)

This combines Ar from Eq. (6.5) with

2 |y
ia Hia|02 Oqa

Ao =
Zjb ”?b

(6.8)

where s

o = (i~ ) = I £l %) 72
The quantity o2 is the second moment of orbital ¢,. In a sense, Ao is conceptually similar to d,,. in
eqn. (5.12) in the same way that Ar is conceptually similar to d_, , with the important distinction that both
Ar and Ao mangle the normalization when y is nonzero, and that the numerical values of both Ar and Ao
depend upon the choice of representation.

In any case, these quantities correlate well enough with the largest errors in TD-DFT excitation energies
so that one may define a “trust radius”.?! It is suggested that states with I' < 1.8 A for GGA functionals, or
I' < 2.0 A for global hybrids, are “safe” in the sense that the excitation energy in question is is unlikely to be
seriously affected by long-range CT effects in TD-DFT. Since I' = d_, + d,. (insofar as the y;, amplitudes
are small), this quantity provides not only a reliability metric for TD-DFT excitation energies but also a
physically-interpretable numerical value for how charge moves (d_ ) and spreads (d,.) upon excitation. For
long-range excitations beyond 2.0 A, it is suggested that the use of LRC functionals, or else global hybrids
with at least 33% Hartree-Fock exchange, is mandatory. 2!

Finally, a “Mulliken-averaged configuration index” (MAC) has been suggested for detecting spurious
low-energy CT states. 36937 Using a crude Koopmans-style approximation for long-range electron transfer
from ; to Y,

(6.9)

IE+EA~ —(g;,+¢,), (6.10)
in conjunction with Mulliken’s asymptotic CT formula [Eq. (6.1)], suggests a definition

= o Tial€; +€,) 1

WMAC = 2 =
Zjb L3 doy

(6.11)

(This is a slightly modified version of the metric called Mac that was proposed in Ref. 374, correcting what
this author believes to be a typographical error.) The idea is that if w < wy;zc, Where w is the excitation
energy computed using TD-DFT, then the excited state in question is likely a “ghost” CT state, which
should not be taken at face value.?”* However, this metric should only be used for large values of dy,
because Mulliken’s formula (on which it is based) makes sense only for large donor—acceptor separation.
Moreover, given the crudeness of the approximation in Eq. (6.10), it is unclear how reliable this metric will
be. As such, proper statistical measures of electron—hole correlation seem preferable.

7  Summary

Visualizing TD-DFT excitations in terms of NTOs, as a conceptually superior alternative to canonical MOs,
has become standard practice. The present work provides a theoretical foundation to understand how the
NTOs relate to other common visualization tools including attachment and detachment densities, which are
equivalent (within the TD-DFT formalism) to separate densities for the excited electron and for the hole.
Atomic (or fragment) partitions of the density change Ap(r) have been surveyed and related to one another.
Previous literature has not always been clear regarding these connections.

CT numbers 24, g, which quantify electron flow from A to B upon excitation, are one such atomic par-
tition. Arranged in the form of a matrix €2, these quantities provides a simple visual representation of the
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transition density T'(rhole, Felec), & quantity that has occassionally been described as an “exciton wave func-
tion”. Heat maps of the matrix €2 provide an easy way to distinguish localized versus delocalized excited
states. This method can distinguish between delocalization caused by excitonic coupling between chro-
mophores, versus delocalization due to charge separation; these possibilities are not mutually exclusive but
also not equivalent. In multichromophore systems including conjugated polymers and crystalline acenes, this
analysis exposes qualitative differences in the low-energy states obtained using different exchange-correlation
functionals.

Atomic partitions of Ap(r) also lend themselves to construction of various metrics intended to quantify
the CT character in a given excitation. This is an important descriptor in view of TD-DFT’s well known
tendency to underestimate long-range CT excitation energies, sometimes to the point of predicting spurious
low-lying states in large systems.?> Some of these CT metrics have more desirable properties than others,
such as correct normalization and invariance to unitary transformations of the MOs. The present work
advocates for the use of direct measures of exciton size that correspond to well-defined statistical quantities,
rather than ad hoc constructions. The former include the RMS electron-hole separation (d,.), which is
expressed in terms of the particle and hole densities Ap,,..(r) and Ap, , (r). The mean separation between
the centroids of these quantities (d_, ) can also be used, although it vanishes in centrosymmetric systems,
but in such cases a charge-displacement metric (dnp,) can be used instead. These quantities are directly
interpretable and readily computable using third-party software, ?0:195:375:376 haged on formatted output
from various electronic structure programs. The TheoDORE program is especially recommended,'? as
it implements various measures of exciton size that are grounded in proper expectation values, as well as
CT numbers Q4,5 that properly account for non-orthogonality of the AO basis functions. Much of this
functionality exists in the Q-Chem program also,3"® without the need for third-party software. The author
hopes that this Perspective will lead to better understanding and more erudite discussion of precisely what
is being visualized or quantified when discussing the output of TD-DFT calculations.
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