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Different electronic-structure methods were assessed for their ability to predict two important
properties of the industrially relevant chelating agent nitrilotriacetic acid (NTA): its selectivity with
respect to six different first-row transition metal ions and the spin-state energetics of its complex
with Fe(III). The investigated methods encompassed density functional theory (DFT), the random
phase approximation (RPA), coupled cluster (CC) theory, the auxiliary-field quantum Monte-Carlo
(AFQMC) method, as well as the complete active space self-consistent field (CASSCF) method and
the respective on-top methods second-order N -electron valence state perturbation theory (NEVPT2)
and multiconfiguration pair-density functional theory (MC-PDFT). Different strategies for selecting
active spaces were explored and the density matrix renormalization group (DMRG) approach was
used to solve the largest active spaces. Despite somewhat ambiguous multi-reference diagnostics,
most methods gave relatively good agreement with experimental data for the chemical reactions
connected to the selectivity, which only involved transition-metal complexes in their high-spin state.
CC methods yielded the highest accuracy followed by range-separated DFT and AFQMC. We dis-
cussed in detail that even higher accuracies can be obtained with NEVPT2, under the prerequisite
that consistent active spaces along the entire chemical reaction can be selected, which was not the
case for reactions involving Fe(III). A bigger challenge for electronic-structure methods was the
prediction of the spin-state energetics, which additionally involved lower spin states that exhibited
larger multi-reference diagnostics. Conceptually different, typically accurate methods ranging from
CC theory via DMRG-NEVPT2 in combination with large active spaces to AFQMC agreed well
that the high-spin state is energetically significantly favored over the other spin states. This was
in contrast to most DFT functionals and RPA which yielded a smaller stabilization and some com-
mon DFT functionals and MC-PDFT even predicting the low-spin state to be energetically most
favorable.

I. INTRODUCTION

Transition metals (TMs) are key components of many
important industrially relevant materials such as cata-
lysts [1–3] and battery materials [4–6] as well as biologi-
cal systems. [7–10] In an industrial context, quantum-
chemical simulations by means of electronic-structure
methods have become an integral part in the develop-
ment of such materials as they, in principle, allow for
an enhanced effectiveness and efficiency of corresponding
research activities, due to an improved microscopic un-
derstanding as well as a potential reduction of the num-
ber of time-consuming and expensive lab and production
trials. However, a prerequisite for this is that the ap-
plied electronic-structure methods allow for sufficiently
accurate predictions, while at the same time being com-
putationally efficient.

To that end, many works exist in the literature that
individually benchmark the performance of density func-
tional theory (DFT) utilizing a large variety of differ-
ent density functionals [11–23], the random phase ap-
proximation (RPA) [24–26] as well as single-reference
wavefunction-based methods such as coupled cluster
(CC) theory [27–29] including efficient local CC meth-
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ods, [30] and Møller-Plesset (MP) perturbation theory
[28, 31] for the simulation of TM compounds.

TM compounds are often mentioned as one of the
prime examples for multi-reference (or strongly corre-
lated) systems, but at the same time, do not necessar-
ily exhibit multi-reference character in all cases. [32–
35] In general, true multi-reference systems are known
to not be adequately treatable by the aforementioned
single-reference methods. To this end, for the simula-
tion of multi-reference TM systems, active space meth-
ods such as the complete active space self-consistent field
(CASSCF) method, usually combined with on-top meth-
ods like complete active space second-order perturbation
theory (CASPT2), [36–38] second-order N -electron va-
lence state perturbation theory (NEVPT2), [39–41] and
multiconfiguration pair-density functional theory (MC-
PDFT), [42, 43] are a natural choice and thus have
been benchmarked extensively as well. The density ma-
trix renormalization group (DMRG) approach is an ef-
ficient matrix product state technique that can be com-
bined with the above-mentioned approaches to allow for
simulations of larger active spaces and thus has also
been applied in the context of TM systems, although
to a lesser extend than most of the other methods men-
tioned above. [44–46] Furthermore, auxiliary-field quan-
tum Monte-Carlo (AFQMC) is a promising method for
the simulation of multi-reference systems as well, which
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does not necessarily rely on a − oftentimes challenging
− selection of an active space. However, only rather few
works exist on chemical applications of this method. [47–
49]

So far, no consensus could be found with respect to
which electronic-structure method consistently yields the
highest accuracy for a broad variety of compounds, and
methods that work well for one or more classes of com-
pounds and a certain target quantity to be calculated
are often found to be outperformed by different meth-
ods in the context of different applications. For instance,
Maurer et al. [11] found that the performance of density
functionals is in agreement with Jacob’s ladder, while
Determan et al. [12] observed that non-hybrid density
functionals can arrive at accuracies comparable to or bet-
ter than those obtained with hybrid functionals, both
working with large sets of 3d TM compounds. Coupled
cluster singles and doubles with a perturbative treatment
of the triples excitations (CCSD(T)) is often considered
the “gold standard” method in quantum chemistry, and
is used in Refs. [11, 13] as a reference to assess the ac-
curacy of DFT for a wide range of TM compounds. In-
deed, it even performs very well compared to CASPT2
and NEVPT2 as shown in the works of Radoń et al. [50–
52] However, Xu et al. found that CCSD(T) and even
higher-order CC methods are not in general better than
DFT and cannot simply be used as a reference for theory
benchmarks on TM systems. [53]

While most of these studies focus on benchmarking
the performance of a few electronic-structure methods
on a relatively large set of molecular compounds, the
goal of our work is to examine the performance of a
larger variety of different methods on a smaller set of
properties and chemical reactions of industrially highly
relevant chelate complexes of 3d TMs, for which experi-
mental data is available and used as a reference. [54] The
methods we study encompass DFT using different den-
sity functionals, including the deep neural network pa-
rameterized DeepMind 21 (DM21) functional, [55] RPA,
[56–58] second-order Møller-Plesset perturbation theory
(MP2), [59] CCSD(T), [60, 61] both with and without
the domain-based local pair natural orbitals (DLPNO)
approximation, [62, 63] and AFQMC in combination
with Hartree-Fock and a CASSCF trial wavefunction.
[64] Furthermore, we employ CASSCF, [65, 66] com-
bined with the on-top methods NEVPT2 [67] and MC-
PDFT, [68–71] and use DMRG in the form of DMRG-
CASSCF [72, 73] and DMRG-NEVPT2, [74] enabling
the calculation of larger active spaces. Within the ac-
tive space methods, we also study different strategies for
constructing an AS, such as the unrestricted natural or-
bitals (UNOs) approach, [75] the atomic valence active
space (AVAS) method, [76] and using single-orbital en-
tropies as a selection criterion. [77]

The materials of interest for our study are chelating
agents and their interaction with 3d TM ions. Chelat-
ing agents represent a technically highly relevant class
of substances, many of which are industrially produced

at large scale. [78–83] Among many others, major ar-
eas of use comprise water softeners in cleaning applica-
tions, modulators of redox behavior for TMs in oxidative
bleaching, scale suppressants, soil remediation and lig-
ands for catalysts. In most applications, the mode of
action of chelating agents is to bind several electron do-
nating atoms (lone pairs of electrons) to one typically
more than singly positively charged metal center, in par-
ticular a TM center. This is reflected in their name,
derived from the old Greek word for crab pincers. Thus,
chelating agents represent multidentate organic ligands,
where the donor centers are typically either neutral or
singly negatively charged.

The particularly strong binding of chelating agents to
metal cations (chelate effect) can be explained with the
negative enthalpy of each donor-metal interaction which
sums up almost linearly with the number of these inter-
actions, whereas the entropic penalty for all these inter-
actions is not much higher than the entropy for letting a
monodentate ligand (e.g. water) interact with the metal
cation. Many technically important chelating agents con-
tain more than two donor atoms, reflecting the fact that
the metals relevant to many applications named before
prefer coordination via four to eight donors. As a neutral
donor atom, nitrogen (as amine, sometimes also imine)
is the most prominent choice from a technical perspec-
tive, although oxygen (as ether or alcohol), sulfur (as
thioether or thiol) and phosphorous (as phosphine or
phosphite) also play important roles in specific applica-
tions. Among anionic donor functionalities, carboxylates
(monoanionic) and phosphonates (dianionic) account for
the largest-scale applications.

In many of the aforementioned uses, the interaction
of chelating agents with TM centers is key to the de-
sired application property. Thus a reliable computational
protocol that yields an accurate and balanced (with re-
spect to coordination modes and spin state) description
of such systems would be highly desirable from an in-
dustrial perspective. To enable a broad comparison of
electronic-structure methods in this benchmark study, as
an exemplary ligand, the relatively small aminocarboxy-
late nitrilotriacetic acid was selected. [84–87] It repre-
sents a trianionic ligand with one amino and three car-
boxylate donors and is thus chemistry-wise rather repre-
sentative. It furthermore offers the advantage that there
are not too many different conformations possible − in
contrast to some other important aminocarboxylates or
phosphonates. Finally, its complexes with dicationic and
tricationic metal ions are either neutral or singly neg-
atively charged, so that there are good reasons to as-
sume that solvation treatment − although it will defi-
nitely matter − will hopefully not overrule all the other
aspects considered in this study and the error with re-
spect to experimental data is mostly due to the error
in the single-point energy obtained with the electronic-
structure method. As an example system, the structure
of the neutral Fe(III)-NTA complex [FeNTA(H2O)2] is
shown in Figure 1, wherein NTA in the following de-
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FIG. 1. Structural formula of the Fe(III)-NTA complex
[FeNTA(H2O)2].

notes the trianion obtained by deprotonating nitrilotri-
acetic acid, which forms a coordination complex with the
metal ion.

The property that this work focuses on is the selectivity
of the NTA chelating agent with respect to various 3d
TM ions in aqueous solution. Put simply, the selectivity
describes how strongly a chelating agent prefers to bind
to a specific metal ion over another metal ion, and is thus
an important industrially relevant application property.
The selectivity is determined via calculation of the Gibbs
free energy of the following chemical reaction in aqueous
solution at standard ambient conditions, ∆rG

0:

[M1 NTA(H2O)x]
n1−3 + [M2 (H2O)6]

n2+ −−⇀↽−−
[M2 NTA(H2O)y]

n2−3 + [M1 (H2O)6]
n1+ + (x−y)H2O .

(1)

M1 and M2 are the two metal ions with their respective
charges n1 and n2. The final H2O term accounts for dif-
ferent amounts of water molecules explicitly coordinating
to the metal center. The different first-row TM ions M
studied in this work are: Fe(III), Mn(II), Fe(II), Co(II),
Ni(II), and Cu(II).

One of the prerequisites for the calculation of the se-
lectivity is the understanding of the spin-state energet-
ics of each individual compound involved in Equation 1.
In particular, the energetically most favorable electron
configuration of each compound has to be determined,
which is not only influenced by the electron configuration
of the 3d orbitals at the TM center, but also by their
interaction with the NTA ligand. While the spin-state
energetics of some aqua complexes have been studied in
detail, [50, 51] to the best of our knowledge, compara-
ble investigations for TM complexes of the chemically
rather representative chelating agent NTA are nonexis-
tent. Therefore, another focus of this work is on the
calculation of the spin-state energetics, i.e. the relative
energies of the high-spin, intermediate-spin and low-spin
state of the Fe(III)-NTA complex shown in Figure 1 using
the methods mentioned above. The results of this anal-
ysis are then used to decide on the energetically most
favorable electron configurations, i.e. spin states, of the
TM-NTA complexes relevant for the calculation of the

selectivity.
The paper is structured as follows. In section II, de-

tails on the electronic-structure methods, corresponding
programs and settings are given, as well as on the remain-
der of the workflow used. In section III A, we present and
discuss the performance of those methods with respect to
the spin-state energetics of the Fe(III)-NTA complex. In
section III B, the results obtained with the those methods
for the selectivity of NTA with respect to six different
first-row TM ions are presented and compared against
experimental data.

II. COMPUTATIONAL DETAILS

A. Structure Optimization and Models

All structures were optimized using the generalized
gradient approximation (GGA) functional of Becke and
Perdew (BP86) [88] within a spin-unrestricted formalism
in combination with Grimme’s D3 dispersion correction,
[89, 90] and the damping term of Becke and Johnson
(D3(BJ)). [91–93] Basis sets of quadruple-ζ valence qual-
ity with one set of polarization functions (def2-QZVP)
were used. [94, 95] The resolution-of-the-identity (RI)
approximation was employed along with suitable auxil-
iary basis sets. [96] Solvation effects were accounted for
via the conductor-like screening model (COSMO), [97]
with ϵ = 78 representing water as solvent. We note that
Radoń et al. found that solvation effects on the structures
of hexaaqua complexes of TMs can be very large, but are
approximated well by the COSMO model. [50] The cal-
culations were performed using TURBOMOLE version 7.5.2.
[98–100] Default convergence criteria and grids of size
m3 were employed. All calculations were performed on
BASF’s supercomputer “Quriosity”. [101]

We optimized the structures for all feasible spin states:
Fe(III)- and Mn(II)-containing compounds assuming 5, 3
and 1, Fe(II)-containing compounds assuming 4, 2, and 0,
Co(II)-containing compounds assuming 3 and 1, Ni(II)-
containing compounds assuming 2 and 0, and Cu(II)-
containing compounds assuming 1 unpaired electrons.
Furthermore, preceding the structural optimizations, we
performed an iterative conformer search to determine
the energetically most stable conformer for each com-
pound and spin state at the same level of theory. Within
these conformer searches, stepwise rotations around sin-
gle bonds with subsequent geometry relaxations have
been performed. With the low conformational flexibility
of the compounds studied, we consider it unlikely that the
minimum-energy conformers identified by this local opti-
mization approach do not correspond to the global con-
formational optima. Additionally, vibrational frequen-
cies were calculated numerically, and all confirmed to be
real, to avoid arriving at any saddle-point structures.

As a prerequisite, it is furthermore necessary to de-
termine the amounts of water molecules in the first co-
ordination sphere of the TM-NTA complexes, i.e. the
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amounts of water molecules that need to be taken into
account explicitly in the calculations. While for all inves-
tigated TM ions it is well established in the literature that
they form octahedral hexaaqua complexes in aqueous so-
lution, [102–105] for TM-NTA complexes the situation is
less clear. Assuming that reasonably only one or two wa-
ter molecules can directly coordinate to the TM ions in
TM-NTA complexes, we optimized all respective struc-
tures and calculated the Gibbs free energy, ∆rG

0, for
the addition of a second explicit water molecule in aque-
ous solution, to determine the energetically most stable
structures:

[M NTAH2O]n−3 +H2O −−⇀↽−− [M NTA(H2O)2]
n−3 ,

(2)

The nomenclature is analogous to that with respect to
Equation 1. The results for this, at the B3LYP/def2-
TZVP level, are shown in Table V in the Appendix.

B. Single-Point Energies

1. Density Functional Theory

Single-point energies were calculated using the two
GGA functionals of Becke and Perdew (BP86) [88] and
Perdew, Burke, and Ernzerhof (PBE), [106] as well as
three meta-GGA functionals, namely the functional of
Tao, Perdew, Staroverov, and Scuseria (TPSS) [107],
the restored regularized strongly constrained and ap-
propriately normed (r2SCAN) functional, [108] and the
Minnesota 2006 local functional (M06-L), parameter-
ized especially for TM systems. [18] Additionally, four
hybrid-(meta-)GGA functionals were used including the
hybrid version of TPSS containing 10% nonlocal ex-
change (TPSSh), [109] Becke’s three-parameter hybrid
functional with Lee–Yang–Parr correlation containing 20
% nonlocal exchange (B3LYP), [110] the nonempirical
hybrid functional PBE0 containing 25 % nonlocal ex-
change, [111] and the Minnesota 2006 functional with
54% nonlocal exchange (M06-2X). [112] We also evalu-
ated the performance of the range-separated hybrid func-
tional ωB97M-V, [23] as well as of the rather recent Deep-
Mind 21 (DM21) functional based on a deep neural net-
work which was trained on molecular data and exact con-
ditions for fractional charge and spin. [55]

For the BP86, PBE, TPSS, TPSSh, B3LYP and PBE0
functionals, Grimme’s D3 dispersion correction together
with the damping term of Becke and Johnson (D3(BJ))
was used, while for the Minnesota functionals M06-L
and M06-2X the BJ damping term was neglected. The
r2SCAN functional was evaluated both entirely without
any dispersion correction, and with the three correc-
tions (D4 dispersion, tailor-made basis set and geometri-
cal counterpoise corrections) provided by the r2SCAN-3c
functional. [113] The ωB97M-V calculations were per-
formed using a self-consistent treatment of the integrated
dispersion correction of Vydrov and Van Voorhis (VV10).

[114] For the DM21 functional, we extracted the energy
contribution originating from the D3(BJ) correction from
the respective B3LYP calculations and added those to the
DM21 energies.

Basis sets of quadruple-ζ valence quality with two sets
of polarization functions (def2-QZVPP) were used, which
are also the default basis sets used in our study unless
mentioned otherwise. [94, 95] Furthermore, the RI ap-
proximation is employed along with suitable auxiliary
basis sets. [96] All single-point DFT calculations were
performed in the gas phase using the unrestricted Kohn-
Sham formalism. TURBOMOLE was used, with the excep-
tion of DM21 calculations, which were done using PySCF
version 2.0.1 [115, 116] and the DM21-PySCF interface.
[117] Default convergence criteria and grids of size m3
were used, except for DM21, for which the convergence
criteria are loosened to 10−6 for the energy and 10−3 for
the gradient of the energy, as suggested by the develop-
ers. [117]

For the investigation of the spin-state energetics of
Fe(III)-NTA in section III A, we also modified the
amount of exact exchange in the three hybrid functionals
TPSSh, B3LYP, and PBE0 from 0 to 60% in steps of 5%,
similar to what Edler and Stein have done in Ref. [118]
for the B3LYP functional. We refer to these modified
functionals as FUNC(X% HF), where FUNC can be one
of B3LYP, PBE0 and TPSSh and X is the percentage of
exact exchange, i.e. Hartree-Fock (HF) exchange.

2. Random-Phase Approximation

Random-phase approximation (RPA) [56–58, 119, 120]
calculations with and without the approximate exchange
kernel (RPA-AXK), [121] using the TPSS functional to
generate the Kohn-Sham reference, were carried out em-
ploying TURBOMOLE in combination with def2-QZVPP ba-
sis sets and corresponding auxiliary basis sets. [122, 123]
An increased number of frequency quadrature points of
400, which is recommended for small-gap systems, was
used.

3. Coupled Cluster and Møller-Plesset Perturbation Theory

Coupled cluster singles and doubles with a perturba-
tive treatment of triples excitations (CCSD(T)) calcula-
tions were carried out in combination with def2-TZVP
basis sets using TURBOMOLE. [60, 61, 95] CCSD(T) cal-
culations with the domain-based local pair natural or-
bital approximation (DLPNO-CCSD(T)) [62, 63] were
carried out using ORCA version 5.0.2 [124] in combination
with def2-TZVPP and def2-QZVPP basis sets and corre-
sponding auxiliary basis sets. [123, 125, 126] Two-point
complete basis set (CBS) extrapolations based on the re-
spective results ((3,4)CBS)) were done as well. This is
described in more detail in section A in the Appendix.
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The convergence settings of the underlying HF reference
calculations were tightened to “VeryTightSCF” and the
stricter “TightPNO” setting was enabled for the DLPNO-
CCSD(T) calculations as recommended in the ORCA man-
ual to minimize the error introduced by the DLPNO ap-
proximation. [127]

We performed the CCSD(T) calculations using both
restricted open-shell Hartree-Fock (ROHF) and unre-
stricted Hartree-Fock (UHF) molecular orbitals, the full
results of which can be seen in Table VII in the Ap-
pendix. As differences are small, the DLPNO-CCSD(T)
calculations were only carried out using unrestricted
molecular orbitals. We additionally explored employing
unrestricted TPSS molecular orbitals in the DLPNO-
CCSD(T) calculations. Using molecular orbitals ob-
tained with DFT within CC calculations is not common
but has been done previously. [128, 129]

Second-order Møller-Plesset perturbation theory
(MP2) [59] calculations were carried out analogously
to the CCSD(T) calculations described above, using
def2-QZVPP basis sets and molecular orbitals from
UHF calculations within TURBOMOLE. [130] The spin-
component scaling and scaled opposite-spin flavors of
MP2 (SCS-MP2 and SOS-MP2, respectively) were also
used with the default scaling factors in TURBOMOLE. [131]

For all calculations described in this section, the fol-
lowing energetically lowest-lying molecular orbitals were
excluded from the correlation treatment: 12 for hexaaqua
complexes, 21 for NTA complexes of Fe(III), Mn(II),
Fe(II), and Ni(II) and 20 for NTA complexes of Co(II)
and Cu(II), that contain one less explicit water molecule,
see also Table V in the Appendix, and 1 in case of H2O.

4. Auxiliary-Field Quantum Monte Carlo

Auxiliary-field quantum Monte Carlo (AFQMC) [64]
calculations were carried out using ipie version 0.6.2
[132] with interface to PySCF, employing def2-SVP and
def2-TZVP basis sets. [95] We used ROHF trial wave-
functions and additionally, for the spin-state energetics
of the Fe(III)-NTA complex, (5,5)CASSCF trial wave-
functions, selecting the molecular orbitals with predom-
inantly TM 3d character into the active space, see also
section II B 5. A cutoff of 10−5 was employed for the
Cholesky decomposition of the two-electron integrals.
The imaginary time step was set to 0.005 Ha−1 and
energy measurements were taken every 0.1 Ha−1. All
other settings conform to standard ipie settings. The
frozen core approximation was used analogously to sec-
tion II B 3. We used 5000 walkers and ran the calculation
for 10000 blocks (7000 blocks in the case of a CASSCF
trial wavefunction). For the final statistical evaluation
the first 500 blocks were discarded to allow for a warm-
up phase. Since we were not able to run calculations
using Dunning’s correlation-consistent basis sets of va-
lence triple-ζ quality (cc-pVTZ) [133] due to the large
computational cost of AFQMC, we carried out two-point

CBS extrapolations using the the more economical def2-
SVP and def2-TZVP basis sets ((2,3)CBS) as described
in further detail in section A in the Appendix.

5. Multi-Reference Active Space Methods

Multi-reference active space calculations in the form
of complete active space self-consistent field (CASSCF)
[65, 66] and complete active space configuration interac-
tion (CASCI) calculations were carried out within PySCF
using def2-QZVPP basis sets. Active spaces containing
18 molecular orbitals or more were solved using density
matrix renormalization group (DMRG) theory within
StackBlock version 1.5.3. [72, 73, 134–137] The re-
spective methods are denoted as DMRG-CASSCF and
DMRG-CASCI.

Furthermore, we employed as on-top methods second-
order N -electron valence state perturbation theory
(NEVPT2) [67] as well as multi-configuration pair den-
sity functional theory (MC-PDFT). [68–71] NEVPT2 cal-
culations were based on the strongly contracted internal
contraction scheme and were carried out on top of the re-
spective CASSCF wavefunctions. In the cases of DMRG-
CASSCF and DMRG-CASCI, we also applied DMRG in
the on-top NEVPT2 step (DMRG-NEVPT2) [74]. All
DMRG calculations (DMRG-CASSCF, DRMG-CASCI
and DMRG-NEVPT2) were done with a maximum bond
dimension (MBD) of 1000, except for the largest active
spaces in our study with 49 electrons in 36 orbitals, for
which the MBD had to be reduced to 600 in the DMRG-
NEVPT2 step. Our MC-PDFT calculations employed
the translated (t) and fully-translated (ft) versions of the
GGA functional PBE and the hybrid functional PBE0
(tPBE, ftPBE, tPBE0, ftPBE0) and were carried out
using the MC-PDFT extension for PySCF. In section C
in the Appendix we describe how we obtained the en-
ergies for reactions containing TM-NTA complexes with
different amounts of explicit water molecules on reactant
and product side.

There are many different strategies for selecting ac-
tive spaces for the above-described multi-reference ac-
tive space methods. [75–77, 138–145] In this study, we
use several of these techniques, which will be briefly de-
scribed in the following. A rather straightforward ap-
proach to add orbitals of certain character to the active
space, e.g. five orbitals with predominantly TM 3d char-
acter, is based on a Mulliken population analysis [146] of
ROHF orbitals or unrestricted natural orbitals (UNOs)
obtained with HF or MP2, [142, 143] which may be com-
bined with localization schemes such as the Pipek-Mezey
localization. [147]

Another approach is the atomic valence active space
(AVAS) method, [76] which functions via selecting atomic
orbitals from an auxiliary atomic basis set, rotating the
reference orbitals (e.g. molecular orbitals from a HF
calculation) based on an overlap matrix, and applying
an overlap threshold to select orbitals into the active
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space. In the original work of Sayfutyarova et al. this
was done exclusively for reference orbitals from single-
reference methods such as HF. We modified this approach
to work with reference orbitals from previously obtained
CASSCF wavefunctions as well, thus allowing for a step-
wise expansion of the active space by means of the AVAS
technique. In this work, we exclusively use the atomic
natural orbital with relativistic contraction (ANO-RCC)
basis sets as the auxiliary atomic basis set within the
AVAS technique. [148–150]

Another semiautomatic method used in our study is
the selection of active orbitals by means of single-orbital
entropies (SOEs), which are obtained by first selecting a
set of UNOs based on natural occupation numbers and,
in a second step, determining single-orbital entropies by
means of a DMRG-CASCI calculation within this se-
lected set of UNOs using a rather small MBD. Finally,
those orbitals with single-orbital entropies exceeding a
certain threshold are selected into the active space. We
apply this method using the ActiveSpaceFinder soft-
ware [151] with the default settings (unrestricted MP2
natural occupation numbers between 0.01 and 1.99, MBD
of 250, single-orbital entropy threshold of −0.1 ln(0.25) ≈
0.14). It should be noted that a similar approach is also
implemented within AutoCAS by Stein et al. [77, 139, 140]

C. Thermodynamics and Solvation Treatment

Both the investigation of the spin-state energetics and
the selectivity require the translation of the energies ob-
tained with the aforementioned methods into Gibbs free
energies, ∆G0 and ∆rG

0, for the respective spin-state
transitions and chemical reactions (Equation 1). Solva-
tion in water was done with the COSMO-RS approach,
where the abbreviation “RS” stands for “real solvents”,
[152–154] using version 2018 of the COSMOtherm soft-
ware, [155, 156] and the fine parametrization based on
BP86/def2-TZVPD. [157] We used a temperature of 25°C
and assumed infinite dilution. The contribution of the
vibrational partition function is included in the calcula-
tions of the Gibbs free energy. In case of the selectivity,
for each metal pair, we assigned M1 and M2 such that
the experimental ∆rG

0 would be positive.

III. RESULTS

A. Spin-State Energetics of the Fe(III)-NTA
Complex

We use one exemplary NTA complex, with Fe(III) as
the central metal ion and two explicit water molecules,
see Table V in the Appendix, to investigate the spin-state
energetics by applying all electronic-structure methods
described in section II. More specifically, we calcu-
late difference in Gibbs free energies, ∆rG

0, between
the high-spin (HS, sextet, S = 5/2, ⟨Ŝ2⟩theo = 8.75),

Distances [pm] HS IS LS
O(H2O)-Fe (avg.) 218.5 219.7 203.3
O(NTA)-Fe (avg.) 195.5 194.0 188.4
N-Fe 227.8 201.8 195.1

TABLE I. Interatomic distances between the central Fe atom
and the atoms of the first coordination sphere for the relaxed
structures of each spin-state of Fe(III)-NTA. We distinguish
between the three O atoms of the carboxyl groups and the two
O atoms of the water molecules and take the average distance
within each set.

intermediate-spin (IS, quartet, S = 3/2, ⟨Ŝ2⟩theo = 3.75)
and low-spin (LS, doublet, S = 1/2, ⟨Ŝ2⟩theo = 0.75)
state at the respectively relaxed structures, i.e. we inves-
tigate the adiabatic spin-state energetics, with the goal
of determining the energetically most favorable spin state
in aqueous solution which is a prerequisite for the calcu-
lation of the selectivity in section III B.

Interatomic distances for the relaxed structures of the
three spin-states are shown in Table I. The HS state
with each of the five Fe 3d orbitals being singly occupied
has the largest distance between Fe and the NTA donor
atoms. In the IS state, the Fe-3dz2 orbital is unoccupied,
and the strongest donor atom, nitrogen, can move closer
to the Fe(III) center. Due to the structural trans effect
[158], one of the H2O is pushed further away, slightly
increasing the average distance of the two H2O. The
LS state then further depopulates the Fe-3dx2−y2 orbital,
allowing the remaining ligands orthogonal to the Fe-N
axis to move in closer to the Fe(III) center as well.

Our study on the adiabatic spin-state energetics of
Fe(III)-NTA is somewhat analogous to the investigation
of the vertical spin-state energetics of the slightly simpler
Fe(III)-hexaaqua complex by Radoń et al. [50] However,
besides focusing on a different molecule, we also evaluate
different electronic-structure methods and active spaces
with the final goal of going beyond spin-state energetics
and studying chemical reactions.

1. Multi-Reference Diagnostics

Multi-reference diagnostics can help to determine
whether it is expected that a molecule can be accurately
simulated with single-reference methods or if multi-
reference methods need to be applied. A selection of
diagnostics are calculated for the different spin-states of
Fe(III)-NTA. Respective results are shown in Table II.
For the IS and LS states, deviations between the expecta-
tion value ⟨Ŝ2⟩ calculated at UHF level and the respective
theoretical value indicate non-negligible spin contamina-
tion, which can be a first indication of multi-reference
character. While the T1 diagnostics only slightly exceed
the empirical threshold of 0.02, [159] which marks the
borderline between single- and multi-reference cases, the
D1 diagnostics clearly exceed the respective threshold of
0.05, [160] ranging between 0.11 for the HS state and 0.18
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Diagnostics HS IS LS

⟨Ŝ2⟩UHF (⟨Ŝ2⟩theo) 8.76 (8.75) 4.03 (3.75) 1.52 (0.75)
T1 0.021 0.023 0.027
D1 0.114 0.179 0.181
# Determinants 1 12 32

TABLE II. Multi-reference diagnostics for the three spin-
states of Fe(III)-NTA. The UHF calculation was done in the
def2-QZVPP basis and the T1 and D1 diagnostics were ob-
tained from CCSD/def2-TZVP calculations using ROHF or-
bitals. The number of Slater determinants with squares of CI
coefficients > 10−4 within a minimal active space calculation
including five Fe(III) 3d orbitals at the (5,5)CASSCF/def2-
QZVPP level are also given.

for the IS and LS states. Finally, the number of Slater de-
terminants with squares of CI coefficients > 10−4 within
a minimal-active-space (5,5)CASSCF (including the five
Fe(III) 3d orbitals in the active space) show that while for
the HS case only a single determinant is required and the
wavefunction is identical to the respective ROHF wave-
function, this number rises to 12 and 32 Slater determi-
nants with CI coefficients above the threshold for the IS
and LS state, respectively. The squares of the largest CI
coefficients amount to 0.97 for the IS state and 0.87 for
the LS state. In summary, these diagnostics indicate that
multi-reference methods should be considered in partic-
ular in case of the IS and LS states, as all diagnostics
indicate an increase in multi-reference character with de-
creasing spin multiplicity.

2. Density Functional Theory

The indications of the multi-reference diagnostics, that
the calculation of the spin-state energetics of Fe(III)-
NTA may be challenging, at least for certain classes of
electronic-structure methods, are confirmed by the per-
formance of various density functionals, shown in Fig-
ure 2. The Gibbs free energies, ∆G0, between the differ-
ent spin states strongly vary between the different func-
tionals within a range of 106 kJ/mol (minimum value:
TPSS − maximum value: M06-2X) for the energy gap
between IS and HS and even within 216 kJ/mol (DM21
− M06-2X) for the energy gap between LS and HS. When
neglecting the results of DM21, which is a rather re-
cent not yet well benchmarked functional, and M06-2X,
which is not recommended for TM compounds due to
its large amount of HF exchange, the ranges are still
within 78 kJ/mol (TPSS − M06-L) for the IS-HS energy
gap and 115 kJ/mol (TPSS − M06-L) Most severely, the
(meta-)GGA functionals TPSS, BP86 and PBE as well
as the DM21 functional favor the LS state instead of
the HS state, as opposed to all other functionals and
electronic-structure methods except for non-hybrid MC-
PDFT, which will be discussed in section III A 3 and sec-
tion III A 4. While PBE and BP86 only yield a ∆rG

0

of between −1 to −2 kJ/mol, essentially predicting both

FIG. 2. Spin-state energetics of Fe(III)-NTA using different
DFT functionals in combination with def2-QZVPP basis sets.
The differences in Gibbs free energies, ∆G0, between the IS
and HS as well as the LS and HS states are plotted. For DM21
we were not able to converge the IS calculation.

HS and LS state to be equal in energy within chemical
accuracy, TPSS (−21 kJ/mol) and DM21 (−49 kJ/mol)
significantly favor the LS state. The dispersion correc-
tion does not have a strong impact on these results, as
for example, the B3LYP functional with and without dis-
persion correction (D3(BJ)) as well as the 3c correction
for the r2SCAN functional yield ∆rG

0 values that differ
by less than 5 kJ/mol for both the IS-HS and LS-HS en-
ergy gaps. It is noted that, out of all studied functionals,
the results obtained with M06-L, which is specifically de-
signed for the simulation of TM compounds, [18] are close
to the results of higher-level methods as will be described
in section III A 3 and section III A 4.

One particularly notable effect, visible in Figure 2, is
that the amount of HF exchange in the density function-
als strongly impacts the energy gap between the differ-
ent spin states, with the HS state being more favored
the more HF exchange is present. This can be seen
more explicitly in Figure 3, where the LS-HS energy
gap is plotted against the amount of HF exchange (X%
HF) in the three modified hybrid functionals TPSSh(X%
HF), B3LYP(X% HF) and PBE0(X% HF), wherein for
TPSSh(10% HF), B3LYP(20% HF) and PBE0(25% HF)
the results of the respective unmodified hybrid function-
als are recovered, and for TPSSh(0% HF) and PBE0(0%
HF) the TPSS and PBE results are obtained, respec-
tively. The analogous plot for the IS-HS energy gap can
be found in Figure 19 in the Appendix, showing qual-
itatively similar behavior. The spin contamination of
the functionals is also dependent on the HF exchange,
which we show in Figure 17 in the Appendix. The exact
slope of the lines in Figure 3 depends on the remainder of
the functional, e.g. for TPSSh(X% HF) and PBE0(X%
HF) the LS-HS energy gap increases by approximately
3 kJ/mol per % HF exchange while for B3LYP(X% HF)
a steeper increase of around 5 kJ/mol per % HF ex-
change is observed. The LS state is typically favored
for amounts of HF exchange of below 10%. While this
shouldn’t be taken too far, as the functionals are pa-
rameterized for the amount of HF exchange they have in
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FIG. 3. Influence of the amount of HF exchange in DFT on
the energy gap, ∆G0, between the LS and HS states of Fe(III)-
NTA. The amount of HF exchange in the hybrid functionals
TPSSh, B3LYP and PBE0 was varied between 0 and 55% in
steps of 5%. The points that correspond to the unmodified
hybrid functionals as well as their non-hybrid counterparts
TPSS and PBE are marked. The basis sets used are def2-
QZVPP.

their respective unmodified versions, this general trend
also matches up with the results of the M06-2X func-
tional, which with its 56% HF exchange clearly favors
the HS state by 167 kJ/mol over the LS state. Even the
extreme scenario of 100% HF exchange, i.e. a UHF cal-
culation, fits into this trend, where the ∆rG

0 amounts to
378 kJ/mol for the LS-HS energy gap. Edler and Stein
note a similarly strong relationship between the amounts
of HF exchange in density functionals and the spin-state
energetics of an Fe(III) cluster, also finding a near linear
relationship that favors the HS state the more HF ex-
change is included. [118] Additionally, our findings are
also in agreement with the observations by Radoń et al.
that the (meta-)GGA functionals TPSS and BP86 show
significantly smaller energy gaps between different spin
states of Fe(III)-hexaaqua than hybrid functionals. [50]
This in practice means that one might construct almost
any energy gap between the spin states depending on
the amount of HF exchange in the selected density func-
tional, making DFT rather unreliable for this purpose.

3. Correlated Methods Without Active Spaces

As emphasized before, an at least qualitatively correct
prediction of the energetically most favorable spin state
is a prerequisite for the calculation of the selectivity in
section III B, as well as all other chemical reactions the
respective molecule is involved in. Due to the aforemen-
tioned shortcomings of DFT, we consult computationally
more expensive electronic-structure methods and com-
pare the respective results. In contrast to DFT, all other
methods that will be discussed in this section and sec-
tion III A 4 − with the exception of MC-DFT, which also
relies on a density functional − agree that the HS state
is energetically clearly favored over the LS and IS states.

The results obtained with correlated methods that do
not rely on the selection of active spaces are shown in Fig-

FIG. 4. Spin-state energetics of Fe(III)-NTA using different
correlated methods without active spaces. The basis sets used
are def2-QZVPP, unless labeled CBS. As the statistical error
of the AFQMC results is below 2 kJ/mol, error bars are ne-
glected in the plot. For further information see Figure 2.

ure 4. The main outlier within this group is RPA-AXK,
which, possibly due to being based on a TPSS refer-
ence, estimates the energy gaps to be 37 kJ/mol (LS-HS)
and 60 kJ/mol (IS-HS). Without the AXK correction,
RPA predicts even smaller energy gaps of 17 kJ/mol (LS-
HS) and 48 kJ/mol (IS-HS). The values obtained with
RPA(-AXK) are significantly smaller than the respec-
tive energy gaps obtained with CCSD(T) and DLPNO-
CCSD(T), which fall between 98 and 109 kJ/mol. The
energy gaps obtained with AFQMC are larger, amount-
ing to 139 kJ/mol (LS-HS) and 146 kJ/mol (IS-HS). How-
ever, it is noted that, in contrast to DLPNO-CCSD(T)
where we could afford the (3,4)CBS extrapolation, we
had to rely on the less accurate (2,3)CBS extrapolation
in case of AFQMC. For both CCSD(T) and AFQMC, the
energy of the LS state is only slightly below the energy
of the IS state (within 10 kJ/mol).

For AFQMC we also used a (5,5)CASSCF trial wave-
function in combination with the def2-TZVP basis set.
This slightly changes the results compared to AFQMC
with a ROHF trial wavefunction shown in Figure 4, re-
ducing the IS-HS energy gap by 3 kJ/mol and the LS-HS
energy gap by 7 kJ/mol, bringing it more in line with
the DLPNO-CCSD(T)/CBS results, see section E in the
Appendix. The statistical error of AFQMC was always
below 2 kJ/mol. Due to the large computational cost of
AFQMC when using multi-determinant trial wavefunc-
tions, further increasing the size of the active space for
the CASSCF trial wavefunction was not feasible.

Within CCSD(T) theory, whether UHF or ROHF
molecular orbitals are used changes the final result in the
def2-TZVP basis set by at most 3 kJ/mol, see section E
in the Appendix. We therefore restrict our discussion
to the results obtained when using ROHF molecular or-
bitals. It is noted that, for MP2, switching from UHF
to ROHF molecular orbitals the results change more sig-
nificantly from 112 to 122 kJ/mol for the IS-HS gap and

https://doi.org/10.26434/chemrxiv-2023-9z6bg ORCID: https://orcid.org/0000-0001-7739-6718 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2023-9z6bg
https://orcid.org/0000-0001-7739-6718
https://creativecommons.org/licenses/by-nc-nd/4.0/


9

from 165 to 111 kJ/mol for the LS-HS gap, bringing them
in between the respective CCSD(T) and AFMQC val-
ues. For DLPNO-CCSD(T) we were able to perform
a (3,4)CBS extrapolation while for CCSD(T) we per-
formed a (2,3)CBS extrapolation. The CBS extrapola-
tion changes the ∆G0 compared to the largest basis set
involved in the extrapolation by at most 8 kJ/mol. To es-
timate the DLPNO error, we compare DLPNO-CCSD(T)
and CCSD(T) in the def2-TZVP basis set, where the
error introduced due to the DLPNO approximation is
quite high in this case, amounting to 20 kJ/mol (IS-HS)
and 27 kJ/mol (LS-HS), although we have applied the
“VeryTightSCF” and “TightPNO” settings in ORCA, see
section II and section E in the Appendix. The respective
increase in ∆G0 due to the DLPNO error is then coun-
terbalanced by a decrease in ∆G0 when increasing the
basis set size to def2-QZVPP or applying the (3,4)CBS
extrapolation. Therefore, the rather good agreement of
DLPNO-CCSD(T)/(3,4)CBS with CCSD(T)/(2,3)CBS
in Figure 4 is at least partly due to the presumably
larger (2,3)CBS extrapolation error in case of CCSD(T)
being compensated by the DLPNO approximation error
in combination with a presumably smaller (3,4)CBS ex-
trapolation error in case of DLPNO-CCSD(T).

4. Multi-Reference Active Space Methods

In the following, we discuss the results obtained with
multi-reference methods that rely on the selection of ac-
tive spaces. For selecting the active spaces, we mainly
used a Mulliken population analysis of the UNOs ob-
tained with HF. The following active spaces were consid-
ered: (5,5) including five 3d orbitals of Fe, (9,12) addi-
tionally including five 4d and two σ-bonding orbitals to
the ligand by means of the 3d character which is roughly
around 10% (analogously to the (9,12) active spaces used
by Radoń et al. for the Fe(III)-hexaaqua complex [50]),
(17,20) additionally including one 3s, three 3p, one 4s and
three 4p orbitals as well as (49,36) that furthermore in-
clude three 2p orbitals of each ligand atom in the first
coordination sphere. Note that for the (49,36) active
spaces two such ligand orbitals are already contained in
the (17,20) active space as σ-bonding orbitals.

Using the (9,12) active space we compare the spin-
state energetics obtained with CASSCF, MC-PDFT and
NEVPT2. Respective results are shown in Figure 5.
(9,12)CASSCF yields energy gaps of 177 kJ/mol (LS-HS)
and 154 kJ/mol (IS-HS), thus overestimating both gaps
in comparison to the respective MC-PDFT and NEVPT2
results, but also with respect to the likely more accu-
rate AFQMC/CBS and (DLPNO-)CCSD(T)/CBS val-
ues. Furthermore, in comparison to all of the aforemen-
tioned methods the energetic ordering of the IS and LS
state is interchanged. MC-PDFT in combination with
the fully translated (ft) and translated (t) versions of the
PBE functional, ftPBE and tPBE, respectively, is the
only method that energetically favors the IS state over

FIG. 5. Spin-state energetics of Fe(III)-NTA using different
multi-reference active space methods in combination with the
(9,12) active space. The basis sets used are def2-QZVPP. For
further information see Figure 2.

the HS state, by 35 and 14 kJ/mol, respectively, in case
of the (9,12) active space. Furthermore, (9,12)ftPBE fa-
vors the LS state more than any other method, namely
by 68 kJ/mol. Like in ordinary DFT, using hybrid func-
tionals enlarges the respective energy gaps, such that, for
example, (9,12)ftPBE0 predicts 28 kJ/mol for both the
LS-HS and IS-HS gaps, thus energetically favoring the
HS state. However, all tested functionals within MC-
PDFT favor the HS state less than their ordinary DFT
counterparts, leading to MC-DFT being the largest out-
lier of all methods in this spin-state energetics study.
It is furthermore noted that fully translated versions
favor the HS less than the translated versions of the
respective functionals. However, even (9,12)NEVPT2,
with its more systematic inclusion of dynamic correla-
tion within the inactive space and between active and
inactive space yields energy gaps of only 42 kJ/mol (LS-
HS) and 58 kJ/mol (IS-HS), which is also much lower
than (DLPNO-)CCSD(T)/CBS and AFQMC/CBS, but
comparable to RPA-AXK.

Figure 6 indicates that the (9,12) active space is likely
not large enough to account for the most important cor-
relations when aiming at predicting the spin-state en-
ergetics of Fe(III)-NTA, even at NEVPT2 level. Pre-
sumably, the NTA ligand requires the inclusion of ad-
ditional orbitals in the active space for an accurate
spin-state energetics prediction, unlike the water lig-
ands of the hexaaqua complex studied in Ref. [50],
as there the (9,12)CASSCF results with on-top pertur-
bation theory agree well with CCSD(T) and the ex-
perimental values, differing by only 21 kJ/mol. Using
DMRG-NEVPT2 based on DMRG-CASSCF for calcu-
lating the (17,20) active space, which adds the sub-
valence 3s and 3p orbitals, as well as their 4s and 4p vir-
tual counterparts, to the (9,12) active space, results are
obtained that are in-between (DLPNO-)CCSD(T)/CBS
and AFQMC/CBS. However, in contrast to the latter two
methods and the results of the other active spaces in Fig-
ure 6, (17,20)NEVPT2 favors the IS over the LS state by
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FIG. 6. Spin-state energetics of Fe(III)-NTA using the
NEVPT2 method for different active spaces. The basis sets
used are def2-QZVPP. The (17,20)DMRG-NEVPT2 calcula-
tion used DMRG with a MBD of 1000 both in the CASSCF
and on-top NEVPT2 steps, whereas for the (49,39)DMRG-
NEVPT2 calculation a MBD of 1000 was used in the CASCI
step, which was based on (17,20)DMRG-CASSCF orbitals,
and a reduced MBD of 600 was used in the on-top DMRG-
NEVPT2 step. In case of (49,36)DMRG-NEVPT2AVAS, the
CASCI step used modified (17,20)DMRG-CASSCF orbitals
based on AVAS. For further information see Figure 2.

9 kJ/mol. We verified for smaller active spaces that using
DMRG as an active space solver instead of Full-CI intro-
duces an error of less than 1 kJ/mol when using a MBD of
1000. In a recent study of multi-nuclear Fe-S compounds,
Mejuto-Zaera et al. [161] found that a significant amount
of correlation energy is only accounted for by including
the Fe 3s and 3p orbitals in the active space, which is
consistent with the large change (increase) of the energy
gaps by 85 kJ/mol (LS-HS) and 60 kJ/mol (IS-HS) when
going from the (9,12) to the (17,20) active space. How-
ever, a study by Pierloot et al. [36] found that NEVPT2
tends to significantly favor the LS state when including
TM 3s and 3p orbitals in the active space. This does not
seem to be the case here, possibly indicating that the ad-
ditional inclusion of Fe 4s and 4p orbitals in the active
space, something not studied by Pierloot et al., might
counteract this effect.

Further increasing the active space from (17,20) to
(49,36) by including ligand orbitals, as described above,
and running DMRG-NEVPT2 (MBD of 600) based on a
DMRG-CASCI (MBD of 1000) which uses the previously
optimized (17,20)DMRG-CASSCF orbitals, changes the
energy gaps by at most 14 kJ/mol and again energetically
favors the LS over the IS state in accordance with results
obtained with the (5,5)NEVPT2 and (9,12)NEVPT2 as
well as (DLPNO-)CCSD(T)/CBS and AFQMC/CBS. It
is noted that the impact of reducing the MBD in the
DMRG-NEVPT2 step from 1000 to 600 is expected to
be very small, as a further reduction of the MBD to
400 changes the energetics by at most 1.3 kJ/mol, see

section E in the Appendix. Since the (49,36)DMRG-
NEVPT2 calculations were based on DMRG-CASCI in-
stead of DMRG-CASSCF, and thus the choice of initial
orbitals for the DMRG-CASCI calculation can influence
the final result, we tested two variations. First, we used
the natural orbitals of the (17,20)DMRG-CASSCF cal-
culation directly, and second, we applied the modifica-
tion of the AVAS method as described in section II B 5 to
those orbitals to provide a different set of initial orbitals.
The latter choice, which we denote as (49,36)DMRG-
NEVPT2AVAS, leads to a reduction in the energy gaps
(by at most 17 kJ/mol) compared to the former choice.
Nevertheless, both results are again in-between the
(DLPNO-)CCSD(T)/CBS and AFQMC/CBS values.

The absolute differences between the NEVPT2 and the
respective CASSCF/CASCI energy gaps decrease with
increasing size of the active space, e.g. the NEVPT2
correction to CASSCF amounts to between 212 (IS-HS)
and 306 kJ/mol (LS-HS) for the (5,5), to between 96 (IS-
HS) and 135 kJ/mol (LS-HS) for the (9,12), to at most
53 kJ/mol for the (17,20) and to at most 30 kJ/mol for the
(49,36) active space, see also section E in the Appendix.
This implies that the largest active spaces in our study
account well for the most important correlations when
targeting the prediction of the spin-state energetics of
Fe(III)-NTA.

5. Overall Comparison Of Methods and Summary

Of all the methods investigated for the prediction
of the spin-state energetics of Fe(III)-NTA, CCSD(T),
DLPNO-CCSD(T), (49,36)DMRG-NEVPT2AVAS and
M06-L agree remarkably well on the LS-HS energy gap,
which is predicted to be between 94 and 105 kJ/mol.
The IS state is predicted to be at most 11 kJ/mol higher
in energy than the LS state. (49,36)DMRG-NEVPT2
and AFQMC − the latter using the likely less accurate
(2,3)CBS extrapolation in comparison to the (3,4)CBS
extrapolation in case of DLPNO-CCSD(T) − both pre-
dict somewhat larger energy gaps of up to 139±2 kJ/mol
for LS-HS and up to 146±2 kJ/mol for IS-HS. The great
agreement between these methods, which are also deemed
to be relatively reliable for the simulation of TM com-
pounds within certain boundaries, is a strong indica-
tion that the HS state is energetically significantly fa-
vored. However, without experimental data at hand,
it is not possible to conclusively favor any of these
methods over one another. Furthermore, in particular
the agreement of the single-reference method (DLPNO-
)CCSD(T) with different methods, that are in principle
capable of correctly describing multi-reference systems,
such as NEVPT2 and AFQMC, is remarkable, as multi-
reference diagnostics indicate that single-reference calcu-
lations may not be appropriate, at least for the IS and
LS states. However, as Radoń et al. [50] showed for
the spin-state energetics of TM-hexaaqua complexes, the
good performance of single-reference CCSD(T) is not un-
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Ion ∆fG
0(Experiment) [kJ/mol]

Fe(III) -90.8
Mn(II) -42.2
Fe(II) -50.2
Co(II) -58.8
Ni(II) -65.6
Cu(II) -74.8

TABLE III. Experimental Gibbs free energies of formation,
∆fG

0, of TM-NTA complexes in aqueous solution in the stan-
dard state. The logK values are taken from Ref. [54] (Tables
7 and 8) and the respective Gibbs free energies obtained via
∆fG

0 = −RT ln(10logK) at T = 298.15K. The experimental
∆rG

0 of Equation 1 can then be obtained via the differences
in ∆fG

0 between TMs M1 and M2. The order of M1 and M2

is chosen in such a way that ∆rG
0 is always positive.

precedented. The energy gaps obtained with the afore-
mentioned methods are in some contrast to the DFT re-
sults that favor the HS state less significantly over the
other spin states, namely by below 76 kJ/mol (r2SCAN,
TPSSh, B3LYP, PBE0, ωB97M-V), which is also the case
for RPA(-AXK) as well as NEVPT2 with smaller ac-
tive spaces such as (9,12) and (5,5). Even more severely,
some density functionals, in particular those with no HF
exchange, even favor the LS over the HS state (BP86,
PBE, TPSS, DM21) including MC-PDFT ((9,12)ftPBE,
(9,12)tPBE and (9,12)ftPBE0). Edler and Stein, who
also investigate the effect of varying the amount of HF
exchange of the B3LYP(X% HF) functional for an Fe(III)
complex, find that X between 8% and 16% is optimal,
[118], while in this case a much larger value of between
30% and 40% agrees with the potentially most accurate
methods in our study best.

B. Selectivity of NTA

After comparing the various electronic-structure meth-
ods for the spin-state energetics of the Fe(III)-NTA com-
plex, we now evaluate their ability to predict the selec-
tivity of NTA with respect to six different first-row TM
ions by means of comparing the respectively calculated
Gibbs free energies, ∆rG

0, see Equation 1, to experimen-
tal data. For experimental data and further information
see Ref. [54] and Table III.

In the previous section, we show that within DFT non-
hybrid (meta-)GGA functionals such as BP86 tend to
underestimate the stability of the HS state. Despite this
bias, using BP86 for the calculation of the spin-state en-
ergetics of all additionally relevant TM-NTA and TM-
hexaaqua complexes besides Fe(III)-NTA studied in the
previous section, the HS state is always energetically
favored, see Table VI in the Appendix. To safeguard
against possible functional bias, we also calculated the
spin-state energetics with B3LYP which confirmed that
the HS state is energetically favored in all cases. This is

FIG. 7. Gibbs free energies of solvation, ∆solvG
0, for all com-

pounds in this study using the COSMO-RS approach in aque-
ous solution and assuming a HS state. For further details see
section IIC.

taken as a strong indication that HS configurations and
respectively optimized structures can be assumed for the
calculation of the selectivity. As a further prerequisite,
the amounts of water molecules that need to be explic-
itly taken into account in the first coordination sphere of
the TM-NTA complexes were determined at the B3LYP
level according to Equation 2 to be two for the NTA com-
plexes of Fe(III), Mn(II), Fe(II), and Ni(II) and one for
the NTA complexes of Co(II) and Cu(II), see Table V in
the Appendix.

In order to compare the energies of different electronic-
structure methods to the aforementioned experimental
data in aqueous solution, those calculated electronic-
structure energies need to be translated into respective
Gibbs free energies in solution. In Figure 7 the Gibbs
free energies of solvation, ∆solvG

0, are shown for all com-
pounds at the COSMO-RS level. These energy contri-
butions are constant for each compound and are simply
added to the respective electronic-structure energies to
yield Gibbs free energies in solution and from those also
∆rG

0 for the considered reactions. As a consequence,
any deviation from the experimental values due to in-
accuracies in the solvation treatment would result in a
systematic shift of the calculated ∆rG

0 for all electronic-
structure methods. In Figure 7 it can be seen that for
compounds with equal charges, the magnitude of the sol-
vation effects is comparable. Thus, they roughly can-
cel out when calculating reactions among those equally
charged compounds. For the two Fe(III) compounds, sol-
vation effects are quite different to those of the other sys-
tems due to different charges. Whereas Fe(III)-hexaaqua
is threefold negatively charged and consequently exhibits
a large ∆solvG

0, Fe(III)-NTA is neutral, thus exhibiting
a comparably small ∆solvG

0. As a consequence, the fi-
nal ∆rG

0 of reactions according to Equation 1 involving
Fe(III) as one TM ion include relatively large solvation
contributions.
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FIG. 8. Multi-reference diagnostics for all compounds in this
study at the CCSD/def2-TZVP level using a ROHF orbitals
and assuming a HS state. The empirical thresholds to di-
vide into single- and multi-reference systems are shown and
amount to 0.05 for D1 [160] and 0.02 for T1. [159]

1. Multi-Reference Diagnostics

Two of the most common multi-reference diagnostics,
the D1 and the T1 diagnostic, were used to evaluate
the multi-reference character of the investigated com-
pounds. The results are shown in Figure 8. Assum-
ing a threshold of 0.05, [160] the D1 diagnostic indicates
multi-reference character for all TM-NTA complexes and
all but two TM-hexaaqua complexes (Mn(II)- and Fe(II)-
hexaaqua), reaching a maximum value of 0.18 for Cu(II)-
NTA and a minimum value of 0.03 for Mn(II)-hexaaqua.
Amongst the dicationic TMs, there is a clear trend that
the D1 diagnostic increases with increasing filling of the
3d orbitals. This trend also appears for the T1 di-
agnostic, but is significantly less pronounced. In con-
trast to the D1 diagnostic, the T1 diagnostic classifies
all compounds to be single-reference systems, although
the maximum T1 diagnostic value, which is reached for
Fe(III)-NTA, is at the empirical threshold of 0.02 given
by Lee and Taylor. [159] The NTA complexes consis-
tently show larger diagnostics than their hexaaqua coun-
terparts. Overall, all of these insights together do nei-
ther clearly point towards a need for multi-reference
electronic-structure methods to calculate reactions in-
volving the HS NTA- and hexaaqua-complexes of the in-
vestigated first-row TM ions, nor do they clearly indicate
that using single-reference electronic-structure methods
is appropriate. Thus, in the following sections we evalu-
ate the accuracy of different single- and multi-reference
methods for the prediction of the selectivity of NTA with
respect to different TM ions according to Equation 1
by comparing the computed ∆rG

0 to experimental data.
[54]

2. Density Functional Theory

In Figure 9, the results obtained with eleven differ-
ent density functionals are shown. With a root mean
square error (RMSE) with respect to the experiment of
around 19 kJ/mol, both GGA functionals BP86 and PBE
and the meta-GGA functional TPSS are the worst per-
forming density functionals of the group. The remaining
two meta-GGA functionals M06-L and r2SCAN, as well
as the hybrid functional TPSSh, have a RMSE between
15 and 17 kJ/mol. The better performing functionals are
the hybrid functionals B3LYP and M06-2X with a RMSE
of around 12 kJ/mol, while the hybrid functional PBE0
and the range-separated hybrid functional ωB97M-V are
the best performing density functionals with a RMSE
of approximately 10 and 9 kJ/mol, respectively. While
DM21 also shows a RMSE of slightly below 10 kJ/mol, it
should be noted that for this functional, the compounds
containing Mn(II) did not converge, and therefore the
respective plot as well as the RMSE are missing 5 data
points involving Mn(II). For a fairer comparison, remov-
ing these data points from the other statistics lowers their
RMSE as well. However, even with these removals, DM21
with an RMSE of 10 kJ/mol still outperforms all GGA
and meta-GGA functionals as well as TPSSh, where the
revised RMSE falls between 13and 15 kJ/mol, and per-
forms similarly to B3LYP at 10 kJ/mol. PBE0, M06-
2X and ωB97M-V all have a revised RMSE of under
8.0 kJ/mol.

The maximum absolute error (MaxAE) was generally
slightly less than twice the RMSE for all functionals, with
no significant outliers. Non-hybrid functionals in general
had the MaxAE from the reaction involving Fe(III) and
Mn(II), except r2SCAN, which along with most hybrid
functionals struggled most with the reaction involving
Fe(III) and Ni(II). Only the M06-2X functional had its
MaxAE from a reaction not involving Fe(III), namely the
Co(II)/Mn(II) reaction.

Only three functionals, namely M06-2X, ωB97M-V
and DM21 do not generally overestimate ∆rG

0 for most
reactions. This overestimation of all other functionals
becomes particularly evident for reactions involving two
TM ions that have relatively large differences in exper-
imental selectivity, i.e. a large experimental ∆rG

0, see
Figure 9. This overestimation is at least partly the rea-
son why some of these functionals exhibit larger RMSEs.
Inclusion of HF exchange appears to reduce or even flip
this effect, as with an increasing amount of HF the com-
puted ∆rG

0 of these outliers is reduced, until for M06-
2X with 56% HF exchange even a slight underestimation
is reached. Only the range-separated hybrid functional
ωB97M-V appears to provide a rather balanced view that
is not skewed in either direction.

Dispersion correction mostly plays a role for the reac-
tions involving either Co(II) or Cu(II) (but not both),
where an extra separate water molecule needs to be in-
cluded on one side of the reaction to balance the sto-
ichiometry, as the Co(II)- and Cu(II)-NTA complexes
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FIG. 9. Computed Gibbs free energies, ∆rG
0, using different DFT functionals for the selectivity of NTA with respect to

six different TM ions according to Equation 1, plotted against the respective experimental values. The basis sets used are
def2-QZVPP. The diagonal indicates perfect agreement between computed and experimental values. The root mean square
error (RMSE) and maximum absolute error (MaxAE) with respect to the experiment are given, and the reaction causing the
MaxAE is highlighted. In case of the DM21 functional the data points involving Mn(II) are missing, as respective calculations
did not converge.

include one less explicit water molecule than the other
NTA complexes. As a consequence, the dispersion cor-
rection amounts to around 12 kJ/mol for the reactions
involving either Co(II) or Cu(II) and almost cancel out
for all other reactions (at most 1 kJ/mol). Neglecting
the D3(BJ) dispersion correction leads to RMSEs that
are about 5 kJ/mol larger in case of BP86, B3LYP, and
DM21 whereas for the Minnesota functionals, all without
BJ damping, the RMSEs change by less than 1 kJ/mol.
In no case does the inclusion of dispersion correction in-
crease the RMSEs, while it is reduced by at least 3 kJ/mol
in seven functionals.

In summary and very generally, DFT performs rela-
tively well for the prediction of the selectivity of NTA
with respect to different first-row TM ions. A DFT study
by Determan et al. of a much broader range of first-row

TM compounds found that the best functionals will give
a RMSE of over 50 kJ/mol for enthalpies of formation,
while for a subset of 19 compounds with lower multi-
reference character and particularly reliable experimental
data, the most accurate functional (B97-1) still exhibits a
RMSE of 18 kJ/mol, while B3LYP for comparison shows
a RMSE of 33 kJ/mol. [12] As our study is focused on a
more narrow range of relatively simple reactions of first-
row TM compounds occurring in their HS states, it is
not surprising that these are described more accurately
by DFT, in particular when using hybrid functionals. [11]
However, as shown in section III A, in the context of the
spin-state energetics of Fe(III)-NTA, for LS states, DFT
will likely perform significantly worse.
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FIG. 10. Computed Gibbs free energies, ∆rG
0, using RPA

with and without the AXK correction for the selectivity of
NTA with respect to six different TM ions, plotted against
the respective experimental values. The basis sets used are
def2-QZVPP. In case of RPA, the data point with the MaxAE
at (48.0, 104.9) for Fe(III)/Mn(II) is not shown. For further
information see Figure 9.

3. Random-Phase Approximation

In Figure 10, the results obtained with RPA with and
without the AXK correction are shown. In compari-
son to all single-reference methods and DFT function-
als investigated in this study, RPA shows the largest
RMSE which amounts to 30 kJ/mol and the largest
MaxAE of 56 kJ/mol, which stems from the isoelectronic
Fe(III)/Mn(II) reaction. Virtually all computed ∆rG

0

overestimate the respective experimental results. Adding
the AXK correction improves on RPA significantly, re-
ducing the RMSE by 8 kJ/mol as well as the MaxAE by
19 kJ/mol which now results from the Fe(III)/Ni(II) re-
action, with the deviation of Fe(III)/Mn(II) being very
close. Even so, the RMSE of RPA-AXK is almost
3 kJ/mol larger than the RMSE of the worst perform-
ing DFT functional, TPSS. This is rather unexpected as
RPA(-AXK) is known to typically perform relatively well
for small-gap systems such as first-row TM compounds.
[162] Since the TPSS functional was used to generate the
necessary Kohn-Sham reference for RPA, it should be
noted that the two reactions exhibiting the largest errors
are the identical in case of TPSS and RPA(-AXK). How-
ever, RPA(-AXK) actually exhibits larger errors than
plain TPSS. This is in contrast to the performance of
RPA(-AXK) for the investigation of the spin-state en-
ergetics of Fe(III)-NTA, see section III A, where RPA(-
AXK) improved upon the TPSS results, yet was also a
rather poorly performing method in comparison to the
other investigated methods.

4. Coupled Cluster and Møller-Plesset Perturbation Theory

The top row of Figure 11 compares the results obtained
with UHF and MP2 based on UHF molecular orbitals.
MP2 greatly improves upon UHF and actually ranks

among the better performing methods in this study with
a RMSE of 10 kJ/mol and a MaxAE of 21 kJ/mol. The
agreement of MP2 with the experiment is better than for
almost all DFT functionals, with PBE0, ωB97M-V, and
DM21 being the only exceptions, which are all very close
to MP2. Changing to the SCS-MP2 or SOS-MP2 flavors
has a negligible effect on the results, with the RMSE
changing by less than 1 kJ/mol.

In the subsequent rows of plots, the results obtained
with CCSD(T) in various forms are compared, which all
perform very well and rank among the best performing
methods in this study. In the second row of Figure 11,
both the CCSD(T) and DLPNO-CCSD(T) results using
the smaller def2-TZVP basis are shown, as this is the
largest basis set we could afford to run CCSD(T) without
the DLPNO approximation. CCSD(T)/def2-TZVP, with
a RMSE of 10 kJ/mol and a MaxAE of 17 kJ/mol, yields
a comparable accuracy as MP2 and the best performing
DFT functionals in the def2-QZVPP basis. Like many
DFT functionals, CCSD(T) also appears to overestimate
the ∆rG

0, however to a significantly lesser extent. Com-
paring CCSD(T) to DLPNO-CCSD(T) using the def2-
TZVP basis sets in both cases allows to estimate the er-
ror introduced by the DLPNO approximation. Counter-
intuitively, using the DLPNO approximation the RMSE
and the MaxAE are lowered by 2 kJ/mol, which is at
least partly due the DLPNO approximation counteract-
ing the aforementioned overestimation of ∆rG

0. Thus,
the DLPNO error is significantly smaller here than in
case of the spin-state energetics of Fe(III)-NTA, see sec-
tion III A 3.

The bottom row of Figure 11 shows the DLPNO-
CCSD(T) results based on HF and TPSS molecular or-
bitals at the CBS limit using a (3,4)CBS extrapolation.
The variant based on TPSS molecular orbitals is de-
noted DLPNO-CCSD(T)TPSS/CBS. We note that, for
both variants, the respective def2-QZVPP results are
already very close with a difference in the RMSE of
less than 0.1 kJ/mol to the respective CBS results, see
Figure 20 in the Appendix. Of all methods investi-
gated in this study, DLPNO-CCSD(T)/CBS (and also
DLPNO-CCSD(T)/def2-QZVPP) is the most accurate
method with a RMSE of 5 kJ/mol and a MaxAE of
10 kJ/mol. This is also in line with the good performance
of (DLPNO-)CCSD(T) in case of the spin-state energet-
ics of Fe(III)-NTA, see section IIIA, and related works by
Radoń et al. [50–52] Lastly, using DFT (TPSS) instead
of HF molecular orbitals in the DLPNO-CCSD(T) calcu-
lation leads to inferior results with almost twice as large
RMSE (9 kJ/mol) and MaxAE (18 kJ/mol). However,
DLPNO-CCSD(T)TPSS/CBS still ranks among the bet-
ter performing methods, outperforming most DFT func-
tionals (including TPSS). Interestingly, using TPSS in-
stead of HF molecular orbitals within DLPNO/CCSD(T)
the aforementioned overestimation of ∆rG

0 reappears to
some extent, which is likely due to TPSS itself exhibiting
a strong overestimation whereas HF strongly underesti-
mates the respective values.
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FIG. 11. Computed Gibbs free energies, ∆rG
0, using UHF,

MP2, and CCSD(T) for the selectivity of NTA with respect
to six different TM ions, plotted against the respective exper-
imental values. If not indicated otherwise, the basis sets used
are def2-QZVPP. In case of CCSD(T) also results obtained
with the DLPNO approximation and using TPSS molecular
orbitals are shown. For further information see Figure 9.

For all methods discussed above, the MaxAE orig-
inated again from reactions involving Fe(III) with the
exception of DLPNO-CCSD(T)/CBS. For this method,
which is the most accurate method in our study, the
Ni(II)/Fe(II) reaction, which only involves dicationic
TMs, was responsible for the MaxAE. This can be seen
as an indication that the outlier behavior of the reactions
involving Fe(III), which is observed for many methods,
is likely not due to experimental uncertainties or short-
comings in the solvation model, COSMO-RS, since such
sources of error would manifest as constant shifts in ∆rG

0

across all methods.

FIG. 12. Computed Gibbs free energies, ∆rG
0, using AFQMC

for the selectivity of NTA with respect to six different TM
ions, plotted against the respective experimental values. The
(2,3)CBS extrapolation is used. As the statistical error of the
AFQMC results is below 2 kJ/mol for each data point, error
bars are not drawn. For further information see Figure 9.

5. Auxiliary-Field Quantum Monte-Carlo

In Figure 12, the results obtained with AFQMC are
shown. Respective calculations are run long enough such
that the statistical error for each reaction is well below
2 kJ/mol. Thus, we will neglect this error in the following
discussion. The AFQMC calculations in the def2-TZVP
basis sets are the computationally most expensive calcu-
lations in this study in terms of computation time. Con-
sequently, as it was not feasible to use a larger basis sets,
we had to rely on a (2,3)CBS extrapolation, as described
in section A in the Appendix, which will likely introduce
some additional errors in comparison to the (3,4)CBS
extrapolation that we could afford in case of DLPNO-
CCSD(T). In the def2-TZVP basis set, AFQMC exhibits
a RMSE of 13±1 kJ/mol and a MaxAE of 23±2 kJ/mol,
see Figure 22 in the Appendix, which is slightly worse
than the respective RMSE (by 3 kJ/mol) and MaxAE
(by 6 kJ/mol) of CCSD(T). The CBS extrapolation re-
duces the RMSE of AFQMC compared to the def2-TZVP
results by more than 2 kJ/mol, and the MaxAE by more
than 4 kJ/mol. The latter is obtained for the reaction
involving Cu(II)/Mn(II). In the CBS limit, both the
RMSE (10± 1 kJ/mol) and MaxAE (18± 1 kJ/mol) are
almost twice as large in the case of AFQMC compared to
DLPNO-CCSD(T). However, it needs to be emphasized
again, that in case of AFQMC the less accurate (2,3)CBS
extrapolation will likely be responsible for at least part
of the errors. Nevertheless, AFQMC overall ranks among
the better performing methods in this study with respect
to accuracy, which however comes with a comparably
large computational cost. The accuracy of AFQMC in
this study is in line with the conclusion of Lee et al. that
the performance of AFQMC is worse than CCSD(T), but
better than CCSD, for systems where a single Slater de-
terminant is dominant, and even for systems with some
multi-reference character. [163] In section III A 3 we ar-
gued that, the AFQMC and CCSD(T) results are also
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relatively close for the spin-state energetics of Fe(III)-
NTA, but due to the larger multi-reference character of
the LS and IS states, it is not clear that CCSD(T) should
be trusted over AFQMC and it can be of great value to
compare the results obtained with both complementary
methods.

6. Multi-Reference Active Space Methods

A challenge faced in this study, that is not broadly
addressed in the literature, is the use of multi-reference
active space methods to calculate reaction energies. For
a general chemical reaction, this leads to the additional
requirement of keeping the active spaces on both sides
of the chemical reaction as consistent as possible. Any
chemical effects, e.g. a certain bonding situation, that
are accounted for in the active space on one side of the
reaction, but are accounted for only in the inactive space
on the other side of the reaction, can lead to significant
errors in the computed reaction energies. Recently, Bens-
berg and Reiher [164] proposed an automated method of
selecting consistent active spaces along a chemical reac-
tion path, expanding on earlier work. [77] However, we
did not explore these techniques, as they would require
each side of reaction Equation 1 to be treated in a single
active space calculation with two active sites. This effec-
tively doubles the size of the active spaces, making some
calculations impractical.

Considering the selectivity of NTA and the associated
chemical reaction, the difference in the general bonding
situation on both sides of the chemical reaction should be
rather small, as they only differ by an interchange of the
central TM ions. This should lead to relatively similar
molecular orbitals on both sides of the chemical reaction,
thus facilitating the selection of consistent active spaces
in comparison to many other imaginable chemical reac-
tions. In the following, we compare the results obtained
with active spaces of increasing size as well as different
active space selection techniques. Furthermore, it will be
shown that still challenges remain even for such compa-
rably simple chemical reactions.

a. Minimal Active Spaces Since all studied systems
contain one central 3d TM ion, the minimal active space
comprises 5 molecular orbitals of predominantly TM 3d
character. These will naturally also include all singly-
occupied molecular orbitals. The outcome of a CASSCF
calculation using this minimal active space does not yet
depend on the initial molecular orbitals or the selection
technique (within reason), as convergence to identical re-
sults is obtained regardless if starting from ROHF or-
bitals, UHF or UMP2 natural orbitals, or orbitals gener-
ated with the AVAS approach.

These minimal active spaces of N electrons in 5 or-
bitals, where N is 5 for Fe(III) and Mn(II), 6 for Fe(II),
7 for Co(II), 8 for Ni(II) and 9 for Cu(II), will be referred
to from here on out as “3d” active spaces. Respective
results obtained with CASSCF, MC-PDFT (in combi-

nation with the tPBE and tPBE0 density functionals),
and NEVPT2 are shown in the top row of Figure 13.
The CASSCF (3d) results are very close to the respec-
tive ROHF results, which is expected for these rather
small active spaces in case of HS states, as the Full-CI
solutions of the respective active spaces contain relatively
few Slater determinants with a single (ROHF) Slater de-
terminant being dominant in each case. Thus, it is also
not surprising that CASSCF (3d) exhibits a large RMSE
of 29 kJ/mol and MaxAE of 58 kJ/mol, and all reactions
are within 2 kJ/mol of the respective ROHF results.

MC-PDFT (3d) using the tPBE and tPBE0 function-
als produces results that are in between the respective
PBE and PBE0 results, i.e. while PBE is less accu-
rate than tPBE (3d) (RMSE of 15 kJ/mol and MaxAE
of 26 kJ/mol), PBE0 is more accurate than tPBE0(3d)
(RMSE of 18 kJ/mol and MaxAE of 34 kJ/mol). In-
terestingly, the pure tPBE (3d) and ftPBE (3d) re-
sults are more accurate than the the hybrid tPBE0 (3d)
and ftPBE0 (3d) results, which is in contrast to PBE
and PBE0. The translated (t) functionals match the
experimental results slightly better than the fully (ft)
translated functionals, however, only differing by about
2 kJ/mol in terms of RMSE, see Figure 23 in the Ap-
pendix.

NEVPT2 (3d) produces a result that − while it is a
big improvement over CASSCF (3d) − is less accurate
than MP2 based on ROHF (RMSE and MaxAE larger
by roughly 5 and 15 kJ/mol, respectively). Although the
dynamic correlation treatment in NEVPT2 is not equiv-
alent to MP2, this difference is likely at least partly due
to the fact that the used NEVPT2 implementation in
PySCF does not allow for frozen core orbitals. For a
fairer comparison, correlating all orbitals in MP2 as well,
i.e. no frozen core orbitals, increases the MP2 RMSE to
14 kJ/mol and the MaxAE to 30 kJ/mol bringing it closer
to the NEVPT2 (3d) results.

b. Double d-Shell Active Spaces A standard tech-
nique to expand the minimal active space is the so-called
double d-shell approach, which includes adding 5 unoc-
cupied molecular orbitals of predominantly TM-4d char-
acter to the active space, resulting in active spaces of
N electrons in 10 orbitals. We will refer to this active
space as “3d4d”. The effect when increasing the active
space from 3d to 3d4d on the CASSCF, MC-PDFT and
NEVPT2 results is rather small and at most 3 kJ/mol
on the RMSE and MaxAE with a minimal tendency to-
wards a worsening of the results when expanding the ac-
tive space. It is noted that attempts to further expand
the 3d4d active spaces by adding σ-bonding orbitals be-
tween TM and ligand to the active space, which would
result in active spaces with N+4 electrons in 12 orbitals,
analogously to the (9,12) active space for Fe(III)-NTA in
section IIIA, failed due to the resulting active spaces be-
ing inconsistent along most chemical reactions. Respec-
tive calculations revealed very large errors with respect
to the experimental values.

In the case of NEVPT2 (3d4d), a notable group of
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FIG. 13. Computed Gibbs free energies, ∆rG
0, using the active space methods CASSCF, MC-PDFT (in combination with the

tPBE and tPBE0 density functionals), and NEVPT2 for the selectivity of NTA with respect to six different TM ions, plotted
against the respective experimental values. The active spaces, abbreviated as “3d” and “3d4d” are defined in the text. The basis
sets used are def2-QZVPP. In case of CASSCF (3d) and CASSCF (3d4d), the data points with the MaxAE at (16.0,-42.0) and
(16.0,-45.2), respectively, for Fe(III)/Cu(II) are not shown. The reactions involving Fe(III) are highlighted in red unless they
coincide with the reaction causing the MaxAE. For further information see Figure 9.

outliers can be found. This group contains all reac-
tions involving Fe(III) and are highlighted in red in
Figure 13: their computed ∆rG

0 are approximately
30−35 kJ/mol lower than the experimental values in case
of NEVPT2 (3d4d). Without these outliers, the RMSE
of the method would be a mere 4 kJ/mol, and the MaxAE
only 7 kJ/mol, thus outperforming any other method
with respect to accuracy including (DLPNO-)CCSD(T),
see Figure 25 in the Appendix. These outliers imply ei-
ther that the NEVPT2 (3d4d) energy for Fe(III)-NTA
is too high, or the energy of Fe(III)-hexaaqua too low,
or a mixture of both. This effect is also present in case
of the 3d active space as well as for CASSCF and MC-
PDFT, however somewhat more ambiguously, as these
methods are also less accurate for the reactions not in-
volving Fe(III). However, in case of MC-PDFT (tPBE
and tPBE0), shifting the energy of Fe(III)-hexaaqua by
roughly +30 kJ/mol or, alternatively, shifting the energy
of Fe(III)-NTA by −30 kJ/mol, would make respective
plots look remarkably similar to those of DFT with the
PBE and PBE0 functionals, where the computed ∆rG

0 of
the reactions involving Fe(III) are generally larger than
the experimental values. This would also explain the
dissonance between hybrid functionals having a larger
RMSE than non-hybrid functionals within MC-PDFT,
while within DFT this trend is reversed. While PBE
overestimates ∆rG

0 for many reactions, this overestima-

tion is partly compensated for in case of tPBE and ftPBE
by this “systematic” shift of all reactions involving Fe(III)
towards smaller ∆rG

0. Since PBE0 is already closer to
the experimental value, the aforementioned “systematic”
shift rather leads to an overcompensation and thus larger
errors in case of tPBE0 and ftPBE0.

It is not clear what causes this behavior of the reac-
tions involving Fe(III). Great care was taken to make
sure that this effect is not due to any technical issues in
the calculations, e.g. convergence to an incorrect state.
Inaccuracies due to the solvation model, COSMO-RS, as
discussed with respect to Figure 7, are possible due to
the different charge of the Fe(III) compounds compared
to all other compounds, but would manifest as constant
shifts in ∆rG

0 across all methods. Furthermore, the very
good agreement of DLPNO-CCSD(T)/CBS with the ex-
perimental data makes errors in the latter rather unlikely.
In section D in the Appendix, we examine in more detail
another possible source of error, namely the qualitatively
different geometrical structure of Fe(III)-hexaaqua com-
pared to the other (dicationic) TM-hexaaqua complexes,
which is likely due to the solvation treatment at the
COSMO level in the structure optimization. However,
repeating NEVPT2 (3d4d) assuming a modified struc-
ture of Fe(III)-hexaaqua with the same symmetry as the
other TM-hexaaqua complexes even leads to further de-
viations from the experimental Gibbs free energies.
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FIG. 14. Average contribution of ligand atomic orbitals to
the nominally TM 3d molecular orbitals for all compounds
using a Mulliken population analysis after a CASSCF (3d4d)
calculation. The basis set used is def2-QZVPP.

Perhaps the most likely explanation for the outlier be-
havior of the reactions involving Fe(III) is simply an in-
consistency in the 3d and 3d4d active spaces between
the Fe(III)-containing and all other compounds. A closer
look at the atomic orbital contributions to the nominally
TM 3d molecular orbitals by means of a Mulliken pop-
ulation analysis after a CASSCF (3d4d) calculation re-
veals that the five 3d molecular orbitals of the Fe(III)-
containing compounds have more than twice as much lig-
and atomic orbital contributions than the 3d molecular
orbitals of the other (dicationic) TM ions. For example,
the average Fe 3d molecular orbital in Fe(III)-NTA is a
linear combination of 93% Fe 3d atomic orbital and 7%
O 2p and N 2p ligand atomic orbitals, see Figure 14,
whereas for all other TM-NTA compounds the contribu-
tion of ligand atomic orbitals amounts to only between
2 and 3%. A similar trend is observed when comparing
Fe(III)-hexaaqua to the other TM-hexaaqua compounds.
In all cases, contributions from other atomic orbitals
to the nominally TM 3d molecular orbitals are negli-
gible. An analysis of the nominally TM-4d molecular
orbitals reveals that the Fe(III)-containing compounds
show a larger extent of mixing of the Fe-4d atomic or-
bitals with other Fe atomic orbitals (mostly Fe-5d and
Fe-6d) than all other compounds. Additionally, the natu-
ral orbital occupation numbers from the CASSCF (3d4d)
calculations of the nominally Fe-4d molecular orbitals
are smaller (around 0.002) then in case of the TM-4d
molecular orbitals of all other compounds (for the iso-
electronic Mn(II)-compounds around 0.004 and for oth-
ers even larger).

Regardless of the reason for the outlier behavior of
the reactions involving Fe(III), this investigation demon-
strates both the potential as well as the challenges of
multi-reference active space methods such as NEVPT2.
For reactions only involving species for which selecting
consistent active spaces is feasible, as in case of reactions
only involving the compounds containing dicationic TMs
in this study, high accuracy is often achievable with rea-
sonably sized active spaces, so much so that NEVPT2
(3d4d) in this case would rank as the most accurate
method investigated in our study, see Figure 25 in the

Appendix. However, active space consistency problems
can emerge, as in this case for reactions involving the
Fe(III)-containing compounds, that are very hard to di-
agnose.

c. Semiautomatic Active Space Selection Based on
Single Orbital Entropies In the following, we use the
semiautomatic active space selection approach based
on single-orbital entropies (SOEs) as described in sec-
tion II B 5 and evaluate whether consistent active spaces
for the investigated chemical reactions can be con-
structed, that possibly also contain orbitals beyond the
3d4d active spaces that were discussed in section III B 6 b.

In fact, the SOE approach allows for the selection of ac-
tive spaces that, while not necessarily of the same size for
all TM-NTA and all TM-hexaaqua complexes, do share
mostly the same characteristics. This leads to the er-
rors, i.e. the RMSE and MaxAE, to be within reasonable
bounds, see top row of Figure 15.

For the TM-hexaaqua complexes, none of the orbitals
(which are unrestricted MP2 natural orbitals) exhibited
SOEs larger than the default threshold of 0.14 but in-
stead SOEs of at most 0.08. As a result, the only or-
bitals added to the active spaces are the singly occupied
TM 3d orbitals, which leads to CASSCF converging to
the respective ROHF solution. This can be interpreted
as a sign that, for the calculation of the TM-hexaaqua
complexes, there is no need for multi-reference methods,
despite the borderline D1 diagnostics.

However, for the NTA complexes, besides the singly oc-
cupied TM 3d orbitals, there are further orbitals added
to the active spaces that exceed the default SOE thresh-
old: for each TM-NTA complex, three doubly occupied
(SOEs between 0.14 and 0.16) and three unoccupied or-
bitals (SOEs between 0.17 and 0.18) have significantly
larger SOEs than the rest (at most 0.07). It is noted that
we refer to them as doubly occupied and unoccupied due
to their unrestricted MP2 natural occupation numbers
being around 1.94 and 0.06, respectively. The doubly oc-
cupied orbitals do not contain notable contributions from
atomic orbitals of the TM, even for those TM-NTA com-
plexes that have some doubly occupied TM 3d orbitals.
Rather, they are orbitals that contain large contributions
from the 2p atomic orbitals of the three oxygen atoms of
NTA facing away from the TM center as well as smaller
contributions from the 2p atomic orbitals of the oxygen
and nitrogen atoms in the first coordination sphere of the
TM center. The unoccupied orbitals mostly contain in
even proportion large contributions from the 3p atomic
orbitals of the carbon atoms of the three carboxyl groups
as well as smaller contributions from the 3p atomic or-
bitals of the three oxygen atoms of NTA facing away from
the TM center. A possible explanation for these orbitals
being selected into the active space, despite having no
notable TM contributions, is the lack of solvation treat-
ment in the single-point energy calculations. With the
absence of a solvent to screen higher charge densities as
found on the outward-facing oxygen atoms, the orbitals
located there are raised in energy, which obviously makes
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FIG. 15. Computed Gibbs free energies, ∆rG
0, using the active space methods of Figure 13, in combination with active spaces

based on single-orbital entropies, “SOE”, and “SOE∪3d4d”, as defined in the text, for the selectivity of NTA with respect to
six different TM ions, plotted against the respective experimental values. The basis sets used are def2-QZVPP. For further
information see Figure 13.

them eligible for inclusion into the active space. How-
ever, this semiautomatic active space selection technique
is able to identify ligand orbitals at NTA that i) are not
obvious candidates for the active space by other metrics,
and ii) are consistent across all TM-NTA complexes.

In the top row of Figure 15 the results obtained for the
aforementioned active spaces are shown, ranging from a
(1,1) active space for Cu(II)-hexaaqua to a (5,5) active
space for Mn(II)- and Fe(III)-hexaaqua, as well as a (7,7)
active space for Cu(II)-NTA to a (11,11) active space for
Mn(II)- and Fe(III)-NTA. We refer to these active spaces
from hereon collectively as SOE active spaces. These ac-
tive spaces describe the reactions better than the 3d and
3d4d active spaces discussed above, with a RMSE that
is reduced by 10 kJ/mol (MaxAE reduced by more than
20 kJ/mol) in case of CASSCF and reduced by more than
4 kJ/mol (MaxAE reduced by more than 10 kJ/mol) in
case of NEVPT2. In case of MC-PDFT the change −
both an increase and decrease depending on the den-
sity functional − is less than 2 kJ/mol (MaxAE less than
5 kJ/mol), overall making MC-PDFT again rather agnos-
tic to the choice of the specific active space, as long as
it is within reason. However, also the results obtained
with the SOE active space exhibit the outlier behavior
of reactions involving Fe(III), but to a lesser extent, with
their computed ∆rG

0 being shifted by roughly 20 kJ/mol
below the experimental values in case of NEVPT2 (SOE)
instead of 30 to 35 kJ/mol in case of NEVPT2 (3d4d).

We also combined the SOE active space with the
previously studied 3d4d active space, which we denote
as SOE∪3d4d active space. The largest of these ac-
tive spaces, which occurred for Mn(II)-NTA and Fe(III)-
NTA, comprise 11 electrons in 16 orbitals. Respective
results are shown in the bottom row of Figure 15. In
comparison to the SOE active spaces, no improvement of
the results is observed. For CASSCF, both the RMSE
and MaxAE slightly increase by approximately 2 kJ/mol
and for MC-PDFT the changes are below 1 kJ/mol, for
NEVPT2 the RMSE even increases by 4 kJ/mol and the
MaxAE by almost 9 kJ/mol. In particular, in case of
NEVPT2 (SOE∪3d4d) the larger errors are partly due
to a further shift of the computed ∆rG

0 of the reactions
involving Fe(III) and other reactions in comparison to
the NEVPT2 (SOE) results.

d. Density Matrix Renormalization Group Theory for
Larger Active Spaces In the following, we evaluate the
impact of adding further orbitals with predominantly TM
character to the 3d4d active space that was discussed
in section III B 6 b. A natural choice therefore are the
sub-valence 3s and 3p orbitals at the TM centers as well
as their virtual counterparts, 4s and 4p. Also, the ad-
dition of these orbitals to the active spaces turned out
to be important for a proper description of the spin-
state energetics of Fe(III)-NTA, see section III A 4. The
modification of the AVAS method as described in sec-
tion II B 5 was used to select the aforementioned active
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FIG. 16. Computed Gibbs free energies, ∆rG
0, using the

active space methods DMRG-CASCI and DMRG-NEVPT2
for the selectivity of NTA with respect to six different TM
ions, plotted against the respective experimental values. The
active spaces, abbreviated as “3s3p3d4s4p4d”, are defined in
the text. The basis sets used are def2-QZVPP. For DMRG
a MBD of 1000 was used. The CASCI step used modified
CASSCF (3d4d) orbitals based on AVAS. In case of DMRG-
CASCI the data point with the MaxAE at (16.0, -44.1) for
Fe(III)/Cu(II) are not shown. For further information see
Figure 13.

spaces, which we denote as “3s3p3d4s4p4d” active spaces,
based on the CASSCF (3d4d) orbitals. The resulting ac-
tive spaces comprise 18 orbitals and were solved by means
of DMRG with a MBD of 1000. The respective results
obtained at the DMRG-CASCIAVAS (3s3p3d4s4p4d) and
DMRG-NEVPT2AVAS (3s3p3d4s4p4d) levels are shown
in Figure 16. For these active spaces, using (DMRG-
)CASSCF instead of (DMRG-)CASCI, i.e. carrying out
further orbital optimization, was not feasible due to large
inconsistencies among the resulting active spaces for the
different TM-hexaaqua and TM-NTA compounds, lead-
ing to very large errors. Nevertheless, both DMRG-
CASCIAVAS (3s3p3d4s4p4d) and DMRG-NEVPT2AVAS

(3s3p3d4s4p4d) yield results that are virtually identical
to CASSCF (3d4d) and NEVPT2 (3d4d), respectively,
with changes in the RMSE of below 1 kJ/mol (MaxAE
2 kJ/mol) and persistent outlier behavior of reactions in-
volving Fe(III).

IV. CONCLUSION

In this work we applied a full quantum-chemical work-
flow including structure optimization, different single-
point energy methods, thermodynamics and solvation
treatment to the calculation of the selectivity of the
industrially relevant and chemically rather representa-
tive chelating agent nitrilotriacetic acid (NTA) with re-
spect to six different 3d transition metal (TM) ions in
aqueous solution. The focus was on assessing the qual-
ity of a large variety of single-point energy methods
by comparing the computational results to experimental
data. The investigated electronic-structure methods in-

clude: different DFT functionals including the deep neu-
ral network parameterized DM21 functional, RPA, MP2,
CCSD(T) with and without the DLPNO approximation,
and AFQMC, as well as the multi-reference active space
method CASSCF in combination with the on-top meth-
ods MC-PDFT and NEVPT2. We furthermore investi-
gated different active spaces and active space selection
techniques including AVAS as well as using single-orbital
entropies as selection criterion. We also applied DMRG
in combination with larger active spaces. For one chelate
complex, Fe(III)-NTA, we additionally studied the spin-
state energetics in detail, applying the aforementioned
methods, and used the results to inform our choice of
multiplicity also for the other NTA complexes.

For the spin-state energetics of Fe(III)-NTA, we found
that conceptually different methods, which would also
a priori be considered to be relatively accurate for this
task, [50, 51], namely the M06-L functional, (DLPNO-
)CCSD(T), and DMRG-NEVPT2 in combination with
the largest active space in our study containing 49 elec-
trons in 36 orbitals, agree remarkably well and predict
the high-spin (HS) state to be energetically favored over
the low-spin (LS) state by between 94 and 105 kJ/mol.
The intermediate-spin (IS) state was predicted to be at
most 11 kJ/mol higher in energy than the LS state. As
a generally very accurate method, AFQMC also agreed
with this trend, but predicted the HS state to be more
strongly stabilized by an additional 40 kJ/mol, likely in
part due to the less accurate CBS extrapolation which
we needed to rely on due to the large computational cost
of the method. Overall, this was seen as a strong indica-
tion that the HS state of Fe(III)-NTA is the energetically
most favorable spin state, although no experimental data
was available and thus none of the investigated methods
could be reliably considered optimal.

Results obtained using the most reliable multi-
reference active space method in our study, (DMRG-
)NEVPT2, in combination with smaller active spaces
containing five Fe 3d, five Fe 4d and two σ-bonding or-
bitals or parts thereof yielded a significantly smaller sta-
bilization of the HS state of at most 43 kJ/mol with re-
spect to the LS state, which is in contrast to the spin-
state energetics of Fe(III)-hexaaqua, for which the afore-
mentioned active space already led to relatively accurate
predictions. [50] The additional inclusion of the sub-
valence Fe 3s and 3p orbitals and their 4s and 4p virtual
counterparts, resulting in a (17,20) active space, led to
a two to three times larger stabilization of the HS state
with respect to the LS and IS states, the latter of which
were however interchanged in order. Further addition of
the 2p orbitals of each ligand atom in the first coordi-
nation sphere, leading to the (49,36) active space, finally
yielded results both qualitatively and quantitatively in
agreement with other conceptually different methods as
described above.

Similarly to NEVPT2 in combination with smaller
active spaces, RPA(-AXK) and most DFT functionals
also led to a comparably small stabilization of the HS
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state of below 76 kJ/mol with respect to the other spin
states with the exception of the Minnesota functionals
M06-L and M06-2X. In agreement with previous studies,
DFT results were found to be very functional-dependent
with the energetic stabilization of the HS state over
the other spin states increasing nearly linearly with the
amount of HF exchange in the functional. [37, 118, 165–
167] Most severely, in particular non-hybrid functionals
(BP86, PBE and TPSS) as well as the DM21 functional
and MC-PDFT even favored the LS over the HS state by
up to 49 kJ/mol, thus even qualitatively disagreeing with
the presumably more accurate methods discussed above.

The various electronic-structure methods were then as-
sessed in terms of to their practical ability to predict
the selectivity of NTA with respect to six different 3d
TM ions which all exist in their HS state. The respec-
tively calculated Gibbs free energies were compared to
experimental data. An overview of the accuracy of all
studied methods can be found in Figure 25 in the Ap-
pendix. Of all the methods studied, DLPNO-CCSD(T)
− for which in contrast to CCSD(T) we could afford to
use large basis sets and carry out accurate CBS extrap-
olations − consistently gave the best agreement with ex-
periment across all chemical reactions, with a root mean
square error (RMSE) of only 5 kJ/mol and a maximum
absolute error (MaxAE) of 10 kJ/mol. AFQMC, which is
also deemed to be a highly accurate method and particu-
larly trustworthy for multi-reference systems, performed
somewhat worse than DLPNO-CCSD(T) with a RMSE
and MaxAE being almost twice as large, which could at
least partially be attributed to a less accurate CBS ex-
trapolation. Nevertheless, AFQMC ranked among the
most accurate methods in our study.

Results obtained with DFT, which is computationally
significantly cheaper, were more consistent among dif-
ferent functionals than in case of the spin-state energet-
ics of Fe(III)-NTA. Of the eleven functionals tested, the
range-separated hybrid functional ωB97M-V performed
best and even slightly better than AFQMC with a RMSE
of 9 kJ/mol and a MaxAE of 17 kJ/mol. For DM21, not
all calculations converged. In agreement with Jacob’s
ladder, the hybrid functionals exhibited RMSEs of be-
tween 10 and 16 kJ/mol and the (meta-)GGA functionals
RMSEs of between 15 and 19 kJ/mol, with the MaxAEs
typically being slightly less than twice as large as the re-
spective RMSEs in most cases. Overall, particularly the
latter class of density functionals exhibited rather poor
accuracy in relation to all other investigated methods. A
bit surprisingly, this was even more so the case for RPA-
AXK, with a RMSE of 22 kJ/mol, which is larger than
that of any DFT functional and only 5 kJ/mol smaller
than that of Hartree-Fock.

The application of active space methods to the selec-
tivity of NTA came with the challenge that the active
spaces on both sides of the respective chemical reactions
needed to be kept consistent. In practice this limited the
sizes and complexities of the active spaces, in contrast to
the spin-state energetics. The results obtained with ac-

tive spaces either containing only five TM 3d orbitals or
additionally five TM 4d orbitals were very similar, with
NEVPT2 showing an accuracy that was in between those
of (meta-)GGA and hybrid DFT. Similarly, the accuracy
of MC-PDFT was comparable to that of DFT. However,
the unexpectedly large RMSE of NEVPT2 of between 16
and 18 kJ/mol could be traced back to a notable group
of outlier reactions which involved Fe(III) and underes-
timated the respective experimental values by roughly
30 kJ/mol. The further addition of the 3s, 3p, 4s and 4p
orbitals at the TM to the active space and application
of DMRG-NEVPT2 led to virtually identical results, in
contrast to the spin-state energetics. Alternatively, using
active spaces that were selected based on single-orbital
entropies, which led to active spaces containing only the
singly occupied TM 3d orbitals for the aqua complexes
and additionally six orbitals exclusively located at the
NTA ligand in case of the NTA complexes, somewhat re-
duced this underestimation thus also reducing the RMSE
to 12 kJ/mol. In fact, it was observed that the reactions
involving Fe(III) were responsible for the MaxAEs in case
of most of the investigated methods, including also DFT,
RPA and CCSD(T). However, in case of those methods,
not all reactions involving Fe(III) were shifted and the
experimental values were rather overestimated. We con-
cluded that this behavior is likely not due to experimen-
tal uncertainties or shortcomings in the solvation model,
but rather due to an inconsistency in the active spaces
between the Fe(III)-containing compounds and all other
compounds, as for the former the nominally 3d orbitals
contained significantly larger ligand atomic orbital con-
tributions. Excluding Fe(III) from the statistics of all in-
vestigated methods actually led to NEVPT2 showing the
highest accuracy of all methods with a RMSE of merely
4 kJ/mol and a MaxAE of 7 kJ/mol.

Overall, the investigated chemical reactions of chelate
complexes of 3d TMs in their HS state were handled rela-
tively well by most electronic-structure methods, indicat-
ing that most of the systems can effectively be considered
as single-reference, despite ambiguous multi-reference di-
agnostics. The computationally rather expensive meth-
ods like single-reference (DLPNO-)CCSD(T) yielded the
best accuracy. Multi-reference methods like (DMRG-
)NEVPT2 were potentially even somewhat more accu-
rate but came with the challenge of selecting consis-
tent active spaces along the chemical reaction. How-
ever, even the much cheaper (range-separated) hybrid
DFT still yielded very good accuracy. The true chal-
lenge seemed to be the simulation of the LS and IS states
of the 3d TM chelate complex Fe(III)-NTA, for which
DFT was no longer trustworthy. Nevertheless, single-
reference (DLPNO-)CCSD(T) again agreed very well
with the multi-reference methods (DMRG-)NEVPT2
and AFQMC despite several diagnostics indicating multi-
reference character. However, it is not clear a priori
if (DLPNO-)CCSD(T) would perform equally well for
other systems with potential multi-reference character.
Therefore, a comparison to conceptually different, highly
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accurate methods, such as AFQMC which does not nec-
essarily depend on the − often challenging − selection of
an active space, can be of great value.
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Appendix A: Complete Basis Set Extrapolation

To get an estimation for the single-point energy in the complete basis set (CBS) limit, we performed a two-point
CBS extrapolation for the DLPNO-CCSD(T) calculations using the def2-TZVPP and def2-QZVPP basis sets, and
also for the AFQMC calculations using the def2-SVP and def2-TZVP basis sets. As described in section 8.1.3.5 of
the ORCA manual, [127] the SCF energy in the CBS limit is given by

E
(∞)
SCF = E

(X)
SCF −

E
(X)
SCF − E

(Y )
SCF

exp(−α
√
X)− exp(−α

√
Y )

∗ exp(α
√
X) (A1)

with X, Y = 3, 4 (2, 3 for AFQMC) being the cardinal numbers of the basis sets and α = 7.88 for a (3,4) and
α = 10.39 for a (2,3) extrapolation for the “def2” basis sets. The extrapolated correlation energy is given by

E(∞)
corr =

XβE
(X)
corr − Y βE

(Y )
corr

Xβ − Y β
(A2)

with β = 2.97 for the (3,4) and β = 2.40 for the (2,3) extrapolation.

Appendix B: Spin Contamination in DFT for the Spin-State Energetics of Fe(III)-NTA

Figure 17 shows how the spin contamination, ⟨Ŝ2⟩ − ⟨Ŝ2⟩theo, increases with an increasing amount of HF exchange
in a hybrid DFT functional in case of the IS and LS states of Fe(III)-NTA. For the HS state, the relationship is roughly
an order of magnitude weaker: while ⟨Ŝ2⟩ − ⟨Ŝ2⟩theo also increases with an increasing amount of HF exchange, the
difference, i.e. spin contamination, at 60% HF exchange amounts to only 0.012.

FIG. 17. Influence of the amount of HF exchange in DFT on the computed ⟨Ŝ2⟩ in an unrestricted Kohn-Sham formalism
for the IS and LS states of Fe(III)-NTA. The amount of HF exchange in the hybrid functional B3LYP was varied between 0
and 60% in steps of 5%. The basis sets used are def2-QZVPP. The dotted lines indicate the theoretical ⟨Ŝ2⟩ without any spin
contamination, i.e. ⟨Ŝ2⟩theo.
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Appendix C: Energies of Reactions with Varying Amounts of Explicit Water Molecules

In order to apply multi-reference active space methods to the calculation of reaction energies with different amounts
of explicit water molecules coordinating to the TM-NTA complexes on reactant and product side, we balanced
the stoichiometry by placing the additional water molecule (which would normally be calculated within a separate
calculation) at 100Å distance from the closest ligand atom of the TM-NTA complex. It was verified that the residual
interaction between the additional water molecule and the remainder leads to errors of below 0.1 kJ/mol in the
respective CASSCF energy. This workaround was required to ensure that, within the on-top methods NEVPT2 and
MC-PDFT, the water molecule was handled at exactly the same level of theory as the inactive space of the remainder,
for the simple reason that the implementations which we employed require non-empty active spaces thus not directly
allowing a calculation of a completely inactive individual water molecule.

Appendix D: Geometrical Structure of Fe(III)-hexaaqua

As described in section III B 6 b in the main text, the results obtained with some electronic-structure methods, in
particular NEVPT2 (3d4d), are significantly less accurate for the reactions involving Fe(III) than their respective re-
sults for all other reactions. In Figure 18 it can be seen that the optimized structures at the BP86-D3(BJ)/def2-QZVP
level using COSMO with ϵ = 78, see section II A in the main text, are qualitatively different between Fe(III)-hexaaqua
and all hexaaqua complexes involving dicationic TM centers (Mn(II)-hexaaqua being representatively shown), due
to a different orientation of the water molecules. The water molecules orientate themselves such that the hydrogen
atoms are facing almost exactly away from the Fe(III) ion, while they align at an angle for the other (dicationic) TM
ions. This does not seem to be due to the functional used, as qualitatively very similar structures are obtained when
B3LYP is used instead of BP86 for the structure optimization. The angles drawn are approximately 90◦ (larger than
86.9◦) in case of Fe(III)-hexaaqua, while they range between 33◦ and 60◦ in case of all other hexaaqua complexes.

As this could in principle be an artifact from the use of the continuum solvation model COSMO to represent the
solvent, we re-optimized the structures using Direct-COSMO-RS (DCOSMO-RS) instead, which is based on explicit
solvent molecules. [168] However, a major downside of this approach is a more difficult convergence behavior and
a higher likelihood to arrive at saddle-point structures having vibrational modes with imaginary frequencies. All
resulting structures, including Fe(III)-hexaaqua, indeed had similar symmetries with the above-mentioned angles for
Fe(III)-hexaaqua now being around 49◦. However, repeating the NEVPT2 (3d4d) single-point calculations with these
structures even led to an increase in errors with respect to the experimental values for the reactions involving Fe(III).
We therefore conclude that the shortcomings of the COSMO solvation model are not the main reason for the outlier
behavior of reactions involving Fe(III).

FIG. 18. Optimized structures of at the BP86-D3(BJ)/def2-QZVP level using COSMO with ϵ = 78 of A. Fe(III)-hexaaqua
and B. Mn(II)-hexaaqua. For further information see section IIA in the main text.

https://doi.org/10.26434/chemrxiv-2023-9z6bg ORCID: https://orcid.org/0000-0001-7739-6718 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2023-9z6bg
https://orcid.org/0000-0001-7739-6718
https://creativecommons.org/licenses/by-nc-nd/4.0/


28

Appendix E: Additional Figures and Tables

Method/Basis ∆G0 [kJ/mol]
IS -HS LS - HS

BP86 20.3 -1.8
PBE 24.0 -1.2
TPSS 17.3 -20.8
r2SCAN 68.4 40.7
r2SCAN-3c 67.6 45.0
M06-L 95.2 93.6
TPSSh 36.1 11.0
B3LYP 58.6 52.2
PBE0 71.9 76.1
M06-2X 122.7 166.5
ωB97M-V 59.2 33.7
DM21 / -49.1
UHF 281.8 377.5
ROHF 289.6 392.9
RPA 47.8 16.5
RPA-AXK 59.7 36.8
U-MP2 111.9 164.6
RO-MP2 121.7 111.1
U-CCSD(T)/def2-TZVP 105.3 109.6
RO-CCSD(T)/def2-SVP 116.8 122.0
RO-CCSD(T)/def2-TZVP 104.9 106.6
RO-CCSD(T)/(2,3)CBS 102.4 101.3
U-DLPNO-CCSD(T)/def2-TZVP 123.8 132.8
RO-DLPNO-CCSD(T)/def2-TZVP 125.2 132.8
RO-DLPNO-CCSD(T)/def2-TZVPP 110.2 112.8
RO-DLPNO-CCSD(T)/def2-QZVPP 111.0 106.3
RO-DLPNO-CCSD(T)/(3,4)CBS 108.9 97.7
AFQMC/def2-SVP (ROHF trial) 157.0± 1.3 145.4± 1.3
AFQMC/def2-TZVP (ROHF trial) 147.2± 1.3 138.8± 1.4
AFQMC/(2,3)CBS (ROHF trial) 146.0± 2.2 138.9± 2.4
AFQMC/def2-TZVP ((5,5)CASSCF trial) 144.1± 1.4 131.4± 1.6
(5,5)CASSCF 260.9 349.4
(5,5)ftPBE -39.4 -39.4
(5,5)tPBE -9.2 23.6
(5,5)ftPBE0 35.7 57.8
(5,5)tPBE0 58.4 105.0
(5,5)NEVPT2 49.3 43.4
(9,12)CASSCF 153.7 176.6
(9,12)ftPBE -34.5 -68.0
(9,12)tPBE -13.7 -22.2
(9,12)ftPBE0 12.6 -6.8
(9,12)tPBE0 28.1 27.5
(9,12)NEVPT2 57.6 41.7
(17,20)DMRG-CASSCF 114.5 74.0
(17,20)DMRG-NEVPT2 117.7 127.4
(49,36)DMRG-CASCI 99.2 85.2
(49,36)DMRG-NEVPT2 (NEVPT2 MBD = 400) 125.6 114.3
(49,36)DMRG-NEVPT2 (NEVPT2 MBD = 600) 124.3 113.2
(49,36)DMRG-CASCIAVAS 118.1 74.8
(49,36)DMRG-NEVPT2AVAS (NEVPT2 MBD = 400) 108.0 106.5
(49,36)DMRG-NEVPT2AVAS (NEVPT2 MBD = 600) 107.1 105.3

TABLE IV. Spin-state energetics of Fe(III)-NTA for all investigated electronic-structure methods. If not indicated otherwise,
the basis sets used are def2-QZVPP. The differences in Gibbs free energies, ∆G0, between the IS and HS as well as the LS
and HS states are shown. The prefixes “RO-” and “U-” refer to the use of restricted open-shell Hartree-Fock (ROHF) and
unrestricted Hartree-Fock (UHF) molecular orbitals, respectively. MBD refers to the maximum bond dimension within DMRG
calculations, which is 1000 unless indicated otherwise. For further information see section II and section IIIA in the main text.
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FIG. 19. Influence of the amount of HF exchange in DFT on the energy gap, ∆G0, between the IS and HS state of Fe(III)-NTA.
The basis sets used are def2-QZVPP. For further information see Figure 3 in the main text.

TM Ion ∆rG
0 [kJ/mol] Explicit H2O

Fe(III) -22.9 2
Mn(II) -4.5 2
Fe(II) -11.4 2
Co(II) 7.4 1
Ni(II) -31.5 2
Cu(II) N/A 1

TABLE V. Computed Gibbs free energies, ∆rG
0, for the addition of a second explicit water molecule to the TM-NTA complexes,

see Equation 2 in the main text, at the B3LYP-D3(BJ)/def2-TZVP level. No stable structure was found for [CuNTA(H2O)2]
−.

Aqua Complex NTA Complex
TM Ion # Unpaired Electrons BP86 B3LYP BP86 B3LYP

5 -1722.45575 -1721.95003 -2155.93412 -2155.15205
Fe(III) 3 -1722.43366 -1721.91509 -2155.92652 -2155.13213

1 -1722.43945 -1721.91357 -2155.93124 -2155.13448
5 -1609.96841 -1609.49502 -2043.37508 -2042.62909

Mn(II) 3 -1609.91895 -1609.43655 -2043.34652 -2042.57434
1 -1609.90649 -1609.42109 -2043.32646 -2042.56216
4 -1722.68248 -1722.18398 -2156.09328 -2155.32238

Fe(II) 2 -1722.65285 -1722.14639 -2156.09160 -2155.29862
0 -1722.65764 -1722.14772 -2156.07789 -2155.28956

Co(II) 3 -1841.76156 -1841.23914 -2198.68769 -2197.93023
1 -1841.74547 -1841.21314 -2198.67789 -2197.90390

Ni(II) 2 -1967.33999 -1966.79234 -2400.75476 -2399.93218
0 -1967.31846 -1966.76563 -2400.74792 -2399.90781

Cu(II) 1 -2099.49914 -2098.92847 -2456.43390 -2455.62675

TABLE VI. Absolute energies in Hartree for the optimized structure of each spin state for all studied compounds using BP86-
D3(BJ) and B3LYP-D3(BJ) in combination with the def2-QZVP basis sets and COSMO with ϵ = 78.
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M1/M2 RO-CCSD(T) U-CCSD(T)

Fe(III)/Cu(II) 19.4 19.0
Fe(III)/Ni(II) 37.1 36.7
Fe(III)/Co(II) 49.3 49.0
Fe(III)/Fe(II) 52.5 52.2
Fe(III)/Mn(II) 64.7 64.2
Cu(II)/Ni(II) 17.7 17.7
Cu(II)/Co(II) 29.9 30.0
Cu(II)/Fe(II) 33.0 33.2
Cu(II)/Mn(II) 45.3 45.2
Ni(II)/Co(II) 12.2 12.3
Ni(II)/Fe(II) 15.4 15.5
Ni(II)/Mn(II) 27.6 27.5
Co(II)/Fe(II) 3.1 3.2
Co(II)/Mn(II) 15.4 15.3
Fe(II)/Mn(II) 12.2 12.1

TABLE VII. Computed Gibbs free energies, ∆rG
0, in kJ/mol using CCSD(T) in combination with restricted open-shell Hartree-

Fock (ROHF) and unrestricted Hartree-Fock (UHF) molecular orbitals for the selectivity of NTA. The basis sets used are
def2-TZVP.

FIG. 20. Computed Gibbs free energies, ∆rG
0, using DLPNO-CCSD(T) for the selectivity of NTA with respect to six different

TM ions, plotted against the respective experimental values. The results using def2-TZVPP and def2-QZVPP basis sets are
shown along with the results of the (3,4)CBS extrapolation. For further information see Figure 11 in the main text.
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FIG. 21. Computed Gibbs free energies, ∆rG
0, using DLPNO-CCSD(T)TPSS for the selectivity of NTA with respect to six

different TM ions, plotted against the respective experimental values. The results using def2-TZVPP and def2-QZVPP basis
sets are shown along with the results of the (3,4)CBS extrapolation. For further information see Figure 11 in the main text.

FIG. 22. Computed Gibbs free energies, ∆rG
0, using AFQMC for the selectivity of NTA with respect to six different TM ions,

plotted against the respective experimental values. The results using def2-SVP and def2-TZVP basis sets are shown along with
the results of the (2,3)CBS extrapolation. For further information see Figure 12 in the main text.
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FIG. 23. Computed Gibbs free energies, ∆rG
0, using the active space method MC-PDFT in combination with the ftPBE

and ftPBE0 density functionals for the selectivity of NTA with respect to six different TM ions, plotted against the respective
experimental values. The results using the “3d” and “3d4d” active spaces are shown. The basis sets used are def2-QZVPP. For
further information see Figure 13 in the main text.

FIG. 24. Computed Gibbs free energies, ∆rG
0, using the active space method MC-PDFT in combination with the ftPBE

and ftPBE0 density functionals for the selectivity of NTA with respect to six different TM ions, plotted against the respective
experimental values. The results using the “SOE” and “SOE∪3d4d” active spaces are shown. The basis sets used are def2-
QZVPP. For further information see Figure 15 in the main text.
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FIG. 25. Root mean square error (RMSE) and maximum absolute error (MaxAE) of the computed Gibbs free energies for
the selectivity of NTA with respect to experimental values for all investigated electronic-structure methods. If not indicated
otherwise, the basis sets used are def2-QZVPP. The two TM ions involved in the reaction causing the MaxAE are shown for
each method. The methods are categorized according to the structure of the Computational Details section, section II in the
main text, which is indicated by the different colors. The asterisk indicates that the reactions involving Fe(III) were excluded
from the statistics which is shown for NEVPT2 (3d4d) and NEVPT2 (SOE), as well as for the most accurate method of other
categories. For DM21 the reactions involving Mn(II) are missing due to non-convergence. As the horizontal axis is cut off, the
MaxAEs of the bottom six methods are, in order: 54.3, 58.0, 56.3, 60.2, 66.1 and 61.2 kJ/mol.
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Appendix F: Molecular Structures

The following structures were optimized at the BP86-D3(BJ)/def2-QZVP level using COSMO with ϵ = 78.

[FeNTA (H2O)2] (HS)
C -1.5889369 -0.8528778 -1.8732487
C -2.1952207 -0.9276224 0.5083579
C -0.3692881 -2.3486012 -0.3245008
O -0.6760450 0.0989312 -3.8826536
O -1.3079982 1.2957057 0.6482661
O 1.0802469 -3.1877678 1.4118367
O 0.2992480 0.6362684 -1.9387585
O -3.4130738 0.9726350 1.3492347
C -0.5951599 0.0010950 -2.6609172
C -2.3647330 0.5515026 0.8624209
C 0.6227827 -2.2068279 0.8324041
N -1.1327132 -1.1026736 -0.4953382
Fe 0.3902284 0.5174551 -0.0027221
O 2.5783470 0.6597988 -0.5270423
H -2.5302947 -0.2889401 -1.8445216
H -1.7888211 -1.7886589 -2.4105833
H -1.9056894 -1.4443936 1.4334919
H -3.1482157 -1.3552934 0.1723903
H 0.2177929 -2.5357656 -1.2341807
H -1.0235509 -3.2155365 -0.1633923
H 2.6884158 0.5351241 -1.4857889
H 3.1221628 -0.0285429 -0.1066529
O 0.9589813 -0.9668898 1.1160630
O 1.0976602 2.2042886 1.0651240
H 1.8945526 2.6301760 0.7045097
H 0.4392189 2.9033636 1.2213048

[FeNTA (H2O)2] (IS)
C -1.0631696 -0.8986273 -1.9564065
C -2.2726265 -0.8715147 0.2176117
C -0.2213187 -2.2369457 0.0042160
O -1.3060002 0.9464995 -3.4925138
O -1.4204678 1.2219942 1.0540575
O 0.8952750 -2.7897046 2.0745880
O -0.2503233 1.3405105 -1.5583148
O -3.5805554 0.7176234 1.4194742
C -0.9043439 0.5588651 -2.4011021
C -2.4669757 0.4632095 0.9502270
C 0.5498120 -1.9156119 1.2884213
N -0.9483701 -1.0225278 -0.4731344
Fe 0.2137470 0.5250676 0.0955542
O 1.9886683 -0.4000745 -1.1969343
H -2.0097221 -1.3160535 -2.3146150
H -0.2431632 -1.4604326 -2.4182724
H -2.3697581 -1.6649618 0.9671875
H -3.0803148 -1.0078491 -0.5091128
H 0.5200916 -2.5218690 -0.7507292
H -0.9090669 -3.0759629 0.1513051
H 2.2755494 0.2246208 -1.8844300
H 2.7845954 -0.5673481 -0.6640381
O 0.8682823 -0.6398588 1.4466564
O 1.4404474 2.0311775 0.6137125
H 1.3158602 2.8791116 0.1523929
H 1.5437445 2.2366153 1.5593020
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[FeNTA (H2O)2] (LS)
C -1.0290441 -0.9471117 -1.9865887
C -2.2505436 -0.7922495 0.1582250
C -0.2593185 -2.2544373 0.0162178
O -1.3454085 0.8783278 -3.5342318
O -1.1347371 1.1483476 1.0151618
O 0.8453748 -2.7999130 2.0922098
O -0.2780587 1.3040005 -1.6070564
O -3.2498211 0.8000765 1.6534429
C -0.9188318 0.5115628 -2.4417824
C -2.2565356 0.4618854 1.0159078
C 0.5342286 -1.9274094 1.2848894
N -0.9221422 -1.0235290 -0.5013883
Fe 0.2526900 0.4497192 0.0039380
O 1.8221685 -0.2815654 -1.0936915
H -1.9555949 -1.4065777 -2.3473606
H -0.1824638 -1.4867161 -2.4264081
H -2.5130292 -1.6526686 0.7833244
H -3.0320380 -0.6959329 -0.6040366
H 0.4617231 -2.6044401 -0.7316186
H -0.9840969 -3.0551564 0.1969690
H 2.1227503 0.3853924 -1.7373941
H 2.5891208 -0.4447721 -0.5150575
O 0.9052095 -0.6681693 1.3941789
O 1.4573655 1.9796179 0.5273073
H 1.0868407 2.8424014 0.2685815
H 1.5840897 2.0352695 1.4913642

[Fe (H2O)6]
3+

Fe -1.9176571 0.9827915 -0.0431929
O -0.4444516 0.4695124 -1.3153433
H 0.4920824 0.7234264 -1.2288059
O -3.3930843 1.4940207 1.2267274
H -4.3286711 1.2379372 1.1364616
O -1.5992249 -0.7110159 0.9955371
H -0.9406115 -1.3943048 0.7757491
O -2.2348179 2.6767751 -1.0828449
H -1.7330257 2.9679381 -1.8653284
O -3.2576917 0.0255318 -1.2013460
H -3.4972306 -0.9165258 -1.1371365
O -0.5781522 1.9425546 1.1126021
H -0.3416215 2.8851601 1.0453257
H -0.5547938 -0.0310225 -2.1437574
H -3.2871038 1.9943798 2.0558359
H -2.0995833 -1.0037761 1.7783967
H -2.8937551 3.3605984 -0.8655489
H -3.7401014 0.4174101 -1.9515629
H -0.0937950 1.5543888 1.8635118

[MnNTA(H2O)2]
−

C -1.8684658 -0.0672026 -1.4878994
C 0.2496725 -1.1743664 -2.0234222
C 0.1556322 1.2709085 -1.8684547
O -1.8621173 0.5479025 0.8430121
O 0.3683450 -3.5326565 -1.5995919
O 2.2469873 2.4345738 -1.6954188
O -3.7393022 0.9048311 -0.3442870
O 0.1262923 -2.1621146 0.1700347
C -2.5561990 0.5273297 -0.2447483
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C 0.2346632 -2.4016042 -1.0912426
C 1.4762946 1.6188201 -1.1529464
N -0.4023319 -0.0082188 -1.4134495
Mn 0.1510226 -0.1214972 0.8207672
O 1.3090277 -1.1646259 2.4386844
H -2.1748365 -1.1223096 -1.5271719
H -2.2602237 0.4155084 -2.3958256
H 1.3076309 -0.9319910 -2.2004566
H -0.1905132 -1.4397095 -2.9973340
H -0.5545679 2.0713420 -1.6153310
H 0.3045409 1.3018796 -2.9592534
H 1.1811576 -2.1174719 2.2855603
H 1.0236335 -1.0017985 3.3532408
O 1.6736991 1.0645855 -0.0049578
O -0.0052103 1.4286449 2.6037619
H 0.5747258 2.1938940 2.4527893
H -0.8974816 1.7301165 2.3471804

[Mn (H2O)6]
2+

Mn -1.9217173 0.9842118 -0.0407564
O -0.3372295 0.2903132 -1.3719794
H 0.5432298 0.7008018 -1.3404575
O -3.5045869 1.6757173 1.2898294
H -4.3873834 1.2712600 1.2465926
O -1.5164607 -0.7717972 1.1822254
H -0.9630302 -1.4932022 0.8390635
O -2.3114484 2.7357067 -1.2756943
H -1.6571605 3.1294382 -1.8762020
O -3.4676522 -0.0524174 -1.1767800
H -3.5105851 -1.0192240 -1.2625855
O -0.3758752 2.0223833 1.0941323
H -0.3270697 2.9898779 1.1682538
H -0.4818141 0.0394414 -2.2994066
H -3.3633843 1.9092444 2.2223082
H -2.1623226 -1.1883904 1.7764406
H -2.8489311 3.4739148 -0.9429845
H -3.7898744 0.3057896 -2.0209625
H -0.0599944 1.6727109 1.9442428

[FeNTA (H2O)2]
−

C -2.0155331 2.0306045 -2.0674632
C -4.2530465 1.9385644 -1.0848968
C -3.1906192 -0.1456489 -1.8420172
O -0.7501034 4.0331494 -1.6742089
O -6.0346807 2.0810010 0.5008855
O -3.6639581 -2.3546707 -1.0480009
O -1.2667796 2.7598067 0.1063910
O -3.9972719 1.5449839 1.2888999
C -1.2936528 3.0409385 -1.1552956
C -4.8212680 1.8279728 0.3436943
C -3.1816684 -1.2426933 -0.7591939
N -2.9857710 1.2156694 -1.3199647
Fe -2.0765338 0.9895230 0.7081983
O -1.2981255 0.9021126 2.7231076
H -2.4719326 2.5629579 -2.9160343
H -1.2385665 1.3691175 -2.4742871
H -5.0242507 1.6294712 -1.8049699
H -4.0779910 3.0118793 -1.2446726
H -2.3680899 -0.3957105 -2.5252185
H -4.1222652 -0.2224153 -2.4212371
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H -0.5195364 0.3231825 2.7901104
H -1.8839300 0.6489920 3.4553685
O -2.6197289 -0.9535525 0.3656969
O 0.0956872 0.0722261 0.3915584
H -0.0270417 -0.7661387 -0.0838609
H 0.6835097 0.5999293 -0.1735985

[Fe (H2O)6]
2+

Fe -1.9219853 0.9840921 -0.0432616
O -0.4364704 0.2458699 -1.3784916
H 0.4965706 0.4645300 -1.2152278
O -3.4038387 1.7250124 1.2923402
H -4.3373055 1.5066175 1.1309029
O -1.5610861 -0.6821838 1.2123991
H -0.9153327 -1.3509966 0.9276775
O -2.2732593 2.6466329 -1.3056916
H -1.5418790 3.1169934 -1.7404216
O -3.4325211 -0.1203880 -1.0737477
H -3.2425906 -1.0123675 -1.4109859
O -0.4102915 2.0850463 0.9903628
H -0.5958798 2.9786138 1.3258139
H -0.5491717 0.2791447 -2.3434236
H -3.2880978 1.6864679 2.2567281
H -2.2839591 -1.1744730 1.6370643
H -2.9013325 3.3334464 -1.0240604
H -3.9007330 0.3355849 -1.7940063
H 0.0558735 1.6281370 1.7113095

[CoNTAH2O]−

C -0.0176436 1.4747909 -1.5040647
C -1.8000263 -0.1838730 -1.1335888
C 0.4436088 -0.9240969 -1.8257196
O 1.8021311 2.9994379 -1.1334937
O -3.7002370 0.4259671 0.2062828
O 1.0629219 -3.2151986 -1.4449464
O 1.4247600 1.4278764 0.4278296
O -1.6938287 0.3415311 1.2154795
C 1.1762987 2.0175977 -0.6993214
C -2.4715589 0.2436105 0.1823785
C 0.7432137 -2.1333776 -0.9235762
N -0.3558369 0.0938438 -1.1271512
Co 0.2270516 -0.0774497 0.9390357
O 0.9585668 -0.2369868 2.9236218
H -0.8718098 2.1234971 -1.2647972
H 0.1776919 1.5782922 -2.5814611
H -1.9486389 -1.2696633 -1.2182815
H -2.3128652 0.2826510 -1.9870177
H 1.4160548 -0.4853234 -2.0903685
H -0.0284909 -1.2594360 -2.7606661
H 0.4662797 -0.8264134 3.5198544
H 1.0236692 0.6066928 3.4026349
O 0.6849600 -1.9214621 0.3536785

[Co (H2O)6]
2+

Co -1.9203194 0.9831784 -0.0429425
O -0.3727376 0.2325396 -1.2565917
H 0.4252967 0.7869006 -1.3027105
O -3.4668567 1.7357768 1.1696938
H -4.2642046 1.1803484 1.2153723
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O -1.5781396 -0.6585890 1.1800306
H -0.8675699 -1.2619477 0.9013976
O -2.2592137 2.6229750 -1.2699980
H -1.5227377 3.1702512 -1.5908988
O -3.4731020 -0.0383059 -1.0405245
H -3.3226329 -0.9560911 -1.3238313
O -0.3675479 2.0055963 0.9538874
H -0.5191798 2.9220953 1.2407332
H -0.5654410 -0.0283496 -2.1731519
H -3.2727944 1.9932374 2.0869497
H -2.3076677 -1.2232423 1.4865477
H -2.9543755 3.2427465 -0.9883932
H -3.8516911 0.4131495 -1.8147120
H 0.0176247 1.5535109 1.7244220

[NiNTA (H2O)2]
−

C 0.5110899 1.1875097 -1.4444946
C -1.7367804 0.8937460 -0.4728236
C -0.5042033 -1.0839930 -1.2754595
O 1.6851026 3.2347823 -1.0311078
O -3.1610734 1.7839049 1.2156565
O -1.2376814 -3.2468208 -0.5507355
O 1.3465345 1.8686530 0.7227040
O -1.2151034 0.8946573 1.8970995
C 1.2244366 2.1944521 -0.5157005
C -2.0675974 1.2231793 0.9942179
C -0.7489355 -2.1560172 -0.1899900
N -0.4037310 0.2814528 -0.7179070
Ni 0.4678923 0.0288026 1.1507814
O 1.2731833 -0.1891247 3.1660550
H -0.0080771 1.7272016 -2.2482254
H 1.3026846 0.5825718 -1.9048444
H -2.5210563 0.2161737 -0.8345897
H -1.8311126 1.8205048 -1.0532630
H 0.4540573 -1.3368166 -1.7468714
H -1.2849671 -1.1527090 -2.0460326
H 1.1381225 -1.1026504 3.4714417
H 0.6953918 0.3440835 3.7395959
O -0.3819816 -1.8732855 1.0110743
O 2.3336268 -0.8987373 0.3470927
H 3.0983542 -0.4042470 0.6870899
H 2.4350042 -1.7971537 0.7043865

[Ni (H2O)6]
2+

Ni -1.9210515 0.9836383 -0.0429388
O -0.4439840 0.2181953 -1.2907074
H 0.4052722 0.6836074 -1.1893640
O -3.3955044 1.7500555 1.2057954
H -4.2441487 1.2832259 1.1057034
O -1.5168079 -0.6186926 1.2186469
H -0.9552658 -1.2911046 0.7934735
O -2.3243096 2.5850560 -1.3052185
H -1.5652708 3.0390703 -1.7100487
O -3.4499999 -0.0196041 -1.0308042
H -3.3110784 -0.9613037 -1.2311422
O -0.3913137 1.9870969 0.9449054
H -0.5321443 2.9282551 1.1464704
H -0.6206787 0.2021080 -2.2470889
H -3.2150769 1.7609258 2.1615867
H -2.2740991 -1.1057270 1.5869342
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H -2.8484279 3.2835627 -0.8744556
H -3.6878701 0.3961338 -1.8785986
H -0.1515305 1.5712812 1.7921311

[CuNTAH2O]−

C 0.0265587 1.2516992 -4.6275736
C -2.2557288 0.4075393 -4.2105240
C -0.4046418 -1.1794600 -4.6279581
O 2.3042212 1.9739062 -4.4410203
O -3.8198349 1.9523929 -3.2451942
O -0.6333480 -3.4784450 -3.9862128
O 1.4056748 0.8752749 -2.6925148
O -2.0243238 1.3760067 -2.0196675
C 1.3693678 1.3725316 -3.8772917
C -2.7511027 1.3373392 -3.0860087
C -0.5819140 -2.3017040 -3.5867137
N -0.8034556 0.1451942 -4.0998677
Cu -0.4437910 0.0876997 -2.1284330
O -0.1218814 0.0449927 -0.1324571
H -0.5143272 2.1947671 -4.4730513
H 0.1907870 1.1319416 -5.7064225
H -2.7894800 -0.5456859 -4.1006147
H -2.5038977 0.8192920 -5.1976924
H 0.6637078 -1.1446279 -4.8774624
H -0.9546920 -1.4125897 -5.5491694
H -0.0805032 -0.8700100 0.1977200
H -0.8677591 0.4515016 0.3434534
O -0.6165118 -1.9361874 -2.3501667

[Cu (H2O)6]
2+

Cu -1.9171905 0.9811935 -0.0428884
O -0.5132542 0.2421176 -1.2766680
H 0.3420575 0.6867782 -1.1294085
O -3.3199539 1.7227805 1.1909045
H -4.1778577 1.2841998 1.0405585
O -1.4458826 -0.7665614 1.4020073
H -0.8987137 -1.4752016 1.0238711
O -2.3969571 2.7305278 -1.4875008
H -1.6902106 3.1805141 -1.9792504
O -3.4110597 0.0819733 -1.0405559
H -3.2781176 -0.8523668 -1.2814660
O -0.4239048 1.8848544 0.9516712
H -0.5569706 2.8212697 1.1843621
H -0.6910718 0.3269309 -2.2305859
H -3.1440308 1.6324949 2.1446733
H -2.1597083 -1.2288601 1.8716374
H -2.9260865 3.4484618 -1.1013881
H -3.6046644 0.5554564 -1.8714473
H -0.2297131 1.4192172 1.7867539

H2O

O -3.3006173 2.2577663 0.000000
H -4.0301066 2.8983985 0.000000
H -2.5046061 2.8136052 0.000000
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