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Advances in coherent light sources and development of pump-probe techniques in recent decades have opened
the way to study electronic motion in its natural time-scale. When an ultrashort laser pulse interacts with a
molecular target a coherent superposition of electronic states is created and the triggered electron dynamics
is coupled to the nuclear motion. A natural and computationally efficient choice to simulate this correlated
dynamics are trajectory-based methods where the quantum-mechanical electronic evolution is coupled to a
classical-like nuclear dynamics. These methods must approximate the initial correlated electron-nuclear state by
associating an initial electronic wavefunction to each classical trajectory in the ensemble. Different possibilities
exist that reproduce the initial populations of the exact molecular wavefunction when represented in a basis.
We show that different choices yield different dynamics, and explore the effect of this choice in Ehrenfest,
surface-hopping, and exact-factorization-based coupled-trajectory schemes in a model system.

I. INTRODUCTION

While at the end of the 20th century femtosecond laser pulses made it possible to probe and image molecular motion [1, 2],
the development of extreme ultra-violet (XUV) attosecond laser pulses from high harmonic generation in the beginning of
the 21st century [3, 4] enabled real-time observation of electron dynamics [5, 6] sparking the field of attochemistry [7-10]
and culminating with the 2023 Nobel prize in physics awarded to Pierre Agostini, Ferenc Krausz and Anne L’Huillier for the
development of experimental methods that generate attosecond pulses of light for the study of electron dynamics in matter. When
a molecular system gets ionized by an XUV pulse, a coherent superposition of cationic states is created (electronic wavepacket)
which will then evolve in time in the ultrafast time regime (1071 — 107!3 5). While in some cases the electronic charge
redistribution occurs purely driven by electron correlation [11-13] before the nuclear dynamics takes place (charge migration),
many are strongly affected by the nuclear motion [14—19] (charge transfer). Thus, accurate simulation of these processes involve
describing the coupled motion of electrons and nuclei.

The theoretical description of these ultrafast processes remains very challenging. Ideally, the simulation would include the
laser pulse as part of the dynamics, starting from the ground state of the molecule. However, if a correlated wavefunction
method is used, this becomes numerically costly; if instead time-dependent density functional theory is used, approximate
functionals perform poorly when the physical state evolves away from being dominated by a single Slater determinant [20-22].
Even if one were to use an efficient electronic structure method, difficulties in dealing with electronic continuum states [23—
25] tend to discourage simulations of the actual ionization/excitation step. Therefore, usually an instantaneous excitation is
assumed to initiate the evolution, invoking the so called "sudden approximation" [26-29]. The dynamics is launched from
a chosen superposition of electronic eigenstates selected from some physical arguments, e.g., in ionization, the wavepacket
corresponds to the sudden removal of an electron from an orbital in the correlated ground state wavefunction of the neutral
molecule [30]. More generally, in many cases one could obtain this superposition from first-order perturbation theory, where
in the length gauge and dipole approximation we write H (r,R,7) = Hy(r,R) 4+ &(r)n-d(r,R), where Hy(r,R) is the molecular
Hamiltonian with eigenstates W, (r,R) satisfying Hy (r,R)¥;(r,R) = E;'¥;(r,R). The perturbation is mediated by the dipole
operator d = Z?]e # + Y " R, and by the field parameters, n being the polarization direction of the incident field, and & () a
temporal function describing the laser pulse.

Then the distribution of excited states after the pulse is directly related to the frequency distribution of the pulse and the dipole
couplings between the field-free molecular eigenstates. In this way, the contribution of the k-th state to the excitation reads [31]

. ' ny
e (t) = —%(‘Pk(g,gﬂn-a\TO(£,§)>L§ t E(t)e' " dt’ (1)
0
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where oy = (E; — Ep) /h. However even within this modeling of the initial state, we encounter a challenge when trajectory-
based methods are used.

After the excitation process, the ultrafast electron-nuclear non-adiabatic dynamics beyond the Born-Oppenheimer approxi-
mation [32] begins. Since its quantum-mechanical treatment is limited to a few degrees of freedom, a large number of ultrafast
simulations of charge dynamics are done with fixed nuclei, but nuclear motion may in reality play a relevant role even in the early
stages. In these situations, approximate methods that treat the nuclei in terms of classical-like trajectories are the natural choice
for simulations of molecular systems due to their affordable computational cost. In these schemes, an ensemble of classical-
like nuclear trajectories is propagated, each associated with an instantaneous time-dependent electronic wavefunction typically
expressed in a Born-Huang (BH) expansion. While the choice of initial nuclear positions and momenta is often determined
from sampling the Wigner distribution of the ground-state nuclear wavepacket [33] under the assumption of a vertical excitation,
suitably constructing the initial electronic state in such an approximate picture of the process is a critical step to realistically
simulate the coupled electron-nuclear dynamics after the photo-excitation/ionization step.

In most non-adiabatic simulations, all the trajectories are initialized in a given excited state. However, in a realistic photo-
excitation process a laser pulse of certain width interacts with the molecular target and can create a coherent superposition of
electronic eigenstates. Even with knowledge of the exact wavefunction from an evaluation of all the excitation and ionization
probability amplitudes after the pulse, various ways to initialize the electronic state(s) associated to the trajectories ensemble can
be proposed, and, as we will discuss in the following sections, this choice is strongly dependent of the non-adiabatic dynamics
method used to simulate the coupled electron-nuclear dynamics.

Aiming to address the issue of initial coherent superpositions of electronic states in a trajectory-based description of ultra-
fast processes, we study the impact that different initialization schemes have on the dynamics of a two-electronic-state one-
dimensional model. We compare the performance of Ehrenfest (Eh) dynamics, a widely-used approach in these situations [34—
38], and the coupled-trajectory mixed quantum-classical algorithm (CTMQC) [39—-41], with the following two choices of initial
electronic state. In one, which we refer to as “pure", all trajectories are initially associated to the same coherent superposition
of the two electronic states. In the other, which we refer to as a “mixed", each trajectory is associated with a single adiabatic
electronic state, such that the distribution of trajectories reproduces the same adiabatic populations of the two electronic states as
in the pure case. We also test the performance of the Tully surface hopping (TSH) scheme with and without energy-decoherence
correction [42], and its coupled-trajectory version [43, 44], CTTSH, derived from the exact factorization [45, 46].

The paper is organized as follows. In Section II we begin by reviewing the density matrix formalism and by defining the
reduced electronic density matrix of an ensemble of trajectories, distinguishing between a pure and a mixed case. In Section III
we provide a brief overview of the exact factorization approach introducing the coupled-trajectory methods derived from it.
Section IV is devoted to the numerical simulations comparing the effect that the choice of the initial state has on the dynamics
of an exactly solvable model system. Finally, section V gathers the main conclusions of our study.

II. DEFINITION OF PURE ENSEMBLE AND MIXED ENSEMBLE VIA THE INITIAL CONDITIONS

In this section, we discuss the notion of a pure ensemble and a mixed ensemble of electronic initial conditions in the context of
a trajectory-based description of the nuclear dynamics. To this end, we will employ the density-matrix formalism. Therefore, let
us first define the density operator of the full molecular system, which is described by the molecular wavefunction ¥(r,R,) =
(R,r|¥(1)). Using the exact factorization [45-54], we express this as ¥(r,R,7) = x(R,?)¢r(r,?) with the partial normalization
condition (¢r(7)|¢r(¢))r = 1 for all R,z. The density operator reads

P(e) = [¥(0) (P ()| 2
whose matrix elements in the nuclear configuration space are
IR R,7) = (R|D1)R) = 1" (R.1)x(R',1)|9g: (1)) {#r (1)] 3)
Considering only the diagonal part in R-space and expressing it in the adiabatic basis, i.e., the set of electronic eigenstates of the
Born-Oppenheimer Hamiltonian that parametrically depend on the nuclear positions, {|¢ﬁ>}7 i=1,...,0gaes, we find
Lij (R.1) = (0g|T (R.R.1) [9g) = [x(R.1)*Ci(R,1)C} (R 1) = [x (R.1) pji(R,1) 4)

where we introduced a BH-like expansion of the electronic time-dependent state of the exact factorization, i.e., (])g(t)) =
Y Ci(R,1)] ¢)§ ). and we defined the conditional electronic density matrix elements p;;(R,?) = C; (R,#)C;(R,t), usually referred to

as “coherences”. In the adiabatic basis, the elements of the reduced density matrix for the electronic subsystem 9(¢) = Trr (I'(¢))
are

(1) = Tre (T (R1) = [ dRIx(R)Pp;(R.1) ®
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In a trajectory-based mixed quantum-classical (MQC) description, the nuclear density is represented by an ensemble of trajec-
tories, such that

Nlr
MY 6 (R-R0)) ©

r a=1

12 (R, 1)

with IV, the total number of trajectories and g(“) (¢) indicating their positions. This yields the MQC electronic reduced density
matrix as

N,
Y1) = 1 ¥ pl) 7

Henceforth, we will use the shorthand notation f*(¢) and f%, to indicate the values of a function f(R,?) at the position of the
trajectory « at time ¢ and for the value of a function f(R) at the position of the trajectory «, respectively.
Let us now consider the purity of the electronic subsystem through

Tr(70) = Lw0wa(t) = [ dRARxRPI2R 0P L pu(Ror)pu(R.) (8)
i ik
Ntr Nlr
T LY a0 Y ol ) ©)
ik o=1 B=1

Equation (8), i.e., the quantum-mechanical expression of the purity, can yield a value smaller than one, as a result of the
partial-trace operation in the definition of Eq. (5), attesting to a mixed-state character of the electronic subsystem, even when the
underlying molecular state is pure, (i.e., Trg r(I?) = Trg ¢ (") = 1). It may be instructive to note that if the conditional electronic

coefficients are somehow independent of R, then Try* = 1, as if the electronic subsystem were a pure state.
Equation (9), i.e., the MQC expression of the purity, yields a purity equal to one at time 7 if all the trajectories have the same

electronic coefficients, i.e., the coherences pigq) (1) = pij(t) are independent of o, which is in a sense analogous to the special
case of the fully quantum case just considered. Then, in such a case

Nrr Nt)

Py P ( Z P (1) = Nipui(t)pu(0) (10)
and this situation allows us to define a pure ensemble since

Tr (Fpure (1)) NZZNt,pk, pult) = LIGOF LICOF =1. (1n
k

tr ik

Note that ¥;|C¥(#)|> = 1 Va,t follows from the partial normalization condition of the electronic conditional wavefunction of
the exact factorization. Such a pure-ensemble situation occurs at ¢ = 0, for instance, when all the trajectories are initialized in a
single electronic eigenstate, or when they are all initialized in the same coherent superposition of adiabatic eigenstates. On the
other hand, if at a certain time ¢ different trajectories are associated with different electronic coefficients, then the concept of a
mixed ensemble arises, as follows. Consider first a two-component ensemble, and let Ny and N; be the numbers of trajectories in
two different (superpositions of) electronic states, say I and J, such that Ny + N; = N,,. For the superposition / (J), we indicate
the coherences as p}.(t) (pj;(¢)), with all coherences the same within the ensemble / (J). For this situation, we have

%1 pii Z Pl (1) = (Nipli + Nipl) (Niph + Nip) (12)
o=
by explicitly calculating the sums over the trajectories. The purity in such a situation is

Tr (Fainea 1)) = 32 Zk [N7 i (1) pi (1) + N7 Py (1) i (£) + NiNy (i + i) ] (13)
In the first two terms in the right-hand side, the sums over i and k can be performed using the partial normalization condition,

ie, Yirpl(t)ph(t) = Li|CH(t)|* Ti [CL(1)|* = 1 as in Eq. (11), thus we get

N?+N;7 NN,
Lo+ (o el 40 e ) # 1 (14)
NN &

Tr (?r%lixed (t)) =
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which is in general different from unity, thus allowing us to define a mixed ensemble. In general (more than two components in
the ensemble),

Tr(?r%zixed(t)) N2 (ZN] +2 Z N] NJ ZRe (pkl Pic )) #1 (15)

1J#1 ik

Initializing the trajectories in a pure ensemble or in a mixed ensemble may yield the same (trajectory-averaged) electronic
populations with, however, different electronic coherences and different value of the purity.

When the MQC dynamics is simulated using Ehrenfest-based methods, the most natural choice for the initialization of the
dynamics is the pure ensemble, such that all trajectories are associated to the same coherent superposition of electronic states
with coefficients independent of the trajectories positions. In surface-hopping-based methods, in contrast, one would typically
choose the mixed state option, where each trajectory is associated to a single electronic state (not a coherent superposition
of states), consistent with the adiabatic force driving the nuclear trajectory’s evolution. In this latter choice, the off-diagonal
elements of the electronic density matrix, i.e., the coherences, are zero.

For a concrete example, compare (1) the case of a two-level system in which the ensemble of trajectories is associated to

the same initial superposition of electronic states, e.g., |¢(*)(0)) = % (|¢0’(°‘)> +ei"’|¢1=(“>>>, to (2) the case where 50% of

the trajectories in the ensemble are associated to one state, e.g., |¢(®)(0)) = [¢*(®), and the other 50% to the other state,
|0(®)(0)) = |¢"(#)). The electronic density matrices of these two systems at time ¢ = 0 are

. 1/ 1 € MOC 1/10
Pugec(o) = 5 (e—itl) 1 ) miged(o) = E (0 1) (16)

The diagonal elements, i.e., the populations, show that both systems have the same trajectory-averaged populations (% in each
state) but different coherences (off-diagonal elements). Furthermore, one can easily show that 7'r ('}/Izmre) =1 while Tr (?,zmx . d) =

%. Thus, one can prepare different initial states of an ensemble of trajectories that have the same populations but differing in the
coherences. As we will see in the next sections, this freedom in choosing the form of the initial state will determine the fate of
the dynamics, since the time evolution of the electronic populations and the force that the trajectories experience depend on the
coherences.

It is important to note that, even at the initial time, molecular properties will differ if they depend on the coherences. An
example is the one-body electronic current-density

(1)

(r,R,0)Ve¥(r,R, 1)}

/dR|x (R,1)[*3 (Zq (R, 1)Ck(R, )iy r(r )) (17)

where N, is the number of electrons, and _]lkR( ) = N‘ Jdra..dry, q)R (r,rp..ry,)V rqbﬁ(r,rz..rNe). The corresponding MQC
expression is
M Ntr
MO () = N ZZS{Plk Dl ¥ (1)} (18)
ra=11k

Considering the two situations discussed above, i.e., the pure and mixed cases in Eq. (16), with equally populated states, the
initial current-densities are

e. 1 t N” .l 4
i .0 = 3240 Y SO £0 50 =0 (19)
r o=l

In the expression on the left, which is, in general, different from zero, the coherence for each trajectory is the same, i.e.,

independent of the trajectories index/position, pl(ka ) (t) = pi(t) Yo Instead, the expression on the right is identically zero, since
in the mixed-ensemble case the coherences are initially zero. The choice of an initial mixed ensemble, for which the electronic
density matrix has zero off-diagonal elements in the adiabatic basis will always produce a strictly zero electronic current-density,
even though it may capture the correct electronic populations.

The above discussion shows that when selecting the initial conditions for the electronic time-dependent state of the system in
trajectory-based simulations of non-adiabatic processes, it is important not only to consider the populations, but also the phases
of the coefficients of the exact initial state that the MQC dynamics is attempting to simulate. These affect not only the coherences
and the equations of motion, as we will see in the next section, but also directly the observables, which may be wrong from the
very beginning if not properly considered.
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III. EXACT-FACTORIZATION-BASED COUPLED-TRAJECTORY METHODS

In this section, we briefly review the coupled-trajectory methods derived from the exact factorization of the molecular wave-
function, namely coupled-trajectory mixed quantum-classical (CTMQC) algorithm and coupled-trajectory Tully surface hopping
(CTTSH). Since they are variations of the trajectory-independent Eh method and TSH method respectively, we first discuss these
two schemes.

In both Eh and TSH, the quantum-mechanical electronic evolution along a trajectory « is given by the evolution of the
expansion coefficients of the electronic wavefunction in a BH (adiabatic) basis

C;,%L/TSH(I) ’61 Z Z RV v lk (a)(f) (20)

with e§a) the /-th adiabatic or Born-Oppenheimer (BO) potential energy surface (PES) evaluated at g(o‘) and dE,(_xl)k is the non-

adiabatic coupling (NAC) vector along the v nuclear coordinate between BO states / and %, i.e., (q)lg |VV¢§> |R<”‘)' In TSH, the

trajectories evolve on a given adiabatic surface (active state), i.e., Fs,aT)SH = V"egctzve( 0 where the active state stochastically

changes in general according to the fewest-switches probability [55]. Since each trajectory is “collapsed” onto a given surface,
in order to avoid internal inconsistency, the dynamics is typically started in a mixed ensemble with zero coherences with respect
to the adiabatic basis (using the language introduced in Section II) [56, 57]. Note that while TSH is generally performed in
the adiabatic representation, there exist alternative representations that allow one to account explicitly for a laser pulse [58-62],
though the dynamics is strongly dependent on the chosen electronic basis and the used TSH parameters [63]. On the other hand,
in Eh the trajectories evolve on a mean-field surface. Defining Hpo as the electronic Hamiltonian, namely Hzp = H — T,, with H
the molecular Hamiltonian and 7;, the nuclear kinetic energy, the mean-field Eh force is

Fizanh(f) = —(@9(1)|V, Apo| @@ ZPH Vv61 +Zp1k Ael(k >d(v l)k 2n

where |®() (1)) is the instantaneous electronic state along the trajectory c. Such a force reflects a coherent evolution, thus it
makes more sense, at least formally, that all trajectories are initialized in the same coherent superposition state (pure ensemble,
using the language introduced in Section II), if this is the case in the “real” dynamics or, anyway, in the dynamics that one aims
to reproduce.

The exact factorization (EF) of the molecular wavefunction [45-54], i.e., ¥(R,r,) = x(R,t)¢r(r,) with [dr|¢r(r,1)> =
1 VR, ¢!, provides a different view of photochemical processes than the standard BH description [64—66]. In EF the time
evolution of the nuclear wavefunction is given by a time-dependent Schrodinger equation in the presence of time-dependent
scalar and vector potentials which capture the exact electron-nuclear correlation and are functionals of the time-dependent
conditional electronic wavefunction

2
No (—iVy+AV[9R(1)]
iox(R,1) = (Z ( oM, — )

v=1

8[¢R(t)]> x(R,1) (22)

while the time evolution of the electronic subsystem follows a much more complicated equation [45, 53, 67]. Hence, the BH
description of photochemistry in which different wavepacket components evolve on various static PESs, is replaced by one in
which a time-dependent nuclear wavefunction evolves on a single time-dependent potential energy surface (TDPES) € (B,t)
under the influence of a vector potential A, (R,?).

The presence of these potentials, that drive the nuclear motion incorporating the coupling to the electrons, makes EF an ideal
framework to develop MQC schemes for non-adiabatic dynamics. The first derived method was CTMQC [39-41, 46], which
relies in expanding the time-dependent electronic conditional wavefunction in the BH basis

r,1) =) Ci(R,1)9x(r) (23)
- R
and taking the classical limit of the nuclear motion, neglecting some terms in the equations justified by exact studies [68, 69]. In

CTMQC the electronic evolution and nuclear force acting on the trajectories have an Eh component, plus a coupled-trajectory

! Note that this factorization is unique up to a (R, #)-dependent gauge transformation y (R,t) — e IORY) X(R,1) @r(r,1) = R Py (r,r) with the potentials
transforming under the gauge according to £(R,7) — £(R,r) + ;0 (R,7) and Ay (R,r) = Ay (R,1) + V, 6(R,1).
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(CT) term that arises within EF:

Cl( “r) = C;,%L/TSH(t ) +C1<,Oé)T(f ) (24)
FV (1) = Fy () + F U (1) (25)
The coupled-trajectory terms read
N ()
. n Q t

=L T B el 0c 0 2

v=

(@) N C2Q0 () o), (@) (@) )

F,er(t) = 21;:’ My A1 @O)py ()P ()AL, (1) (27)

p=17

with Afif‘l)k (1) = ff/o‘? (r)— f%{) (t), where fg,(j‘l) (¢) is the time-integrated adiabatic force on nucleus v accumulated on the /-th BO

PES along the trajectory & (i.e., an adiabatic momentum)
t
£9 () = — / Ve @r, (28)
' 0

and Q{,a) (t) is the nuclear quantum momentum evaluated at the position of the trajectory g(o‘) (1)

_ VW Me)P

22 0P 2

The quantum momentum measures the spatial (de)localization of the nuclear density over time. This quantity is normally
computed as a linear function by imposing the net contribution of Eq. (26) to be zero over the whole ensemble, which avoids
net population transfer away from NAC regions [40, 41, 54]. For a given trajectory, the nuclear quantum momentum requires
non-local information on the position and electronic coefficients of the rest of trajectories in the ensemble, and therefore the
trajectories are coupled and cannot be propagated independently?. The extra term in the electronic evolution Eq. (26), when
compared to TSH or Eh, is not only able to rigorously recover decoherence effects lacking in those methods, but also yield
quantum-momentum-induced population transfers which are key to capture multi-state dynamics [70, 71]. The accumulated
force can be redefined to satisfy energy conservation over the ensemble of trajectories as done in the CTMQC-E algorithm [72,
73].

The CTMQC electronic evolution equation has been employed within a TSH framework for the nuclei, resulting in the CTTSH
algorithm [43, 44, 74] and surface hopping based on the exact factorization (SHXF) [75-77] methods

¢ (1) = ¢\ prsu () +Cicr (30)
FiY(1) = vy o 31)

In SHXEF, auxiliary trajectories are used to approximate the quantum momentum in order to produce an independent-trajectory
scheme. On the other hand, in CTTSH the quantum momentum is evaluated through coupled trajectories in the same way
as in CTMQC. CTTSH scales linearly with system size and quadratically with the number of trajectories [78]. Studies on
the properties of the exact TDPES [68, 79, 80] revealed it develops adiabatic shapes after passing through a coupling region,
with steps connecting regions of different adiabatic slopes and while acquiring a more diabatic shape in coupling regions.
Therefore the main motivation behind these EF-based TSH schemes is to approximate the nuclear propagation on the TDPES
via purely adiabatic dynamics, where the surface hops are set to approximately mimic the effect of the steps. Since in CTTSH
the electronic dynamics is given by an evolution equation that is derived from EF, one may argue that the electronic coefficients

2 Note that although the trajectory coupling adds computational cost with respect to independent-trajectory methods, efficient parallelization schemes could
mitigate this. Further note that the coupling among the trajectories does not require additional electronic structure calculations, which is generally the
computational bottleneck in non-adiabatic simulations of molecules.

https://doi.org/10.26434/chemrxiv-2023-86njv ORCID: https://orcid.org/0009-0002-1580-2244 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0


https://doi.org/10.26434/chemrxiv-2023-86njv
https://orcid.org/0009-0002-1580-2244
https://creativecommons.org/licenses/by-nc-nd/4.0/

should be taken to be the measure of the electronic populations instead of the more usual distribution of the active states for the
trajectories. One may expect that, unlike in TSH, in CTTSH trajectories should be initialized in a pure ensemble, such that each
trajectory in the ensemble carries a coherent superposition, which would eliminate the problem of initially incorrect observables
such as vanishing electronic current-densities, that beginning in a mixed ensemble suffers from. The active states can, then, be
stochastically selected to match the quantum populations, which not only achieves internal consistency at the initial time, but
also yields better sampling of the energy landscape, as we will demonstrate with our numerical study in the next section. It
is important to note that whether a pure or mixed ensemble is chosen has a significant impact on the dynamics from the very
start, since the time-evolution of the electronic populations and the forces that the trajectories experience (Eq. (21) and Eq. (27))
depend on the electronic coherences.

IV. NUMERICAL RESULTS

Our model system consists on two coupled one-dimensional harmonic oscillators shifted in position and displaced in energy
whose BO Hamiltonian is given in the diabatic basis as

(32)

1 _p2 —a(R—R3)?
Hpo(R) = <2k(R Ri)”  be ’ )

be~R=F)* 1k (R—Ry)%+A

The values of the parameters chosen for this system are in atomic units: k = 0.02 Ha?m, /i*, a = 3.0 bohr—2, b = 0.01 Ha,

0.2

0.15

0.1

E(R)/Ha

0.05

4
R / bohr

FIG. 1: Diabatic (dashed) and adiabatic (solid) potential energy curves, scaled NAC between ground and excited states (blue dashed) and
ground (green) and excited (magenta) nuclear densities at the initial time.

R1 = 6.0 bohr, R, = 2.0 bohr, R3 = 3.875 bohr, A = 0.01 Ha and the nuclear mass M = 20000m,. Figure 1 shows the diabatic
and adiabatic potential energy curves for this system together with the NAC between ground and excited state. This model was
used to test different coupled-trajectory exact-factorization-based schemes, showing the importance of the trajectory coupling to
capture decoherence behavior and non-adiabatic interstate interferences [43]. Propagating the coupled trajectories with a purely
adiabatic force (CTTSH) improved the long-time dynamics behavior of CTMQC due to noisy scalar and vector potentials [81]
resulting from accumulated errors in the phase of the electronic coefficients. We will study the evolution of this system in a
situation where we supposed that after interaction with a short laser pulse 20% of the probability density initially located in the
ground state, gets vertically promoted to the first excited state creating a coherent superposition (see below), and simulate the
dynamics starting from this state, with the field turned off.

For the quantum dynamics (QD) simulations, the time-dependent Schrodinger equation is solved on a grid in the diabatic basis
using the split-operator method [82, 83]. The initial state (just after the pulse) is taken to be:

(R—Rg)

'P(R.0) = 2 (VO.8I0) +v02(6})) (33)

where two Gaussian wavepackets with centers at Ry = 2 bohr and variances ¢ = 0.2236 bohr are located in the two states
and integrate to 0.8 in the ground state and to 0.2 in the excited state (they are green and magenta densities in Fig. 1). In
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our analysis, we will show the exact TDPES as determined by our QD simulations. This is obtained by computing the time-
dependent conditional electronic wavefunction via inversion from the full molecular wavefunction [68] in a gauge in which
Ay(R,1) =079, 80], i.e., the time-evolution of ¥ (R,) is determined entirely by the TDPES &(R,1)?.

In our trajectory-based descrlptlon we have a choice of whether we use a pure ensemble or a mixed ensemble to initialize the
simulations (Section II), the only constraint being that the trajectory-averaged populations at the initial time are

1 Mr (OC) 1 Ivtr
N~ LPo (0)=08 and —Zp” =0.2. (34)
trr o tr o

We will study the performance of Eh-based methods, i.e., of CTMQC and pure Eh, in the two situations identified in Section II
as pure ensemble and mixed ensemble: In the former case, all trajectories in the ensemble are associated to the same coherent
superposition of electronic states, thus to the same electronic coefficients at the initial time as given in Eq. (33). In the latter
case, we have a two-component ensemble, with 80% of the trajectories in the ensemble with electronic coefficients being 1
in the electronic ground state and O otherwise and the remaining 20% with electronic coefficient being 1 in the excited state
and 0 otherwise; thus the two sets of trajectories are associated to different electronic wavefunctions. Further, we also test
the performance of TSH-based methods, namely CTTSH, TSH and TSH with energy decoherence correction (TSHEDC) with
decoherence parameter of C = 0.1 Ha [42], using again a pure ensemble and a mixed ensemble to initialize the dynamics. In
the case of a pure ensemble, the active states are stochastically selected to match the net populations at the initial time. For
Eh and CTMQC, N, = 2000 trajectories were used for the mixed ensemble calculations while convergence was achieved with
N; = 1000 trajectories for the pure ensemble. N, = 4000 trajectories were used for the TSH-based mixed ensemble calculations,
while N, = 2000 trajectories were run for the pure ensemble. The initial positions and momenta of the trajectories are sampled
from a Wigner distribution of the ground state nuclear wavepacket. The time-step used in the simulations was dt = 0.1 fi/Ha,
and all the trajectory simulations were performed in the G-CTMQC package [84].
The excited state populations and coherences in the QD simulations are obtained via numerical integration

Pe() = /dR (R0

Xo(R,1)|*|x1(R,t
o8 (1) = /dR| e Rt1|(2 i (35)

where {x;(R,?)} are the BH expansion coefficients of the full state of the system and |y (R,t)|> = |xo(R,t)|*> + |x1(R,1)|? is the
total nuclear density. The MQC corresponding quantities are trajectory averages

MQC 1 Nir
P (t) = 7ZP11

tr o
1 Nir

M0y = N — Y Ipi @), (36)
r o

For the TSH-based calculations the fraction of trajectories on the excited state is also computed

0]

I (1) = N,

(37
Let us first analyze the QD results. The wavepacket component in the ground state remains trapped in the potential well,
while the excited state wavepacket reaches the NAC region at around 25 fs and splits. This model is weakly nonadiabatic and
the main portion of the nuclear wavepacket remains in excited state but there is some transfer to the ground state, creating a
small coherence that then decays. After the splitting event at the NAC, the part of the wavepacket that remains in the excited
state reflects and re-encounters the NAC region at around 75 fs creating a wavepacket in the ground state that interferes with the
trapped wavepacket at 90 fs. This interference event yields the large rise in the coherence at 90 fs. At 125 fs there is a second
interference event where the wavepacket component that was created in the ground state in the first splitting event at the NAC,
meets the excited state wavepacket travelling to the right after a second reflection at the avoided crossing. There are further
interference events later on as wavepacket components on the same surface with different histories meet in nuclear space.
Figure 2 shows the excited state populations (lower panel) and coherences (upper panel) as a function of time. QD results are
used to benchmark Eh and CTMQC results starting in a pure ensemble or in a mixed ensemble. We observe that starting from a

3 The TDPES has a gauge-dependent and a gauge-independent contribution e(R,1) = e6p(R,1) + &6/ (R,1). In our analysis we just show the gauge-invariant
part of the TDPES, due to the different gauge choices used in the exact calculations and in CTMQC.
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FIG. 2: Electronic excited state populations (lower panel) and coherences (upper panel) as a function of time obtained via QD simulations
(Exact, in black), Eh starting in a pure ensemble (green), Eh starting in a mixed ensemble (blue), CTMQC starting in a pure ensemble (red)
and CTMQC starting in a mixed ensemble (magenta).

pure ensemble with Eh dynamics yields negligible net population transfer and the electronic wavefunction retains its coherence
throughout the dynamics. On the other hand, CTMQC captures the transfer events and decoherence behavior, although all meth-
ods miss the recoherence at 90 fs, resulting from the interferences. In particular, CTMQC starting in the pure ensemble gives the
closest agreement to the exact populations overall but captures the dynamics in the transition regions a bit less accurately than the
mixed ensemble. The mixed ensembles initially incorrectly begin with zero coherence, as expected from the earlier discussions;
they would consequently fail to capture observables such as the electronic current-density, regardless of the propagation method.

We now take a closer look at the pure ensemble case. Figure 3 shows time snapshots of the quantum nuclear density and
distribution of positions and excited state populations of the CTMQC and Eh classical-like trajectories at early times starting in
a pure ensemble together with the BO PESs, NAC and TDPES. Let us first analyze the Eh results. The trajectories propagate on
a mean-field surface and their velocity is determined by its slope and their initial momenta. Since the ensemble of trajectories
are away from the interaction region each trajectory experiences zero population transfer in the first 14 fs and thus Eh cannot
capture the first decoherence event and splitting of the nuclear density as the excited state wavepacket moves away from the
trapped ground wavepacket. Instead, CTMQC corrects both of these problems, thanks to the key role played by the quantum
momentum. For this two-electronic-state one-dimensional system, Eq. (26) and Eq. (27) reduce to

2 (a) o o o
O @) (1)@ (1) A7) 1) (38)

. R
Per.i (1) Ny &M
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FIG. 3: Upper panel: time snapshots of the exact density (orange), BO PESs (red lines), NAC (magenta), TDPES (black) and distribution of
CTMAQC trajectories starting in a pure ensemble (blue dots) and Eh trajectories starting in a pure ensemble (green dots). Lower panel: Excited
state populations as function of R or R(@) (¢) for QD (black line), CTMQC starting in a pure ensemble (blue dots) and Eh starting in a pure
ensemble (green dots).
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Although, as evident from Figure 2, there is no net population transfer in the first 25 fs where the trajectories are in a region
of zero NAC, each individual trajectory experiences quantum-momentum-induced population transfer responsible for capturing
decoherence: the lower panel of Figure 3 shows the position-resolved populations of the excited state at each time curving away
from the initial uniform value, with the leading edge of the distribution transferring to the upper surface and the trailing edge
transferring to the lower, while the average of the populations over the distribution remains constant. This can be explained
by the following. The quantum momentum has a linear shape (by construction), positive on the leading edge of the trajectory
distribution and and negative on the trailing edge. Since the trajectories are close enough to each other in R so that the accumu-
lated force difference has the same sign, the coupled-trajectory term (Eq. (38)) changes the populations of the trajectories on the
leading and trailing edge in opposite ways leading to branching of the electronic coefficients achieving decoherence. The net
population change averaged over all trajectories yet remains zero by design (see comment below Eq. (26)). On the other hand,
the sign of the force acting on the trajectories (Eq. (39)) depends solely on the quantum momentum, and as we can observe the
force acts on opposite ways on the leading and trailing trajectories splitting the trajectory distribution. This early-time behavior
dramatically exemplifies the crucial role of quantum-momentum-driven transitions: in regions of negligible NAC, this mecha-
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FIG. 4: Time snapshots of the exact density (orange), density reconstructed from the distribution of trajectories starting in a pure ensemble
with CTMQC (blue), and Eh (green), TDPES (black line), and distribution of trajectories of CTMQC (blue dots), and Eh (green dots).

nism is essential for wavepacket splitting to be even qualitatively captured when the system is in a pure ensemble that involves
more than one surface/state.

Figure 4 shows additional time snapshots over the duration of the dynamics, now showing also the density reconstructed from
the distribution of classical-like trajectories. We observe at 19 fs that the energy of the CTMQC trajectories follows the shape
of the exact TDPES with some trajectories corresponding to the trapped wavepacket in the ground state remaining at 2 bohr,
while the others, corresponding to the vertically excited initial wavepacket, evolve to the right, but the splitting of the density is
not quite as clean as in the QD case. For Eh, on the other hand, all the trajectories evolve together and slowly as a consequence
of the propagation in the mean-field surface. After the first splitting event, we observe at 53 fs the CTMQC trajectories have
three parts corresponding to the three parts of the true nuclear density; the left part trapped on the lower surface, the middle part
transmitted past the NAC region on the upper surface (largely), and a very small part to the right (around 9 bohr) which CTMQC
incorrectly associates more closely to the upper surface instead of the lower surface that the exact density lives on in this region.

We now turn to the results obtained with Eh and CTMQC starting from the mixed ensemble. As noted earlier (Fig. 2), both Eh
and CTMQC capture the transfer events, with Eh deviating from the QD results at around 120 fs. In terms of coherences we note
that while the initial mixed ensemble cannot capture the initial coherence behavior as noted earlier, CTMQC dynamics redeems it
after the initial decoherence event in the exact system, where it does almost as well as the pure ensemble, describing the periodic
recoherence/decoherence well but again missing the large recoherence resulting from the interference event. Eh predicts the
small recoherence occurring at 25 fs, but remains overcoherent in the remaining non-adiabatic events. Figure 5 shows time
snapshots of the quantum nuclear density and distribution of classical-like trajectories together with the reconstructed density
form the trajectories, the BO PESs and the TDPES. Since 20% of the trajectories in both methods start in the excited state surface
and 80% on the ground surface, experiencing the different respective forces, we observe at 19 fs that the first splitting of the
nuclear density is well captured in both methods. The snapshot at 53 fs indicates that both methods miss the part of the density
at 8 bohr corresponding to the wavepacket created on the ground surface in the first interaction region, although few CTMQC
trajectories get pushed to the ground surface. In the case of CTMQC this might be a consequence of the imposition that the
quantum momentum have the same slope for all trajectories. At 145 fs we observe that CTMQC indeed predicts some density
at —1 bohr while Eh completely misses it.

Finally, we turn to the TSH-based methods. In this case, we will analyze only the excited-state populations and the coher-
ences. Figure 6 shows the electronic populations and fraction of trajectories on the excited state (middle and lower panels) and
coherences (upper panel) as a function of time, once again benchmarking the trajectory-based methods TSH, TSHEDC and
CTTSH against QD results. The dynamics is initialized in the pure ensemble and in a mixed ensemble.

Let us first focus on the pure ensemble results. We observe that while TSH and TSHEDC perform very poorly (as expected),
CTTSH shows very good agreement with the QD reference. In the case of TSH the overcoherence of the trajectories yields wrong
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FIG. 5: Time snapshots of the exact density (orange), density reconstructed from the distribution of trajectories starting in a mixed ensemble
with CTMQC (blue), and Eh (green), TDPES (black line), and distribution of trajectories of CTMQC (blue dots), and Eh (green dots).

dynamics when the first interaction region is encountered, and thereon; in the case of CTTSH, due to the quantum-momentum-
induced population transfers for each trajectory (as we saw for CTMQC), decoherence is recovered (see upper panel of Fig. 6)
and capturing this early time behavior is key to yield accurate dynamics as the trajectories propagate through the successive
interaction regions. On the other hand, the poor and notably unusual performance of TSHEDC starting from the pure ensemble
can be explained by the following. In TSHEDC at every time-step the coefficients of the non-active states are exponentially
dampened with the active-state coefficient being renormalized as

Arae(®)
B (o)
Cl.(a>/(t) = e h(HC/E’”'")Ci(a)(t) i # active (40)
(@) 12
j#active C t
(1) = €@, ), | EeelG 0 (41)

active active

|C<a)

o
active

in order to impose internal consistency, namely to enforce that the quantum population of Eq. (36) equals at all times the fraction
of trajectories from Eq. (37). Here, At is the electronic time-step used in the simulation, E,EIO:,) the kinetic energy of the o-th
trajectory, Ae(® = Y@ is the energy difference between the active state PES and the i-th PES at R(¢) = R (1) and C

i active =
is a constant that we set to 0.1 Ha [42, 43, 85]. In the pure ensemble, all the trajectories start in the same superposition state,

with a distribution of active states that matches the trajectory-averaged electronic populations at the initial time, i.e., 80% of
the trajectories (denoted ¢-trajectories in the following) will have the ground state as the active state F’ (0‘)(0) = —Ve(()OO while

the remaining 20% (denoted B-trajectories in the following) will start in the excited adiabatic state F(#)(0) = —Vegﬁ ). For
the a-trajectories the excited state is the inactive state and so the corresponding electronic coefficient will be exponentially
dampened, whereas for the B-trajectories it is the inactive ground-state coefficient that will be dampened. However, the rate of
decay will be faster for trajectories with higher kinetic energies (see Eq. (40)), i.e., for trajectories propagating on the excited
state (f-trajectories) due to the larger initial force they experience. Hence, since for 20% of the trajectories in the ensemble
the excited-state population increases at a higher exponential rate than the excited state population decay of the remaining
80%, we see a rapid increase in the excited state population between 0 and 20 fs. It is worth stressing that, in general, in
standard TSH methods the choice of initiating the dynamics in a pure ensemble is not preferred. Specifically, with this choice of
initial conditions, internal consistency is violated at the single trajectory level from the very start: the motion of each trajectory
is determined by a single active surface, and yet it is associated to more than one non-zero state coefficient/population and
with independent trajectories it is difficult to enforce the internal consistency over the average, as this example dramatically
demonstrates.
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FIG. 6: Fraction of trajectories on the excited state (lower panel), excited state electronic populations (middle panel) and coherences (upper
panel) as a function of time obtained via QD simulations (Exact, in black), TSH starting in a pure ensemble (orange) and in a mixed ensemble
(violet), TSHEDC starting in a pure ensemble (green) and in a mixed ensemble (cyan), and CTTSH starting in a pure ensemble (blue) and in a
mixed ensemble (red). Note that the green and cyan lines are superimposed in the lower panel.

Now let us turn to the mixed ensemble results. In terms of coherences, all methods miss the early coherence behavior since
the ensemble already starts decohered; again, they will suffer from poor initial observables as discussed earlier. Also, they
miss the strong recoherence at 90 fs result of the first quantum interference event. TSH remains overcoherent after the first
crossing through the NAC region, while CTTSH and TSHEDC predict the decoherence and recoherence events with TSHEDC
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slightly underestimating the recoherences. In terms of populations, we observe that the fraction of trajectories in the excited
state obtained with TSH underestimates the net population transfer to the ground state after the second interaction region. This
behavior is similar for the electronic populations of CTTSH. TSHEDC on the other hand starts deviating in the first NAC region
already significantly underestimating the transfer to the ground state.

V.  CONCLUSIONS AND OUTLOOK

In this work we have discussed the problem of the initialization of the electronic state in non-adiabatic dynamics when
simulations are performed using trajectory-based methods, such as in Ehrenfest, surface hopping and coupled-trajectory schemes
derived from the exact factorization. Such methods describe the electron-nuclear dynamics beyond the Born-Oppenheimer
approximation using classical-like nuclear trajectories coupled to quantum-mechanical electrons. Often in the literature the
effect of different sampling schemes to select the initial conditions for the trajectories have been discussed, but here we focused
on the other aspect of the problem, namely the initialization of the electronic dynamics.

We have introduced the concepts of pure ensemble and mixed ensemble for the initialization of the electronic wavefunc-
tion in the context of a trajectory-based approach. These concepts naturally arise when the “real” (exact, in our study) initial
state of the system is a coherent superposition of electronic states, a situation that can be created experimentally upon photo-
excitation/ionization of a molecular system with an attosecond pulse.

Based on these concepts, we have performed calculations for a model system where the exact molecular wavefunction begins
in a coherent superposition of adiabatic electronic states. We compare both standard and exact-factorization-based trajectory
methods starting the dynamics in a pure or in a mixed ensemble, against the exact quantum dynamics. While the pure ensemble
choice for Ehrenfest dynamics is the natural one, it performs very poorly from the start even if one is just interested in the
electronic populations, due to the mean-field nature of the force on the nuclei and the resulting erroneous feedback on the
electronic equations. As expected, standard surface-hopping methods perform better with the mixed ensemble, since internal
consistency is valid since the beginning of the dynamics at the single trajectory level, however, it is pointed out that with this
choice some observables that are directly related to coherences (e.g., electronic current-density) start off on the wrong foot. The
coupled-trajectory methods seem to perform quite well with both choices of initial conditions, although when starting in the
mixed ensemble they suffer from the same problem just mentioned. The quantum-momentum-induced transitions are crucial in
the initial stages of dynamics starting in a pure state to yield the correct forces for the trajectories correlated with each of the
electronic states, and throughout the dynamics both the full CTMQC as well as the CTTSH scheme do the best job for electronic
and nuclear observables overall out of the methods studied.
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