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1.0 Introduction. While heterogeneous catalytic 

reactions are concisely thought of as a single 

stoichiometric overall reaction, most surface 

chemistries are comprised of a network of 

elementary steps.[1,2,3] Molecules adsorb and desorb 

to surfaces, upon which elementary steps break and 

build bonds both in series and parallel. Such is the 

case with many critical reactions including 

ammonia and methanol synthesis, where N2 or CO 

react with H2 through a series of bond breaking and 

making steps to ultimately form NH3 or CH3OH, 

respectively.[4,5] The sequence by which hydrogen 

atoms form bonds with C* or N*, often on more 

than one catalytic site, is sufficiently complex that 

parallel reaction pathways exist which themselves 

are connected to each other.[6,7] The many options 

by which molecules proceed to react ultimately 

form reaction loops, as depicted in Figure 1a, 

whereby molecules react and loop back on 

themselves (i.e., A* to B* to C* to A*) to their 

original state.[8] 

The idea of reaction loops has been considered 

for over a century since Onsager first examined the 

‘triangle reaction’ in Figure 1b, depicted here as a 

circle for inter-reacting surface species A*, B*, and 

C*.[9] Each surface species can react forward (e.g., 

A* to B*) or backward (e.g., B* to A*) with 

‘forward’ defined herein as clockwise with forward 

rate constant, k1, or reverse rate constant, k-1. 

Reactions following mass action kinetics describe 

reciprocal rates forward and backward, which by 

the principle of microscopic reversibility highlights 

any microstate, being either a transition state or 

intermediate, is equally accessible from both the 

forward and reverse directions. The principle of 

detailed balance brings about the impossibility of a 

net circular reaction at equilibrium, meaning the 

reaction cannot take place more in one direction 

than the other. The principle of microscopic 

Abstract. Chemical reactions on heterogeneous catalyst surfaces exhibit complex networks of elementary reactions 

with multiple pathways to fluid phase products, sometimes leading to surface reaction loops consisting of a closed 

cycle reaction pathway. While conventional catalysts at steady state exhibit zero net flux in either direction around 

a catalytic loop, the loop turnover frequency of three-species surface loops was evaluated in this work via 

microkinetic modeling to assess the reaction loop behavior resulting from a catalytic surface oscillating between 

two or more surface energy states. For dynamic heterogeneous catalysts undergoing applied oscillations of surface 

energy (i.e., programs), surface reaction loops of three species were shown to exhibit non-zero net flow of 

molecules around the loop, with the extent of loop turnover frequency varying with the applied frequency and 

amplitude of a sinusoidal or square wave oscillation. Alternatively, some dynamic surface reactions exhibited 

oscillations only between two surface species or resulted in surfaces covered by a single species at all times. More 

complex behavior was observed for dynamic surface programs of three distinct electronic states, with the temporal 

order of applied states controlling the direction of flow of molecules within a three-molecule surface loop. Catalytic 

loops have the potential to limit overall catalytic reaction rates and use energy in programmable catalysts, while 

some applications could purposely impose non-zero loop turnover frequency for improved surface reaction control. 
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reversibility establishes the following reciprocal 

relationship for Onsager’s triangle reaction,  

 

1 = 𝐾1𝐾2𝐾3 = (
𝑘1

𝑘−1
) (

𝑘2

𝑘−2
) (

𝑘3

𝑘−3
)     (Eq. 1) 

 

asserting that all elementary reactions must proceed 

via the same transition state in both the forward and 

reverse direction.[10,11,12]  In the case of a reaction 

loop, there is the possibility for two different 

pathways to convert A* to C* on the surface; one 

involving one elementary step (A*→ C*) and 

another involving two elementary steps (A*→ B*→ 

C*). In the case of a net cyclic flux, the pathway in 

which A* is converted to C* differs from the 

pathway in which C* is converted to A*. For 

positive flux about the reaction loop this is observed 

as the conversion of A* to C* proceeds via the first 

two elementary steps (A*→ B*→ C*), while the 

conversion of C* back to A* proceeds through the 

third (C*→A*).    

Promotion of molecules forwards or backwards 

along a reaction coordinate was first examined by 

William P. Jencks in 1969 through an oscillating 

enzyme mechanism[13]. Jencks theorized that an 

enzyme could exist in two states, E and E’, such that 

E promoted the reverse direction with a transition 

state similar to the reactant(s) and E’ promoted the 

forward reaction with a transition state similar to 

the product(s). This system could theoretically 

operate such that molecules reacting in the forward 

direction experience a different transition state than 

molecules reacting in the reverse direction, yet it 

avoids violations of the principle of microscopic 

reversibility via the switching between two distinct 

catalyst states.[13] In either enzyme state (E or E’), 

each reaction step proceeds through the same 

transition state such that forward and reverse rate is 

equal at equilibrium. Astumian and co-workers 

simulated the oscillating enzyme showing that 

energy from an external electric field switching the 

enzyme between states E and E’ accelerates the 

reaction and even promotes it away from 

equilibrium.[14,15] 

Modulation of heterogeneous catalysts 

including metals and metal oxides between two or 

more states experimentally has been demonstrated 

using light, strain, or charge.[16,17,18,19] As molecules 

adsorb and desorb to the catalytic surface, periodic 

catalyst perturbations change the binding energies 

of the surface species as depicted in Figure 1c 

between two or more states. The overall catalytic 

turnover frequency can be controlled by the 

frequency of surface state switching with some 
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Figure 1. Catalytic Networks, Loops, and Dynamics. (a) A catalytic reaction network comprised of six surface 

species and four internal catalytic reaction loops. (b) A single catalytic loop of A-to-B-to-C-to-A exhibits positive 

loop turnover frequency in the clockwise direction and negative loop turnover frequency in the counterclockwise 

direction. (c) The catalytic reaction of A-to-B-to-C-to-A can be programmed to switch between two states with 

varying intermediate and transition state energies. (d) Directionality resulting from kinetic asymmetry drives reactions 

forward or backward, which in the triangle reaction can exist in multiple permutations of collective molecular flow. 
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‘resonant’ frequencies exceeding the Sabatier 

maximum (i.e., static catalyst maximum rate).[20,21] 

The chemical resonance conditions occur when 

switching between catalytic states at time scales 

that match the natural frequencies (e.g., first order 

rate constants) of each of the two slowest reaction 

steps.[22] For a set of conditions of applied 

frequency and catalyst oscillation amplitude, the 

energy input from external perturbations of light, 

strain, or charge promotes the reaction forward or 

backward away from equilibrium, ultimately giving 

each reaction a ‘directionality’ that does not exist in 

static catalytic reactions.[23] This ‘kinetic 

asymmetry’ has been defined for many dynamic 

systems with a ratchet structure, ultimately defining 

the direction of physical movement of molecular 

machines or reactions.[24,25] For molecular 

machines, the directionality can be anticipated via 

a non-equilibrium ratcheting constant, Kr, that 

predicts forward or backward bias at steady 

state.[24,26,27] Predictors have also been developed to 

assess directionality of heterogeneous catalytic 

reactions which also account for adsorption and 

desorption.[23,21]  

The steady state productivity of a network of 

elementary reactions each undergoing unique 

modulation associated with their chemical 

parameters depends on the extent of flow of 

molecules from reactant to product. Yet under 

dynamic conditions, each elementary reaction has 

directionality resulting from kinetic asymmetry that 

drives an elementary reaction forward or backward. 

In the triangle reaction of A* to B* to C* to A* each 

elementary step will have unique dynamic scaling 

parameters associated with that particular chemical 

change,[23] such that different perturbations such as 

frequency or amplitude to the catalyst surface can 

flip elementary steps between forward and reverse 

bias. The result is that each reaction loop can 

consist of many different permutations of loop 

behavior as shown in Figure 1d; some reaction 

loops might have all elementary steps in forward 

bias, while other loops might have conflicting 

directionality between connected elementary steps. 

This is further complicated when accounting for the 

‘strength’ of each catalytic ratchet; the extent of 

reverse flow against the bias of the catalytic ratchet 

varies depending on the selected perturbation 

creating a ‘leaky’ elementary step associated with a 

low barrier in the reverse direction under weak 

binding conditions.[23] The interaction of a loop of 

dynamic catalytic ratchets remains to be understood 

for programmable heterogeneous catalysis. 

Net cyclical flux in a reacting loop is undesirable 

with respect to energy efficiency. Modulating 

catalysts between states requires energy input in the 

form of physical forces (i.e., strain), charge, or light 

consistent with altering the binding energy of 

surface species.[28] A maximally efficient 

programmable catalyst achieves one mole of 

product per forced catalytic perturbation cycle (e.g., 

state 1 to state 2 to state 1) on a mole of active sites, 

thereby using the minimum amount of energy 

required to yield reaction products. Yet complex 

catalytic mechanisms with internal reaction loops 

provide a mechanism for low programmable 

catalyst energy efficiency; energy input to perturb 

the catalyst between states could be consumed to 

‘pump’ reactions in loops rather than promoting 

reactions towards the desired overall reaction 

product. This challenge becomes more complex in 

more complex reaction networks (Figure 1a) where 

multiple small catalytic loops can combine to 

interact or form larger loops comprised of four or 

more species. A fundamental understanding of the 

net flux of molecules around a catalytic loop in a 

programmable catalyst is needed to understand the 

extent of oscillatory net flow of molecules, the 

directionality of catalytic loops, and strategies to 

control them for the benefit of controlling catalytic 

reaction networks. 

In this work, the loop reaction depicted in 

Figure 1b was simulated to understand the 

conditions leading to net positive or net negative 

loop turnover frequencies. Through variation of the 

dynamic parameters (e.g., frequency) and the 

chemical reaction scaling parameters defining the 

catalyst surface, the behavior of the reaction 

network system and its response to catalytic 

perturbation was explored to identify classes of 

unique behavior. Initial simulations demonstrated 

case studies of chemical and dynamic parameters 

leading to nonzero loop turnover frequencies, with 

presentation of dynamic steady state solutions (i.e., 

limit cycles) highlighting the general behavior of 

catalytic loops in dynamic operation.  This strategy 

demonstrated the potential for molecules to flow in 

catalytic loops, to oscillate between only two of 

three species, or for perturbations to limit reactions 

to single surface species.  Finally, more 

complicated surface programs were shown to 

provide capability to control the loop turnover 
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frequency, with variation of the input determining 

clockwise or counterclockwise molecular flow. 

 

2.0 Methods.  The reaction network was modeled 

using Julia 1.9.0 and computational resources at the 

Minnesota Supercomputing Institute (MSI). The 

model accounts for surface conversion of A*, B*, 

and C*; adsorption and desorption energies were 

considered too large to contribute to the chemical 

system (molecules stayed on the surface), and a 

thermoneutral reaction, ∆𝐺 of the gas phase 

conversions is zero. The microkinetic model 

includes for three elementary steps, each a 

unimolecular, reversible surface reaction,  

 

𝐴∗  
𝐾1
↔   𝐵∗     (Eq. 2) 

 

𝐵∗  
𝐾2
↔   𝐶∗     (Eq. 3) 

 

𝐶∗  
𝐾3
↔  𝐴∗     (Eq. 4) 

 

The binding energy of each species changes in 

accordance with the forced dynamic nature of the 

perturbation to the catalyst. The model describes 

the catalytic state through the descriptor of the 

binding energy of species A* (−∆𝐻𝐴 = BEA) and 

the forced perturbation of the catalyst state through 

the amplitude of the imposed waveform (∆𝑈𝐴 =
∆𝐵𝐸𝐴). This oscillation is defined also by a 

frequency, f, a waveform shape, and a duty cycle, 

φ, defined as the fraction of a full oscillation spent 

in catalyst state 1. 

In specifying the reaction coordinate for a given 

catalytic state, the binding energies of the adsorbed 

species B* and C*, as well as the activation energy 

for all three reactions, are defined relative to the 

binding energy of species A*. The binding energies 

of the other adsorbed species, B* and C*, are 

modeled using linear scaling relationships, defined 

through two parameters: gamma, γ, and delta, δ. 

𝛾 represents the linear slope between driven 

changes in the binding energy of species A* to that 

of species B* and C*, while 𝛿 represents the 

catalytic state in which two surface species have 

equivalent surface enthalpy.[29,16] 

 

𝛾𝐵−𝐴 =
∆𝐵𝐸𝐵

∆𝐵𝐸𝐴
     (Eq. 5) 

 

𝐵𝐸𝐴 = 𝛿𝐵−𝐴;  𝐵𝐸𝐵 = 𝛿𝐵−𝐴 + ∆𝐻𝑟𝑥𝑛,𝐴→𝐵  
(Eq. 6)  

 

Utilizing these two parameters to define the binding 

energies of species B* and C* in terms of the 

binding energy of A* yield equations 6 and 7, as 

derived the supporting information, under the 

assumption of a thermoneutral reaction.  

 

 𝐵𝐸𝐵 = 𝛾𝐵−𝐴 𝐵𝐸𝐴 + (1 − 𝛾𝐵−𝐴) 𝛿𝐵−𝐴   (Eq. 7) 

 

 𝐵𝐸𝐶 = 𝛾𝐶−𝐴 𝐵𝐸𝐴 + (1 − 𝛾𝐶−𝐴) 𝛿𝐶−𝐴 (Eq. 8) 

 

The activation enthalpies of the forward 

direction of each unimolecular elementary step are 

defined using the Brønsted-Evans-Polanyi 

relationship, which assumes a linear correlation 

between the activation energy and the heat of 

surface reaction.[30,31,32] For the first elementary step 

of the cyclic reaction, the activation energy can be 

determined in all catalyst states by equation 9. 

 

𝐸𝑎.𝐴 = 𝛼1∆𝐻𝑅,1 + 𝛽1   (Eq. 9) 

 

Definition of the three binding energies and 

three activation energies at each catalytic state 

provides the necessary information to form a full 

microkinetic model of the surface reaction. In 

computation of the forward rate constants, the pre-

exponential factors were calculated using transition 

state theory, assuming a transmission coefficient of 

1, such that the pre-exponential is 
𝑘𝐵 𝑇

ℎ
, computed at 

the set reaction temperature. Equilibrium rate 

constants arise from the definition of 

thermodynamic equilibrium, and the reverse rate 

constant is yielded from the other two to ensure 

thermodynamic consistency. For this model, the 

entropy change for the surface reaction is assumed 

to be negligible relative to the heat of surface 

reaction. 

In accordance with the principle of microscopic 

reversibility, it also stands that for each catalyst 

state individually, 𝑘3𝑘2𝑘1 = 𝑘−1𝑘−2𝑘−3, which 

yields the reciprocal relationship in Equation 1. 

Rate equations were formulated for each 

elementary step in accordance with mass-action 

kinetics. As this model only accounts for the 

conversion on the surface of the catalyst, with no 

absorption or desorption of the species, the total 

surface coverage of species was set to 1.0 such that 
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there are no vacant sites (𝜃∗ = 0). Full derivation 

of the microkinetic model can be found in the 

supporting information.  

Catalyst oscillation was modeled using a variety 

of waveforms. In the case of a square waveform, the 

catalyst is in only one state at a time and switches 

instantaneously between states; this waveform 

shape can be applied to a system including two or 

more distinct catalyst states. When integrating 

systems with  square waveform dynamics, 

callbacks were implemented to provide continuous 

integration across the instantaneous changes in 

catalyst states. Sinusoidal waveforms were also 

evaluated by including a temporal dependence of 

the catalyst descriptor such that the integrator varies 

the binding energy of species A as it solves the 

species balances. The sinusoidal waveform begins 

at the lower endpoint of catalyst oscillation, 

Parameter Units Description 

𝛼1  None Bronsted-Evan-Polanyi (BEP) relationship slope, the proportionality constant 

between the heat of the surface reaction A ← → B and the activation energy of the 

forward direction of the reaction. 

𝛼2  None BEP proportionality constant for B ← → C. 

𝛼3  None BEP proportionality constant for C ← → A. 

𝛽1  eV BEP relationship constant offset. A constant defining the activation energy of the 

forward direction of A ← → B in the case of the elementary step being energetically 

neutral (heat of the surface reaction equals zero) 

𝛽2  eV BEP constant offset for B ← → C. 

𝛽3  eV BEP constant offset for C ← → A. 

𝛾𝐴−𝐵  None Linear scaling relationships, the proportionality constant defining the linear slope 

between driven changes in the binding energy of species A to the corresponding 

change in binding energy of species B. 

𝛾𝐴−𝐶   None Linear scaling relationships, the linear slope between driven changes in the binding 

energy of species A to the corresponding change in binding energy of species C. 

𝛿𝐴−𝐵  eV Linear scaling relationships, a constant representing the catalytic state in which 

surface species A* and B* have equivalent surface enthalpies. 𝛿𝐴−𝐵 is equal to the 

surface enthalpy at which this occurs. 

𝛿𝐴−𝐶   eV Linear scaling relationships, a constant representing the catalytic state in which 

surface species A* and C* have equivalent surface enthalpies. 𝛿𝐴−𝐶  is equal to the 

surface enthalpy at which this occurs. 

𝜃𝑠𝑝𝑒𝑐𝑖𝑒𝑠   None The total surface coverage of all bound species. In the absence of absorption and 

desorption, the number of empty catalytic sites is constant. The total surface coverage 

is equivalent to 1 minus the surface coverage of the vacant sites. 

Temperature (T) K The temperature of the reactor, dictating the temperature at which the reaction 

proceeds. 

𝐵𝐸𝐴  eV Lower bound of catalytic perturbation. Starting state of the catalyst as described by 

the binding energy of species A, which is equivalent to the additive inverse of the 

heat of adsorption of species A.  

∆𝐵𝐸𝐴  eV The amplitude of the dynamic oscillation. In the case of a square waveform this 

marks the difference between the binding energy of A in state 1 vs. state 2. In a 

sinusoidal case, this marks half the distance between the upper and lower bounds of 

perturbation. 

f 𝑠−1  The frequency of oscillation, the inverse of the time it takes for one whole oscillation 

of the catalyst. 

Surface waveform 

shape 

 Describes the shape of the waveform of catalytic perturbation. In a square waveform, 

the catalyst switches in between two states instantaneously. In a sinusoidal waveform 

the catalyst oscillates between an upper and lower bound, such that the binding 

energy of species A has a sinusoidal dependence on time. 

Duty Cycle % For square waveforms, the duty cycle describes the fraction of one oscillation spent in 

catalyst state 1. One minus the duty cycle describes the fraction of one oscillation 

spent in catalyst state 2. 

 

Table 1. Model parameters for forced dynamic simulations. 
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referred to as state 1 in the square waveform case, 

and exhibits an oscillation amplitude, such that the 

highest binding energy obtained is consistent with 

catalyst state 2, in a two state square waveform 

system. The frequency of oscillation is defined the 

same in both sinusoidal and square waveforms. 

The reaction model was integrated using 

Rosenbrock23 in Julia 1.9.0. Integration was 

performed with a relative tolerance of 10 -8 and an 

absolute tolerance of 10 -10. A maximum number of 

oscillations was pre-selected and set sufficiently 

high to allow for all simulations to converge on 

their steady state solution. For the simulations in 

this work, 10,000 seconds of reaction was sufficient 

time.  

Once the maximum number of oscillations was 

set, the callback set responsible for periodic 

changes to the catalyst surface was defined. The 

callback set was expanded to include a periodic 

check for steady state after every ten oscillations. 

The condition for steady state was defined using the 

time-average of each elementary rate over two 

oscillations. Once the difference  between those 

time-averaged quantities was less than a set 

tolerance of 10-5, the integration was terminated. 

This difference was computed as a percent 

difference for time-averaged rates greater than one 

and an absolute difference for time-averaged rates 

less than one. This analysis effectively checked that 

each elementary rate was equal within the set 

tolerance (�̅�1 = �̅�2 = �̅�3). Upon terminating the 

integration, the solution was returned. At dynamic 

steady-state (i.e., limit cycle), no species 

accumulate on the surface, motivating the analysis 

of the time-averaged elementary rates over 

complete catalytic oscillations previously outlined.  

Ternary plots provided graphical representation 

of the surface coverages of all three species with the 

progression of time. Python 3 and the python-

ternary matplotlib plotting library were used to 

create ternary plots from imported data compiling 

the surface coverages of each surface species in 

time. 

The loop reaction was specified through eleven 

chemistry parameters (three sets of 𝛼 and 𝛽, two 

sets of 𝛾 and 𝛿, and 𝜃𝑠𝑝𝑒𝑐𝑖𝑒𝑠), five dynamic 

parameters (oscillation start point 𝐵𝐸𝐴, amplitude 

∆𝐵𝐸𝐴, frequency 𝑓, surface waveform shape, and 

the duty cycle of the waveform), and the reaction 

temperature (T) defined in Table 1. As this model 

addressed only a surface reaction, the initial surface 

coverages of each species was set prior to 

integration, most often being equal coverages of 

each species (θA = θB = θC = 1/3 at t = 0), except in 

the cases for exploring the effect of varying the 

initial coverages. 

 

3.0 Results and Discussion. Evaluation of the 

triangle reaction under dynamic conditions is 

complicated by the large parameter space needed to 

fully specify three elementary reactions and the 

variation of catalytic states. For this reason, 

simulations considered several case studies of 

parameter sets that exhibit unique behavior 

including positive or negative loop turnover 

frequency, oscillation between two conditions, 

termination at a single concentration, or three state 

programs that drive reactions either forward or 

backward.  

3.1 Positive Loop turnover frequency. The 

chemistry parameters of the triangle reaction 

system were initially selected to evaluate a single 

case from the substantial full parameter space; the 

reaction coordinate for the considered loop reaction 

of A* to B* to C* to A* is depicted in Figure 2a. 

Upon programmed changes in the binding energy 

of A*, driven by catalyst perturbation between state 

1 and 2, the binding energies of species B* and C* 

as well as the activation energy of each elementary 

step shifted accordingly. For this set of selected 

parameters, both gamma relationships, γ𝐵−𝐴 = 1.5 

and γ𝐶−𝐴 = 0.5, were positive indicating that the 

binding energies all changed in the same direction 

(i.e., strengthened when moving from state 1 to 

state 2).  

Application of a square wave to the catalyst 

yielded a periodic solution of surface coverages and 

elementary rates versus time, as shown in Figure 

2b. When starting initially in state 1 with equal 

coverages of A*, B*, and C* (θA = θB = θC = 1/3), 

all B* molecules on the surface reacted to form C*. 

In state 1, C* is in an energetic low state, leading to 

its accumulation on the surface. Then, when the 

catalyst switched to state 2, C* weakened in 

binding energy relative to A*, such that the forward 

reaction was favorable leading to the generation of 

A* on the surface, then B*. As the oscillation 

continued, switching between the two catalyst 

states promoted the formation of a full loop 

reaction, with no net accumulation of a given 

species on the surface. After the first check for 
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Figure 2. Positive loop turnover frequency in the triangle surface reaction.  Simulated data in each panel uses the same chemical 

dynamic parameters (αA = 0.6, αB = 0.8, αC = 0.8, βA = 0.8 eV, βB = 0.8 eV, βC = 0.8 eV, γ𝐵−𝐴 =1.5 , γ𝐶−𝐴 = 0.5, 𝛿𝐵−𝐴 = 0.8 eV, 

δ𝐶−𝐴 = 0.8 eV).  The reaction temperature (T = 298.15 K) and the minimum binding energy of A* corresponds to state 1 (BEA,1 

= 0.6 eV) for all simulations. (a) State-energy diagram of the programmable catalyst switching between state 1 and state 2, with 

an amplitude of oscillation of ∆𝐵𝐸𝐴 = 0.7 eV. (b) Square wave perturbation of the catalyst yields a periodic variation for the 

surface coverage of each species and each elementary rate. The elementary rates are predominantly positive, with only rate 2 

switching to slightly negative in catalyst state 2, indicating a positive loop turnover frequency. The initial condition for this 

simulation involved equal coverages of A*, B*, and C*; such that initially: 𝜃𝐴 = 𝜃𝐵 = 𝜃𝐶 = 1/3. (c) Ternary plot of the surface 

coverages from panel b. (d-e) Variation of the initial surface coverages of A*, B*, and C*, indicating the start of the simulation 

with an x. All initial surface coverages lead to dynamic convergence of the same limit cycle. (f-h) Effect of amplitude and 

frequency of oscillation on the limit cycle of surface coverages. (i) Effect of waveform shape on the limit cycle of surface 

coverages. (j) Dependence of the loop turnover frequency of the reaction on the dynamic parameters dictating catalyst perturbation: 

applied frequency and amplitude of oscillation.  
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steady state, this system reached the steady state 

limit cycle, yielding a loop turnover frequency of 

9.18 s−1. In other words, 9.18 moles of molecules 

per mole of catalytic sites per second traverse the 

catalytic loop (A* to B* to C* to A*) when a square 

wave was applied to the catalyst surface at 10 Hz. 

The evolution of the catalytic surface depicted in 

Figure 2b was also represented with a ternary plot 

in Figure 2c of the three surface species, A*, B*, 

and C*, which at all times summed to unity when 

there were no open sites (θ* = 0). Starting from the 

middle of the ternary diagram, the initial reaction 

trajectory (dashed line) moved outward first 

increasing in C*. Upon the switch in catalyst state, 

A* began to accumulate which reacted to form B*, 

as evident by the curved portion of the limit cycle. 

After two complete oscillations, the trajectory 

reached the steady state solution limit cycle 

identified as the thick continuous line. Every 

subsequent square wave cycle moved along the 

limit cycle, which for this set of chemical and 

dynamic parameters was close to the ternary plot 

boundaries associated with high coverages of B* 

and C*.  

An important behavior of the oscillating triangle 

reaction was the convergence of the reaction to a 

limit cycle independent of initial conditions. As 

shown in both Figure 2d and 2e, variation of the 

initial surface coverages for the selected set of 

dynamic parameters yielded dynamic convergence 

upon the same limit cycle, providing evidence that 

within the spatial limits of the defined problem, 

there existed only one dynamic steady-state 

solution. Reactions with initial surface coverages 

inside the final limit cycle exhibited trajectories that 

moved outward in the ternary plot, while reactions 

with initial surface coverages outside the final limit 

cycle displayed trajectories that moved inward, 

toward the limit cycle. 

The speed of convergence of the reaction 

trajectory to a limit cycle at oscillatory steady state 

depended on the amplitude and frequency of the 

catalyst oscillation. Increasing the frequency of 

oscillation from 10 Hz in Figure 2c to 25 Hz in 

Figure 2d decreased the time the catalyst stays in 

each state and yielded a smaller overall limit cycle 

within the ternary diagram. Alternatively, 

decreasing the frequency of catalyst oscillation to 5 

Hz in Figure 2e increased the time the catalyst 

remained in each state and produced a large overall 

limit cycle within the ternary diagram. This 

behavior was consistent with the energy diagram of 

Figure 2a; in either state, one surface species was 

lowest in energy such that fixed catalyst conditions 

eventually yielded a 𝜃𝐶 of ~1.0 in state 1 and a 𝜃𝐵 

of ~1.0 in state 2. Therefore, at low frequencies, 

sufficient time was provided for the reaction to 

achieve static equilibrium in each catalyst state, and 

the trajectory was observed to approach the 

respective corner of the ternary plot. Alternatively, 

a rapidly switching catalyst did not provide 

sufficient time for the reaction to progress far from 

the middle of the ternary plot yielding small overall 

limit cycles. 

Variation of the catalyst waveform shape varied 

the productivity of the reactive loop. Because a 

square waveform shape spent a greater amount of 

time at the two extreme boundaries of the catalyst 

oscillation, it exhibited a greater conversion of 

molecules on the surface relative to a sinusoidal 

wave form, as shown in Figure 2i. Application of a 

square waveform oscillation produced a loop 

turnover frequency of 9.18 s -1, while the sinusoidal 

oscillation produced a loop turnover frequency of 

only 4.97 s -1. 

Analysis of a loop turnover frequency provided 

insight into both the directionality of the loop and 

the rate at which molecules circulated on the 

surface. An increase in the applied frequency of 

oscillation yielded a higher loop turnover 

frequency. Despite lower conversion on the surface 

at high frequencies, as depicted by the smaller 

steady-state limit cycles in Figure 2f-2h, a higher 

frequency yielded an increased rate at which the 

molecules move around the loop. With the increase 

of the applied oscillation frequency at a given 

amplitude of oscillation, the loop turnover 

frequency exhibited asymptotic behavior as it 

increased before reaching its maximum potential 

loop turnover frequency, as shown in Figure 2j. At 

low applied frequencies (< 0.1 Hz), a small, almost 

negligible, loop turnover frequency was observed. 

With increasing amplitude of oscillation, the 

‘molecular pumping’ effect of the dynamic catalyst 

became more powerful, yielding higher loop 

turnover frequency at a given applied frequency.  

3.2 Negative Loop turnover frequency. The 

chemistry parameters of the triangle reaction 

system were changed to evaluate a new case in 

which the molecules reacted in a counterclockwise 

direction, corresponding to a negative loop turnover 

frequency, as opposed to the clockwise direction in 
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the previous case, which corresponded to a positive 

(by definition) loop turnover frequency. The 

reaction coordinate energy diagram for the 

considered loop reaction of A* to C* to B* to A* is 

depicted in Figure 3a.  

For the dynamic catalyst operating at 10 Hz, a 

periodic solution resulted for the surface coverages 

and elementary rates versus time, as shown in 

Figure 3b. Starting with equal surface coverages of 

all surface species with the catalyst in state 1, all C* 

Figure 3. Negative loop turnover frequency in the triangle surface reaction.  Simulated data in each panel uses the 

same chemical dynamic parameters (αA = 0.2, αB = 0.2, αC = 0.2, βA = 0.8 eV, βB = 0.8 eV, βC = 0.9 eV, γ𝐵−𝐴 =0.4 , 

γ𝐶−𝐴 = 1.6, 𝛿𝐵−𝐴 = 0.8 eV, δ𝐶−𝐴 = 0.8 eV,).  The reaction temperature (T = 298.15 K) and the minimum binding 

energy of A* corresponds to state 1 (BEA,1 = 0.6 eV) for all simulations. (a) State-energy diagram of the programmable 

catalyst switching between state 1 and state 2, with an amplitude of oscillation of ∆𝐵𝐸𝐴 = 0.7 eV. (b) Square wave 

perturbation of the catalyst yields a periodic variation for the surface coverage of each species and each elementary 

rate. The elementary rates are always positive indicating a positive loop turnover frequency. The initial condition for 

this simulation involved equal coverages of A*, B*, and C*; such that initially: 𝜃𝐴 = 𝜃𝐵 = 𝜃𝐶 = 1/3. (c) Ternary 

plot of the surface coverages from panel b. (d) Dependence of the loop turnover frequency of the reaction on the 

dynamic parameters dictating catalyst perturbation: applied frequency and amplitude of oscillation. (e-g) Effect of 

amplitude and frequency of oscillation on the limit cycle of surface coverages.  

https://doi.org/10.26434/chemrxiv-2023-xmb84 ORCID: https://orcid.org/0000-0001-5810-1953 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2023-xmb84
https://orcid.org/0000-0001-5810-1953
https://creativecommons.org/licenses/by-nc-nd/4.0/


 

____________________________________________________________________________ 
 
Murphy, et al.   Page 10 

on the surface reacted to form B*. Upon switching 

to catalyst state 2, the B* reacted to form A*, which 

proceeded to form C*. As oscillation continued, a 

full loop formed such that the reaction proceeded 

from A* to C* to B* to A*, a counterclockwise 

route about the loop reaction. The elementary rates 

of this reaction were less than 0, confirming the 

flow of molecules in the negative direction. The 

system rapidly approached a steady-state limit 

cycle, depicted in Figure 3c, achieving a loop 

turnover frequency of -8.76 s−1.  

The loop turnover frequency for this reaction 

was negative for all variations of the evaluated 

oscillation frequency and amplitude. As shown in 

Figure 3d, increasing the applied frequency 

resulted in a more negative loop turnover 

frequency. Despite the lower conversion of 

molecules in one oscillation, as seen by the limit 

cycles that shrink with increasing frequency in 

Figure 3e-3g, the increase in number of oscillations 

per second drove an increase in molecular flux on 

the surface in the counterclockwise direction, 

consistent with a more negative loop turnover 

frequency. Increasing the amplitude of oscillation 

led to a more negative loop turnover frequency and 

higher conversion on the catalyst surface. 

Increasing the amplitude of oscillation enhanced 

the ‘catalytic molecular pumping’ effect of the 

dynamic surface. Increased amplitude lead to a 

greater input of energy to drive the reaction in a 

loop, as revealed through the increase in the 

absolute value of the loop turnover frequency, 

consistent with the same observation in the positive 

loop turnover frequency case. 

3.3 Catalyst Surface Poisoning. Application of 

dynamic catalyst surfaces to the triangle reaction 

resulting in a net flow of the molecules in a loop 

does not necessarily extend to all parameter sets. 

One case in which dynamic oscillation produces a 

negligible loop turnover frequency involves a 

steady-state solution in which one catalyst species 

covers all available catalyst sites. This behavior, 

sometimes referred to as ‘poisoning’ of the catalyst 

surface, occurs when one species binds to the 

catalyst surface at a higher binding energy than all 

other species. In the case of a dynamic catalyst, if 

one species binds most tightly to the surface such 

that it is thermodynamically favored in all catalyst 

states, that species will accumulate on the surface 

as oscillation proceeds with time until all catalyst 

sites are occupied by that species. 

This behavior was simulated for the triangle 

reaction for three distinct cases under dynamic 

operation (f of 10 Hz): (i) high coverage of A*, (ii) 

high coverage of B*, and (iii) high coverage of C*. 

As shown in Figure 4a, a triangle reaction with A* 

most tightly bound to the surface at both catalyst 

states was simulated. Application of catalyst 

oscillation with initially equal coverage of each 

species on the surface (θA = θB = θC = 1/3) lead to 

the depletion of B* and C* and generation of A* 

with time as the system approached steady state. 

The steady-state solution was θA = 1.0, with 

negligible amounts of B* and C* on the surface. 

Plotting the simulated data on a ternary plot, shown 

in Figure 4b, displays a trajectory that moves from 

the initial conditions at the center of the plot, 

denoting equal surface coverage of all three species, 

to the bottom left corner of the plot, denoting 

complete coverage of A*.  

Achieving complete coverage of B* on the 

surface was depicted in Figure 4c-4d, as a reaction 

energy diagram for B* to be most tightly bound in 

both catalyst states. As oscillation proceeded, C* 

and A* depleted, producing a surface coverage 

trajectory that moved from the center of the plot to 

the top corner, denoting a steady state solution of θB 

= 1.0. 

Similarly, achieving complete coverage of C* 

on the surface is depicted in Figure 4e-f. This 

dynamic reaction energy diagram was generated by 

changing the values of  γ𝐵−𝐴 and γ𝐶−𝐴 from the 

previous case, now resulting in C* as the most 

tightly bound surface species. The activation 

barriers were also modified to yield favorable 

reaction to C* from the other surface species. 

Oscillating the catalyst surface promoted the 

depletion of B* and A*. In Figure 4f, it was 

apparent by the two straight portions of the 

trajectory that B* reacted to C* more readily than 

A*, which was simply a consequence of the energy 

barriers as defined by the selected reaction 

parameters. The reaction trajectory began at the 

center of the plot and moved towards the bottom 

right corner, denoting complete coverage of C* and 

a steady state solution of θC = 1.0. 

Each of these three cases correspond with a 

steady state solution of one species covering all 

available catalyst sites; however, this lack of 

observable molecular flow about the loop does not 

imply a loop turnover frequency of zero. Rather, in 

each of the three cases, there is a small, but non- 
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zero loop turnover frequency. For an applied 

frequency of 10 Hz, at a steady state coverage of θA 

= 1.0, there was a loop turnover frequency of -

0.00015 s -1, indicating that in the presence of 

catalyst perturbation, despite A* being 

energetically favored, a slight negative loop 

turnover frequency was still observed. This is 

similarly observed for the case of θB = 1.0 at steady 

state where the observed loop turnover frequency 

was 0.0081 s -1 and for θC = 1.0 which had an 

observed loop turnover frequency of -1.3●10-5 s -1. 

These tiny loop turnover frequencies indicate that 

even parameter sets that heavily favor surface 

coverages of a single species exhibit non-zero loop 

turnover frequencies, even if they might have 

negligible impact on the overall catalytic reaction 

rate of a chemical network. 

3.4 Oscillation between Two Surface Species. A 

set of parameters was selected for a reaction that 

produced a steady state oscillation predominately 

between two surface species upon oscillatory 

catalyst perturbation. The reaction coordinate for 

driven oscillation between B* and C* is depicted in 

Figure 5a. In both catalyst states 1 and 2, A* 

remained highest in energy; therefore, conversion 

to A* on the surface was never thermodynamically 

favorable (Figure 5b). In state 1, B* was in an 

energetically low state, but upon a switch to state 2, 

C* became most tightly bound, in an energetically 

low state. As the switch in the species that is most 

tightly bound correlated with a switch in the 

A

B

C

a c e

b d f

A A

B B

CC

Figure 4. Favoring of one species on the surface in the triangle surface reaction. Simulated data in each panel uses 

the same parameters describing the dynamic catalyst surface with an applied square waveform (BEA = 0.6 eV, ∆BEA 

= 0.7 eV, f = 10 Hz, ∅ = 50%). (a) State-energy diagram of the programmable catalyst switching between state 1 and 

2, with the following chemistry parameters: αA = 0.4, αB = 0.4, αC = 0.4, βA = 0.8 eV, βB = 0.8 eV, βC = 0.85 eV, γ𝐵−𝐴 

=0.8 , γ𝐶−𝐴 = 0.6, 𝛿𝐵−𝐴 = 0.2 eV, δ𝐶−𝐴 = 0.2 eV. (b) Ternary plot of the periodic solution from the simulation which 

leads to full coverage of A* on the surface at steady-state. (c) State-energy diagram of the programmable catalyst 

switching between state 1 and 2, with the following chemistry parameters: αA = 0.6, αB = 0.8, αC = 0.6, βA = 0.8 eV, 

βB = 0.8 eV, βC = 0.8 eV,  γ𝐵−𝐴 = 1.4, γ𝐶−𝐴 = 0.7, 𝛿𝐵−𝐴 = 0.5 eV, δ𝐶−𝐴 = 0.5 eV. (d) Ternary plot of the periodic 

solution from the simulation which leads to full coverage of B* on the surface at steady-state. (e) State-energy diagram 

of the programmable catalyst switching between state 1 and 2, with the following chemistry parameters: αA = 0.8, αB 

= 0.4, αC = 0.6, βA = 0.8 eV, βB = 0.8 eV, βC = 0.8 eV,  γ𝐵−𝐴 = 0.7, γ𝐶−𝐴 = 1.4, 𝛿𝐵−𝐴 = 0.5 eV, δ𝐶−𝐴 = 0.5 eV. (f) 

Ternary plot of the periodic solution from the simulation which leads to full coverage of C* on the surface at steady-

state. 
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catalyst state, it was intuitive that oscillation 

between those two species existed as the catalyst 

oscillated between the two states. 

The periodic solution of this dynamic system is 

depicted in Figure 5b and shown on a ternary plot 

in Figure 5c. Starting initially with equal surface 

coverages of each species (θA = θB = θC = 1/3), A* 

depleted on the surface as the catalyst oscillated 

between states 1 and 2; state 1 promoted the 

accumulation of B*, and state 2 promoted the 

accumulation of C*. After three complete 

oscillations, the system reached steady state 

oscillation between θB ~ 1.0 and θC ~ 1.0, as shown 

BEA = 0.70 eV

f = 10 Hz

BEA = 0.70 eV

f = 50 Hz

BEA = 0.70 eV

f = 100 Hz

a b

c B

C

d B

C

e B

C

f B

C

BEA = 0.60 eV

f = 10 Hz

g B

C

BEA = 0.80 eV

f = 50 Hz

h B

C

BEA = 0.60 eV

f = 100 Hz

Figure 5. Oscillation between two surface species. Simulated data in each panel uses the same chemical dynamic 

parameters (αA = 0.2, αB = 0.6, αC = 0.8, βA = 0.8 eV, βB = 0.8 eV, βC = 0.8 eV, γ𝐵−𝐴 = 0.5, γ𝐶−𝐴 = 1.5, 𝛿𝐵−𝐴 =
1.7eV, δ𝐶−𝐴 = 0.3 eV,).  The reaction temperature (T = 298.15 K) and the minimum binding energy of A* corresponds 

to state 1 (BEA,1 = 0.6 eV) for all simulations. (a) State-energy diagram of the programmable catalyst switching 

between state 1 and 2 to drive reaction back and forth between B* and C*. (b) Square wave perturbation of the catalyst 

applied at a frequency of 10 Hz yields depletion of A* on the surface and reaction back and forth between B* and C*.  

(c) Ternary plot depicting the data shown in b. (d-e) Increasing the applied frequency of catalyst oscillation. (f-h) 

Decreasing the amplitude of oscillation decreases the energy provided to drive molecular oscillation, while increasing 

the amplitude results in a shift in the range of oscillation. 
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by the solid pink line along the right side of the 

ternary plot in Figure 5c. 

Increasing the frequency of oscillation 

decreased the time the catalyst existed in each 

catalyst state, thereby limiting the conversion of B* 

to C* in state 2 and C* to B* in state 1. Frequencies 

of 50 Hz and 100 Hz are shown in Figure 5d and 

5e. At a frequency of 50 Hz the steady state solution 

oscillated between θB = 0.65, θC = 0.35 and θB = 0.1, 

θC = 0.9. At a frequency of 100 Hz the steady state 

solution oscillated between θB = 0.5, θC = 0.5 and θB 

= 0.18, θC = 0.82.  

Decreasing the amplitude of catalyst oscillation 

decreased the extent of surface coverage oscillation 

between catalyst states. Relative to an amplitude of 

∆BEA = 0.7 eV, decreasing the amplitude to 0.6 eV 

at both 10 and 100 Hz showed a decrease in the 

range of oscillating surface coverages (Figure 5f 

and 5h), indicative of the decrease in energy 

provided by catalyst oscillation. In this system, 

increase of the oscillation amplitude yielded a shift 

in the range of oscillating surface coverages, 

producing full surface coverage of C* when the 

catalyst existed in State 2, as shown in Figure 2g. 

3.5 Application of Three Catalyst States. 

Increasing the complexity of the applied waveform 

from oscillation between two states to oscillation 

between three states provided for greater control of 

the surface reaction behavior. The three catalyst 

states were defined using the same metrics as a two-

state system, where now ∆BEA indicates the 

amplitude of oscillation between state 1 and state 3 

with state 2 existing equally between them. 

Chemistry parameters were selected such that each 

catalyst state corresponded with the formation of 

one of the surface species (i.e., that species was 

lowest in energy). As illustrated in Figure 6a, state 

1 favored full coverage of C* at equilibrium, state 

2 yielded A*, and state 3 yielded B*. Since each 

state favors its own species, it was proposed that the 

order of catalyst states in which the oscillation is 

applied can control the direction of molecular flow 

about the loop.  

Application of a waveform that switched the 

catalyst surface from state 1 to 2 to 3 and then back 

to state 1 yielded the periodic solution of surface 

coverages and elementary rates shown in Figure 

6b. Starting with equal coverages of each species 

(θA = θB = θC = 1/3) in state 1, all A* and B* reacted 

on the surface to form C*. Upon switching to 

catalyst state 2, A* increased in binding energy 

relative to C*, allowing for the promotion of the 

forward reaction of C* to A*. Upon switching to 

state 3, B* increased in binding energy relative to 

A*, promoting the reaction of A* to B*. Returning 

to state 1, C* increased in binding energy relative 

to B*, promoting the forward reaction and returning 

to a surface covered in C*.  

As oscillation continued, the system approached 

a dynamic steady-state in which there was a net 

clockwise flow of molecules on the surface, 

illustrated in Figure 6c, yielding a positive loop 

turnover frequency of 2.41 s -1. Figure 6c also 

highlights a reversal of the loop turnover frequency 

at high coverages of C*, which corresponded to the 

switch from state 1 to 2. When the catalyst existed 

in state 2 with a high coverage of C*, C* reacted 

preferentially forward to form A*, yet a leak in the 

molecular rachet allowed for a small portion of C* 

to react in the reverse direction to form B*. B* 

continued reacting to A*, which produced the 

counterclockwise loop in the lower left corner of 

the ternary plot. Similar to a two-state oscillation 

system, increasing the frequency of oscillation of 

the waveform decreased the size of the surface 

coverage limit cycle, shown in Figure 6d, which 

reflected a decrease in the number of molecules 

reacting on the surface per oscillation.  

Application of the three-state square waveform 

in the reverse order effectively reversed the 

circumfluence of species on the surface. Switching 

from state 1 to 3 to 2 and then back to 1, as outlined 

in Figure 6e, yielded a periodic solution, 

generating species in the order C*→ B*→ A*→ C*. 

Figure 6f illustrates the periodic solution and the 

formation of species in each catalyst state, starting 

from equal coverages of each species (θA = θB = θC 

= 1/3).  

After the first check of steady state, this system 

had reached a dynamic steady state in which there 

was a net counterclockwise flow of molecules, 

shown in Figure 6g, producing a negative loop 

turnover frequency of -2.41 s -1. In this oscillation 

order, state 2 still exhibited a leak in the molecular 

rachet through a brief reversal of the loop turnover 

frequency. As the catalyst switched from state 3 to 

2, there was a high coverage of B* and although B* 

preferentially reacted in the reverse direction to A*, 

a small portion of B* leaked forward, reacting to 

form C*. This behavior is illustrated by the small 

clockwise loop in the inset of Figure 6g. This 

system was consistent with the positive system as 
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Figure 6. Oscillation between three catalyst states. The data simulated in each panel is described by the same chemistry parameters: αA = 

0.6, αB = 0.5, αC = 0.4, βA = 0.75 eV, βB = 0.75 eV, βC = 0.75 eV, γ𝐵−𝐴 =1.6 , γ𝐶−𝐴 = 0.4, 𝛿𝐵−𝐴 = 1.4 eV, δ𝐶−𝐴 = 0.8 eV. (a) State-energy 

diagram of three distinct catalytic states. The minimum binding energy is associated with state 1, defined by BEA = 0.6 eV. The total 

amplitude of oscillation between state 1 and 3 is ∆BEA = 1.0 eV, with an amplitude of ∆BEA = 0.5 eV between states 1 and 2. A positive 

loop turnover frequency is induced by switching from state 1 to 2 to 3 then back to 1. (b) Application of a square waveform to the catalyst 

at a frequency of 3.3 Hz, with a duty cycle of 33.3% (spending equivalent time in each of the three states), oscillating in the order of state 

1 to state 2 to state 3, then back to state 1, yields a net turnover frequency of 2.4 s -1. (c) Ternary plot of the data in (b) indicating clockwise 

circumfluence about the loop reaction. Zooming in on the bottom left corner of the plot reveals a portion of the loop exhibiting molecular 

flow in the negative direction. (d) Effect of applied frequency on the limit cycle of the 3 state system. (e) State-energy diagram of the same 

three catalyst states. A negative loop turnover frequency is induced by switching from state 1 to 3 to 2 then back to 1. (f) Application of a 

square waveform to the catalyst at a frequency of 3.3 Hz, with a duty cycle of 33.3% (spending equivalent time in each of the three states), 

oscillating in the order of state 1 to state 2 to state 3, then back to state 1, yields a net turnover frequency of -2.4 s -1. (g) Ternary plot of 

the data in (f) indicating counterclockwise circumfluence about the loop. A small loop of the opposite direction forms in the top corner of 

the plot. (h) Effect of applied frequency on the limit cycle of the 3 state system.  
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increasing the frequency of oscillation decreased 

the number of molecules that reacted in one catalyst 

oscillation, as apparent through the decreasing sizes 

of limit cycles in Figure 6h. 

Simplifying this three-state system back into 

two states (by eliminating one of the three states) 

altered the behavior of the reactive loop and 

significantly reduced the extent of loop turnover 

frequency; however, this alternative case provides 

understanding of the three-state system. Isolating 

state 1 and 2 (and eliminating state 3), illustrated in 

the state-energy diagram in Figure 7a, promoted 

oscillation between A* and C* on the catalyst 

surface. Switching from catalyst state 1 to 2 

promoted the reaction of C* to A*, while switching 

from state 2 to 1 promoted the reverse reaction of 

A* to C*. The use of catalyst state 2 allowed for the 

leakage of C* to B* when there was high coverage 

of B* at the onset of switching to state 2. This slight 

leak in the molecular ratchet yielded a small 

negative loop turnover frequency of -0.14 s -1, 

depicted by the counterclockwise direction of the 

limit cycle in Figure 7b.  

Oscillating only between catalyst states 1 and 3 

promoted oscillation between C* and B* on the 

surface, as outlined in Figure 7c. Switching from 

state 1 to 3 promoted the reverse direction as C* 

reacted to form B*, while switching from state 3 to 

1 promoted the forward direction of B* to C*. This 

oscillation produced a negligible loop turnover 

frequency at steady state, revealing the lack of net 

molecular flow about the loop. In this system, 

leakage was observed at both the onset on state 1 

and 3. The high coverage of B* on the surface as 

state 3 switched to state 1 allowed for a portion of 

the B* to react in the reverse direction to form A*, 

which reacted to C* at the onset of state 1. Then, at 

the onset of the switch from state 1 to state 3, this 

high coverage of C* allowed for leakage forward to 

A* which reacted to form B*. These two conditions 

of leakage promoted two sections of opposite loop 

turnover frequency at steady state, which canceled 

to yield a negligible loop turnover frequency. In 

Figure 7d, this is evident through the figure-eight 

shape of the steady state limit cycle.  

Oscillating only between catalyst state 2 and 3 

promoted oscillation between A* and B* on the 

surface, as outlined in Figure 7e. Switching from 

state 2 to 3 promoted the forward reaction for A* to 

B*, while switching from state 3 to 2 promoted the 

reverse. The leaky ratchet of state 2 was realized at 

the onset of state 2, when the coverage of B* was 

high, allowing for a small portion of B* to react 

forward, rather than backwards, to form C* which 

reacted further favorably to A*. This slight 

promotion of the forward loop is evident as the 

dynamic system has a loop turnover frequency of 

0.14 s -1 and the clockwise direction of the limit 

cycle in Figure 7f. 

The assessment of two-state oscillations in 

Figure 7 provides deeper understanding of the 

three-state oscillations of Figure 6. As shown in 

Figure 7, the selected two states of oscillation for 

each of the three state pairs provide a condition to 

oscillate back and forth between only two 

predominant surface species. Therefore, combining 

three catalytic states together indicates that the 

direction of loop turnover frequency can be pre-

selected by ordering the three catalytic states based 

on the strongest binding surface species. In other 

words, molecules are continuously moved down a 

free energy gradient as the surface energy changes 

with oscillation with the aid of the ratchet structure 

of the free energy diagram. 

3.6 Importance and Implications of Catalytic 

Loop Turnover Frequency for Chemical Control. 

The existence of non-zero loop turnover frequency 

under dynamic conditions poses both opportunities 

and challenges for the design and operation of 

programmable catalysts. Most reactions are 

comprised of multi-step chemistry, with 

complicated chemistries including parallel and 

series reaction networks. Consider the reaction 

network of Figure 8a, where gaseous A(g) reacts 

on a surface to form gaseous D(g) and F(g). With 

four internal three-species reaction loops, the 

reaction pathways to form either D(g) or F(g) can 

include backwards progress provided loop turnover 

frequency of one of the loops is positive or 

negative. In the extreme case that loop III (B to E 

to C to E) became dominant, the entire catalyst 

surface would be covered in the three surface 

species B, E, and C, such that the overall reaction 

flux from A(g) to D(g) and F(g) was negligible. 

Energy input to the reacting surface would then be 

provided to oscillate the binding energies of 

adsorbates flowing in a loop, with only the 

generation of heat as the net outcome. This 

hypothetical dynamic system would have low 

reaction turnover efficiency, with molecules 

essentially trapped in the internal catalytic loop. 

Even more complicated issues arise when loops 
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consist of four or more species (e.g., A* to B* to E* 

to C* to A*). 

An alternative interpretation of catalytic loops is 

depicted in Figure 8b that considers a surface 

reaction loop of three surface intermediates S1, S2, 

and S3. Interconversion of these intermediates 

consumes and produces gaseous species A(g) and 

B(g), such that the directionality of the overall 

reaction of A(g) to B(g) is determined by the 

catalytic surface loop. This type of catalytic 

reaction network could then be driven forward or 

backward dependent on the structure of the applied 

dynamic program, as demonstrated in the case 

study of Figure 6. The catalytic loop thereby serves 

as a catalytic surface pump pushing the overall 

reaction forward or backward with controllable 

external input. 

These two examples of catalytic loops operating 

under dynamic surface modulation highlight the 

challenges and opportunities that exist in complex 

(a) (b)

(c)
(d)

(e)
(f)

Negative

Positive

Figure 7. Reduction of a 3 state system to 2 states. The data simulated in each panel is described by the same chemistry parameters: 

αA = 0.6, αB = 0.5, αC = 0.4, βA = 0.75 eV, βB = 0.75 eV, βC = 0.75 eV, γ𝐵−𝐴 =1.6 , γ𝐶−𝐴 = 0.4, 𝛿𝐵−𝐴 = 1.4 eV, δ𝐶−𝐴 = 0.8 eV. 
(a) Oscillation between states 1 and 2 yields a two state system with a minimum binding energy of BEA = 0.6 eV and an oscillation 

amplitude of ∆BEA = 0.5 eV. (b) Application of a square waveform at a frequency of 3.3 Hz yields oscillation between A* and C*. 

Leakage from C* to B* in state 2 yields a negative loop turnover frequency of -0.14 s -1. (c) Oscillation between states 1 and 3 

yields a two state system with a minimum binding energy of BEA = 0.6 eV and an oscillation amplitude of ∆BEA = 1.0 eV. (d) 

Application of a square waveform at a frequency of 3.3 Hz yields oscillation between B* and C*. (e) Oscillation between states 2 

and 3 yields a two state system with a minimum binding energy of BEA = 1.1 eV and an oscillation amplitude of ∆BEA = 0.5 eV. 

(d) Application of a square waveform at a frequency of 3.3 Hz yields oscillation between A* and B*. Leakage from B* to C* in 

state 2 yields a positive loop turnover frequency of 0.14 s -1. 
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surface chemistry. Here, we have identified the 

existence of different types of loop behaviors 

including circumfluence (Figures 2 and 3), two-

species oscillations (Figure 5), and dead-end 

single-species outcomes (Figure 4) in addition to 

the potential benefits of applying more complex 

programs to control reaction loops (Figure 6). This 

complexity will expand with combinations of 

reaction loops (Figure 8), such that fundamental 

understanding and the ability to predict net flow of 

molecules in networks will ultimately dictate our 

ability to program surface chemistry for catalytic 

reaction control. 

Future work aims to provide global 

understanding of catalytic loop turnover frequency 

in three species loops, larger 4+ species loops, and 

combinations of loops as they pertain to catalytic 

reaction networks. It remains to be determined if 

simple predictors that account for all of the 

chemical reaction parameters and applied program 

oscillation parameters can be identified to 

predetermine loop turnover frequency for any of 

these systems, including the simplest three-species 

catalytic loops. 

 

4.0 Conclusions.  The chemical behavior of a loop 

of three elementary surface reactions was evaluated 

by microkinetic modeling to assess the extent of 

flux of molecules around the loop (forward or 

backward) for a surface undergoing square or 

sinusoidal wave oscillations in electronic state. This 

system accounted for changes in surface energies 

via both linear scaling between each surface species 

(A*, B*, and C) and linear scaling of transition 

states (Ea1, Ea2, Ea3) for varying parameters of 

applied oscillation frequency, f, amplitude, ΔBEA, 

oscillation energy lower bound, oscillation shape 

(square or sinusoidal wave), and initial surface 

conditions (𝜃𝐴
° , 𝜃𝐵

° , and 𝜃𝐶
° ). Parameter sets were 

identified to demonstrate three classes of behaviors 

for two-state dynamic programs including: (i) 

significant loop turnover frequency in excess of 1 s-

1 in either clockwise or counterclockwise direction, 

(ii) oscillation of the surface between 

predominately two surface species with negligible 

overall loop turnover frequency, and (iii) 

termination of the reaction with a surface 

predominately covered in only one surface species. 

More complicated behavior was observed for 

dynamic programs consisting of three energy states, 

such that catalytic loop turnover frequency could be 

switched between positive (clockwise) and 

negative (counterclockwise) flux of molecules 

around the catalytic loop depending on the design 

of the applied program. The significant number of 

parameters associated with both the dynamic 

chemical surface reactions and the applied dynamic 

program prohibits a priori identification of a simple 

descriptor for predicting catalytic loop turnover 

frequency. 
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Figure 8. Implications of Dynamic Catalytic Loops. (a) A reaction converting gaseous A to gaseous products D 

and F occurring through network of surface intermediates B, C, and E could exhibit reaction progression in a loop 

that limits the net overall reaction flux. (b) A surface reaction loop between surface species S1, S2, and S3 could 

reactor or form gaseous A and B, with the product being selected by the directionality of the reaction loop. 
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