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An efficient implementation of zero-field splitting parameters based on the work of Schmitt et al. [J. Chem. Phys.
134, 194113 (2011)] is presented. Seminumerical integration techniques are used for the two-electron spin–dipole
contribution and the response equations of the spin–orbit perturbation. The original formulation is further generalized.
First, it is extended to meta-generalized gradient approximations (meta-GGAs) and local hybrid functionals. For these
functional classes, the response of the paramagnetic current density is considered in the coupled-perturbed Kohn–Sham
(CPKS) equations for the spin–orbit perturbation term. Second, the spin–orbit perturbation is formulated within the
relativistic exact two-component (X2C) theory and the screened nuclear spin–orbit (SNSO) approximation. Accuracy
of the implementation is demonstrated for transition-metal and diatomic main-group compounds. The efficiency is
assessed for Mn and Mo complexes. Here, it is found that coarse integration grids for the seminumerical schemes lead
to drastic speedups while introducing clearly negligible errors. Additionally, the SNSO approximation substantially
reduces the computational demands and leads to very similar results as the spin–orbit mean field (SOMF) ansatz.

I. INTRODUCTION

Zero-field splitting (ZFS) plays a crucial role in the char-
acterization of magnetic systems. Various quantum-chemical
descriptions of this property have therefore been established
within the framework of density functional theory1–12 (DFT)
or wavefunction-based (multi-reference) methods.13–24 In ad-
dition to its importance in describing magnetic systems, the
ZFS is also of great relevance for the temperature-dependent
contribution of paramagnetic nuclear magnetic resonance
(pNMR) spectra with more than one unpaired electron.25–28

The ZFS tensor DDD is generally split into the spin–dipolar (SD)
and spin–orbit (SO) terms. The form of the SD contribu-
tion is generally agreed upon, see for example refs. 9,29–31.
Two important developments for the SD contribution were
presented by the Neese group. The first was the suggestion
to compute the spin-excess density matrix for the SD term
based on unrestricted natural orbitals32 (UNOs) to avoid spin-
contamination.3 Second, the resolution of the identity (RI) ap-
proximation was introduced to reduce the computational ef-
fort for the SD term.20

In contrast to the SD term, two different routes were
taken towards the calculation of the SO contribution in the
past. The first one makes use of the relationship between
DDD and the magnetic anisotropy energy. A DFT-based ap-
proach relying on the magnetic anisotropy energy was first
presented by Pederson and Khanna1 (PK approach) and con-
siders spin–orbit coupling within second-order perturbation
theory, without a formal consideration of exact or Hartree–
Fock (HF) exchange. The second approach starts at a sum-
over-states formulation for the DDD tensor, as originally out-
lined by Neese and Solomon.13 This approach is conceptu-
ally closer to a wavefunction-based approach, and was sub-

sequently applied within the DFT framework by Neese and
labelled as “quasi-restricted orbital” (QRO) method.4 In a
follow-up work, the sum-over-states approach was reformu-
lated using a derivative-based ansatz, resulting in a coupled-
perturbed Kohn–Sham (CPKS) formalism called “CP-SOC”,
which also formally accounts for exact exchange.5 Investigat-
ing the relationship between the magnetic anisotropy energy
and the DDD tensor,8 the group of van Wüllen proposed a dif-
ferent treatment of the spin within the PK approach, resulting
in revised prefactors.9 Additionally, a set of CPKS equations
was presented including exact exchange. By pointing out an
error in the derivation starting from the sum-over-states for-
malism, it was demonstrated that the two routes towards the
SO contribution of the DDD tensor lead to the same result.9

In this work, we aim at improving the quality and com-
putational accessibility of ZFS parameters in three distinct
ways. First, seminumerical integration techniques33–43 will
be applied. This allows for an efficient yet accurate eval-
uation of the two-electron spin–dipole integrals. Second,
the classes of meta-GGAs and local hybrid functionals44

(LHFs) will be made available for calculating ZFS. This ne-
cessitates the incorporation of the paramagnetic current den-
sity to set up the generalized kinetic-energy density.45–56

As shown previously,49–54 this is of particular relevance for
magnetic properties with the Minnesota functionals57,58 and
also generally improves the results with the SCAN func-
tional family.59–62 Third, the exact two-component (X2C)
approach63–69 and the relativistic picture-change correction
will be applied to the spin–orbit perturbation. As molecular
systems containing heavy elements require a consideration of
both scalar-relativistic and spin–orbit effects, this is expected
to considerably improve the in silico prediction of the related
parameters.70–79
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II. THEORY

The zero-field splitting Hamiltonian for a single effective
spin is given by

ĤZFS = ˆ⃗SDDD ˆ⃗S, (1)

where ˆ⃗S is the effective spin-operator and DDD is the ZFS ten-
sor. From the components of the full ZFS tensor DDD, the axial
ZFS parameter D, the rhombic parameter E, and the rhombic-
ity parameter E/D can be defined using the elements of the
diagonalized tensor by

D = Dzz −
1
2
(Dxx +Dyy) , (2)

E =
1
2
(Dxx −Dyy) , (3)

0 ≤ E/D ≤ 1/3. (4)

The last condition is often used to arrive at a standardized
way of expressing these parameters.29 The parameters D and
E characterize the energy splitting of the sublevels within a
spin multiplet and are important quantities in the framework
of electron paramagnetic resonance (EPR) spectroscopy.80–83

In a coordinate system which diagonalizes the ZFS tensor, the
Hamiltonian can be rewritten with help of the ZFS parameters
D and E according to

ĤZFS = D
[

Ŝ2
z −

1
3

S(S+1)
]
+E

[
Ŝ2

x − Ŝ2
y
]
, (5)

where S is the total effective spin, see ref. 29 for details. A
non-vanishing ZFS tensor is a prerequisite for the occurrence
of magnetic anisotropy, which describes the dependence of the
ground-state energy on the direction n⃗ of the magnetic field. If
the spin is aligned along n⃗ and if DDD is traceless, the magnetic
anisotropy energy can be calculated by8,9

W (⃗n) = S
(

S− 1
2

)
n⃗ ·DDD · n⃗, (6)

which is straightforwardly accessible only by two or four-
component ground-state calculations. In the one-component
case, the spin is generally aligned along the z axis.

A. Two-Electron Spin–Dipole Term

The spin-dipolar (SD) contribution30,31 to the ZFS tensor
reads

DSD
pq =

1
S (S−1/2)

1
8c2 ∑

µ,ν ,κ,λ

(
PS

µν PS
κλ

−PS
µλ

PS
κν

)
×

⟨µ (⃗r1)κ (⃗r2)|
δpq

r3
12

− 3p12q12

r5
12

|ν (⃗r1)λ (⃗r2)⟩ .
(7)

Here, we have explicitly listed the coordinate for all (real-
valued) basis functions (χµ ,χν ,χκ ,χλ ). r denotes the norm

of the position vector, i.e. r12 = |⃗r1 − r⃗2|, and p,q are the re-
spective Cartesian vector components. Note that the SD term
is evaluated with 100% of exact exchange (aX = 1) and 0%
semilocal DFT contribution.9 PS

µν is a matrix element of the
spin-excess density matrix,

PS
µν = Pα

µν −Pβ

µν , (8)

Pσ
µν = ∑

i
nσ

i c∗σ
µi cσ

ν i, (9)

with the coefficients cσ
µi (σ = α,β ) for the spin orbital i. In

a standard one-component formalism, these are real-valued
and the complex conjugate is therefore trivial. Here, the spin-
excess density matrix PS can be constructed directly from the
canonical coefficients or from natural orbitals.3 For brevity,
we define the four-center two-electron integrals as

(µν |κλ )SD
pq = ⟨µ (⃗r1)κ (⃗r2)|

δpq

r3
12

− 3p12q12

r5
12

|ν (⃗r1)λ (⃗r2)⟩ .

(10)
Thus, we may now write the SD term in the form

DSD
pq =

1
S (S−1/2)

1
8c2 ∑

µ,ν

PS
µν

[
JSD

µν ,pq −KSD
µν ,pq

]
(11)

with the Coulomb and exchange matrices

JSD
µν ,pq = ∑

κ,λ

PS
κλ

(µν |κλ )SD
pq , (12)

KSD
µν ,pq = ∑

κ,λ

PS
κλ

(µλ |κν)SD
pq . (13)

For reasons of economy and in order to avoid the effort to
explicitly implement new two-electron integrals, we evalu-
ate the SD term seminumerically in a similar fashion as the
Coulomb and exchange integrals for the self-consistent field
(SCF) procedure.33–43 That is, we carry out one integration
analytically and the other numerically on a grid. Thus, the in-
tegrals over r⃗1 are evaluated analytically at given grid points
r⃗g to yield

ASD
µν ,pq(⃗rg) =

∫
χµ (⃗r1)

[
δpq

r3
1g

−
3p1gq1g

r5
1g

]
χν (⃗r1) d⃗r1 (14)

with r1g = |⃗r1 − r⃗g| and the four-center two-electron integrals
(µν |κλ )SD are approximated by

(µν |κλ )SD,sn
pq =

1
2

ng

∑
g

wgASD
µν ,pq(⃗rg)χκ (⃗rg)χλ (⃗rg)

+
1
2

ng

∑
g

wgχµ (⃗rg)χν (⃗rg)ASD
κλ ,pq(⃗rg)

(15)

with the integration weights wg and ng grid points. Note that
we have chosen a symmetric form for the application of the
seminumerical scheme. For a finite grid, the first and the
second term may yield different contributions and lead to so-
called locality errors. These can be corrected with dealiasing
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procedures. Details on the screening procedure and suitable
dealiasing schemes for high accuracy are discussed in ref. 41.

After application of the seminumerical integration, the
Coulomb and exchange contributions are given by

JSD,sn,+
µν = ∑

κ,λ

(µν |κλ )SD,sn
pq PS,+

κλ
, (16)

KSD,sn,+
µν =

1
2

[
∑
κ,λ

(µλ |νκ)SD,sn
pq +(µκ|νλ )SD,sn

pq

]
PS,+

κλ
, (17)

KSD,sn,−
µν =

1
2

[
∑
κ,λ

(µλ |νκ)SD,sn
pq − (µκ|νλ )SD,sn

pq

]
PS,−

κλ
. (18)

For completeness, we listed both the symmetric (+) and an-
tisymmetric (−) linear combinations of the exchange part.
Note that we only consider the symmetric linear combina-
tion for the SD exchange part in the following, as the ground-
state density matrix PS is symmetric, i.e. PS,− vanishes, and
we drop the superscript + for brevity. In contrast, the an-
tisymmetric linear combination of the seminumerical frame-
work is needed for the exchange integrals in the CPKS equa-
tions for the spin–orbit perturbation terms in the following
section. Defining the shorthand notations Xg

µ = χµ (⃗rg) and
ASD

κλ ,pq(⃗rg) = ASD,g
κλ ,pq, the Coulomb part of the SD term finally

reads

JSD,sn
µν =

1
2

ng

∑
g

wg ∑
κλ

[
ASD,g

µν ,pqXg
κ Xg

λ
+Xg

µ Xg
ν ASD,g

κλ ,pq

]
PS

κλ (19)

and the exchange contribution follows as

KSD,sn
µν ,pq =

1
2

ng

∑
g

wg ∑
κλ

[
Xg

µ Xg
κ ASD,g

νλ ,pq + ASD,g
νκ,pqXg

µ Xg
λ

]
PS

κλ
. (20)

Here, the symmetries of real orbitals were again exploited
for the exchange part, e.g. ASD,g

µν = ASD,g
νµ and ∑µ Xg

µ Pµν =

∑ν Xg
ν Pµν . This reduces the number of terms from four to

two for the exchange part. Compared to the pseudospectral or
seminumerical schemes for SCF energies,33–43 only the one-
electron SD integrals are used for the matrix A instead of the
electrostatic integrals

Aµν (⃗rg) =
∫

χµ (⃗r1)χν (⃗r1)

r1g
d⃗r1. (21)

Thus, the implementation of the SD term based on an existing
seminumerical implementation is almost trivial and straight-
forward. Note that this strategy is not restricted to the two-
electron SD term.

B. Same-Spin Spin–Orbit Perturbation

Following the derivations of Schmitt et al. in ref. 9, the
spin-orbit (SO) contribution to the ZFS tensor can be divided
into the same-spin and the spin-flip contributions. These are
evaluated with response equations starting from a spin–orbit

perturbation term. The same-spin contributions for spin σ are
given by

DSO,σ
pq =

1
S (S−1/2) ∑

µ,ν

hSO,p
µν ∑

i,a
c∗σ

µi cσ
νaOσ ,q

ai , (22)

where i denotes occupied, a unoccupied spin orbitals and Oσ ,q
ai

is the same-spin orbital rotation matrix of the CPKS equations
with respect to the spin–orbit perturbation in q direction ac-
cording to

Oσ ,q
ai =

Fσ ,q
ai

εσ
i − εσ

a
. (23)

Here, Fσ ,q
ai is the Fock matrix perturbed by the qth compo-

nent of the spin–orbit coupling Hamiltonian, hSO,p
µν . Differ-

ent spin–orbit Hamiltonians can be chosen as described in the
appendix A. Note that the prefactor of 1/4 is not explicitly
shown as in ref. 9. See the definition of hSO,p

µν in the ap-
pendix. Additionally, hSO,p

µν is purely imaginary and antisym-
metric. For the local spin density approximation (LSDA) and
the generalized-gradient approximation (GGA), the contribu-
tions from the exchange-correlation (XC) kernel in the CPKS
equations vanish due to symmetry reasons for a purely imagi-
nary and antisymmetric perturbation.84 In other words, the SO
perturbation does not cause a response of the electron density
and the CPKS formalism is very similar to NMR shifts.84,85

Thus, the CPKS equations only include the spin–orbit per-
turbation and the exchange contribution, as the Coulomb part
also vanishes.

For the integral evaluation of the CPKS equations, it is con-
venient to construct the perturbed density matrix explicitly.
The orbital rotation matrix can be used to construct the purely
imaginary and antisymmetric response density matrix Pσ ,q

µν via

cσ ,q
µi = ∑

a
cσ

µaOσ ,q
ai , (24)

Pσ ,q
µν = ∑

i

[
nσ

i c∗σ
µi cσ ,q

ν i +nσ
i c∗σ ,q

µi cσ
ν i

]
. (25)

Note that the unperturbed coefficients are purely real, while
the perturbed coefficients are purely imaginary. Application
of the seminumerical scheme for the CPKS part is straightfor-
ward. For a purely imaginary and antisymmetric density ma-
trix, the seminumerical exchange (snK) for the CPKS equa-
tions can be written as

Kσ ,q
µν =

aX

2 ∑
g

wg ∑
κλ

[
Xg

µ Xg
κ Ag

νλ
− Ag

νκ Xg
µ Xg

λ

]
Pσ ,q

κλ
(26)

with aX denoting the amount of exact exchange for global hy-
brid density functional approximations.

The CPKS procedure becomes more involved for meta-
GGAs. The application of meta-GGAs requires to consider
the kinetic-energy density

τ
σ =

1
2 ∑

i
| ˆ⃗p ϕ

σ
i |2 =

1
2 ∑

i

(
ˆ⃗pϕ

σ
i

)†
·
(

ˆ⃗pϕ
σ
i

)
(27)
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with the Kohn–Sham (spin) orbitals ϕσ
i . Similar to magnetic

fields and moments, the spin–orbit perturbation induces a cur-
rent density and thus current-carrying states are obtained in
the response equations. This means that the quantity τ does no
longer ensure the proper iso-orbital constraint.48 Therefore,
the kinetic-energy density needs to be generalized to45–47

τ̃
σ = τ

σ −
|⃗ jσ

p |2

2ρσ
(28)

which includes the electron (spin) density ρσ and the param-
agnetic current density86

j⃗σ
p =− i

2 ∑
i

(
ϕ

σ ,∗
i ∇⃗ϕ

σ
i −ϕ

σ
i ∇⃗ϕ

σ ,∗
i

)
= Re∑

i

(
ϕ

σ ,∗
i

ˆ⃗p ϕ
σ
i

)
.

(29)
Note that τ is a symmetric quantity, while j⃗p is antisymmetric,
i.e. they are evaluated from a symmetric (+) or antisymmetric
(−) density matrix

τ
σ (⃗r) =

1
2 ∑

µ,ν

Pσ ,+
µν

[
∇⃗χµ (⃗r) · ∇⃗χν (⃗r)

]
, (30)

j⃗σ
p (⃗r) =− i

2 ∑
µ,ν

Pσ ,−
µν

[
∇⃗χµ (⃗r)χν (⃗r)−χµ (⃗r)⃗∇χν (⃗r)

]
.(31)

Thus, the paramagnetic current density vanishes for the non-
relativistic or scalar-relativistic ground-state SCF calculation
and only τ needs to be evaluated. However, the situation is
reversed for the CPKS part. Here, the current density does not
vanish for the perturbation. This leads to the so-called mag-
netic XC kernel for the left-hand side of the CPKS equations
and requires to evaluate

δ 2EslXC

δ jp,u(⃗r) δ jp,v(⃗r ′)
=−δuv

ρ

(
∂ f
∂ τ̃

)
δ
(⃗
r− r⃗ ′

)
(32)

where f describes the specific functional form and EslXC the
semilocal exchange-correlation energy. In practice, this also
requires to explicitly compute the response of the paramag-
netic current density, see ref. 48 for details. Finally, inclusion
of the current density means that meta-GGAs always necessi-
tate an iterative solution of the CPKS equations, even for pure
semilocal functionals.

Local hybrid functionals allow for a fully position-
dependent admixture of exact exchange according to

ELHF
XC = ∑

σ

∫ [
{1−g(⃗r)}esl

X,σ (⃗r)+g(⃗r)eHF
X,σ (⃗r)

]
d⃗r+EC

(33)
with the semilocal DFT exchange energy density esl

X,σ , the ex-
act exchange or HF exchange density eHF

X,σ , and the semilocal
correlation energy EC. Just like for global hybrids, the corre-
lation contribution is of the same form as for pure semilo-
cal density functional approximations. g(⃗r) is a so-called
local mixing function (LMF), which controls the admixture
of exact exchange. The most widely used LMF is based on
the iso-orbital indicator44 (t-LMF) but also other approaches
based on the correlation length (z-LMF) and related quanti-
ties were suggested.87,88 See also ref. 89 for an overview. In

the present work, we only consider the common LMF, i.e. a
spin-independent LMF, as this includes spin polarization.90

Note that we have not included the calibration function91–93

in eq. 33 for simplicity. Therefore, the exchange part of the
XC potential for the Kohn–Sham equations follows as89

V LHF,σ
X,µν

=− 1
2

∫
g(⃗r)Dσ

κλ

[
χµ χκ Aνλ (⃗r)+Aνκ (⃗r)χµ χλ

]
d⃗r

+
∫

{1−g(⃗r)} d̂σ
µν esl

X,σ d⃗r

+
∫

d̂σ
µν g×

[
eHF

X,σ − esl
X,σ

]
d⃗r

(34)

with the potential operator

d̂σ
µν = ∑

Q∈Q

∫
∂Q(⃗r ′)
∂Pσ

µν

∂

∂Q(⃗r ′)
d⃗r ′ (35)

and the matrix A from eq. 21, where the coordinates of the
grid points rg are replaced with the general electronic coor-
dinate r. Q collects the quantities for the LMF and the DFT
energy densities, i.e. Q = {ρ, ∇⃗ρ,τ, j⃗p, . . .}. The first line is
the exact exchange contribution, KLHF,σ

µν , with the “prefactor”
g(⃗r). Local hybrid functionals are most easily evaluated with
a seminumerical ansatz, as all quantities can be evaluated on
a grid.40,94 For the CPKS equations, all non-vanishing terms
of the semilocal DFT part only arise through the inclusion of
the current density. See also refs. 51,52,54,95 for the CPKS
procedure with purely imaginary perturbations. The exact ex-
change contribution is of a similar form as for global hybrid
functionals, however, the prefactor g(⃗r) needs to be included
in the integral, i.e.

KLHF,σ ,q
µν =−1

2 ∑
g

wgg(⃗rg)∑
κλ

[
Xg

µ Xg
κ Ag

νλ
− Ag

νκ Xg
µ Xg

λ

]
Pσ ,q

κλ
.

(36)
See also ref. 41 for the latest algorithm techniques.

C. Spin-Flip Spin–Orbit Perturbation

The spin-flip contributions for two different spins σ and σ ′

reads

DSO,σσ ′
pq =

1
S (S−1/2) ∑

µ,ν

hSO,p
µν ∑

i,a
c∗σ

µi cσ ′
νaOσ ′σ ,q

ai . (37)

The spin-flip orbital rotation matrix of the CPKS equations
with respect to the spin-orbit perturbation in q direction is
given by

Oσ ′σ ,q
ai =

Fσ ′σ ,q
ai

εσ
i − εσ ′

a
(38)

and is purely imaginary but not purely antisymmetric.9 The re-
sulting response density matrix for the spin-flip contributions
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follows as

cσ ,q
µi = ∑

a
cσ ′

µaOσ ′σ ,q
ai , (39)

Pσσ ′,q
µν = ∑

i
nσ

i c∗σ
µi cσ ,q

ν i +∑
i

nσ ′
i c∗σ ′,q

µi cσ ′
ν i . (40)

As this response density is purely imaginary but generally
non-symmetric, it is convenient to divide it into a symmetric
(+) and antisymmetric (−) linear combination for the calcu-
lation of the exchange parts. This also means that the CPKS
scheme for the calculation of magnetic fields cannot be used
as is, but has to be extended for the processing of the symmet-
ric part of the density. Still, the Coulomb part of the CPKS
equations vanishes and the same holds for the XC kernel.9

This is also true for the magnetic XC spin-flip kernel. For

the latter, the contributions − j⃗p
4ρ

∂ f
∂τ

and |⃗ jp|2
2ρ2 vanish for any

current-free ground state.53,56

Within the seminumerical scheme, the exchange part in-
cluding symmetric and antisymmetric linear combinations
follows as

Kσσ ′,sn,+
µν =

aX

2 ∑
g

wg ∑
κλ

[
Xg

µ Xg
κ Ag

νλ
+ Ag

νκ Xg
µ Xg

λ

]
Pσσ ′,+

κλ
,(41)

Kσσ ′,sn,−
µν =

aX

2 ∑
g

wg ∑
κλ

[
Xg

µ Xg
κ Ag

νλ
− Ag

νκ Xg
µ Xg

λ

]
Pσσ ′,−

κλ
.(42)

For local hybrids, the exact exchange part with the LMF is
again evaluated similarly to global hybrids when only consid-
ering spin-independent common LMFs. Only g(⃗r) needs to
be included in the integral and evaluated on a grid, in contrast
to the static or constant factor aX for global hybrids. That is,
eq. 36 for LHFs is generalized to the spin-flip case just like
the static admixture of exact exchange in eq. 26 is generalized
to eqs. 41 and 42.

Finally, the total SO contribution to the ZFS tensor reads

DSO
pq = DSO,α

pq +DSO,β
pq −DSO,αβ

pq −DSO,βα
pq . (43)

III. IMPLEMENTATION

The approach outlined herein was implemented into the
mpshift module51–53,96–102 of TURBOMOLE.103–106 The
two-electron spin–dipole term was implemented by interfac-
ing the one-electron spin–dipole integrals107 with the seminu-
merical routines.41 Grids for the numerical integration are de-
scribed in refs. 41 based on the standard DFT grids.108–110

The non-relativistic framework can make use of the bare
one-electron or effective Pauli operators111,112, the SNSO,113

and SOMF approach114,115 for the CPKS SO perturbation.
X2C and its local version based on the diagonal local ap-
proximation to the unitary decoupling transformation116,117

support the bare one-electron spin–orbit perturbation ma-
trix as well as the SNSO,113 mSNSO,118–120 and SOMF
ansätze.114,115 All integrals for the CPHF/CPKS procedures of
the spin–orbit perturbation are taken from previous work52,115

and one-electron terms can make use of the X2C/DLU-X2C
picture-change correction121 in relativistic calculations, cf.

ref. 52 for details. As shown previously, the DLU scheme
allows for large-scale calculations while introducing negli-
gible errors for energies,116,117 gradients,122 and magnetic
properties.52,98–102,123,124 It was further successfully applied
to excitation energies121,125 and polarizabilities.121

Moreover, the CPKS/CPHF approach supports analyti-
cal HF or seminumerical HF exchange integrals. The re-
sponse of the current density and the XC kernel can be in-
cluded for the same-spin contribution as done previously.51,52

Density functional approximations are supported up to the
class of local hybrid functionals, including the calibration
function.41,49,52,93,126 Further support of density functional
expressions is ensured with interfaces to XCFun127 and
Libxc.128–130 The conductor-like screening model (COSMO)
is available to simulate the effect of the environment,131,132 as
it only affects the SCF solution. Just like the Coulomb term,
COSMO vanishes for response in the CPKS equations.97

Shared-memory parallelization is available throughout with
the OpenMP paradigm.133,134 The implementation was vali-
dated by comparison with the numerical example of ref. 9.

IV. COMPUTATIONAL METHODS AND TEST SETS

First, we assess the efficiency and accuracy of the seminu-
merical integration techniques for the SD term. This is done
within the non-relativistic framework with a set of 15 diatomic
systems, i.e. O2, OH+, S2, SO, NH, NF, NCl, NBr, PH, PF,
SeO, SeS, Se2, AsH, AsF, and [Mn(acac)3] with acac = acety-
lacetonate. Interatomic distances for the diatomic systems are
given in the Supporting Information and were taken from the
literature.135 For [Mn(acac)3], we use the same structure as
in ref. 5. Results from ORCA Version 5.0.4136,137 serve as
reference for the SD term, while all other assessments are
done with TURBOMOLE. Calculations were performed with
the unrestricted Hartree–Fock, BP86,138,139 and PBE0140,141

methods. Both programs use the def2-TZVP orbital142 and
auxiliary143 basis sets for the resolution of the identity ap-
proximation (RI-J). In ORCA, we additionally applied the
COSX approximation.36 Default DFT grids are employed
with ORCA and medium grids (grid size 3)108,109 are used
with TURBOMOLE. In addition to the direct computation of
the SD term, unrestricted natural orbitals32 are constructed to
evaluate the SD term. Coarse (grid size −2) and medium (grid
size −1) grids are used for the SD term. See ref. 41 for the
grid construction with the seminumerical integration. Addi-
tionally, the impact of SNSO and SOMF are studied at the
PBE0 level140,141 for three Ni144 and V complexes,145 namely
[Ni(iPrtacn)(NCS)2], [Ni(iPrtacn)(Cl)2], [Ni(iPrtacn)(Br)2]
with iPrtacn = 1,4,7-triisopropyl-1,4,7-triazacyclononane, and
[V(PS3’)(1-Me-Im)], [V(PS3’)(2,2’-bpy)], [V(PS3H)(1-Me-
Im)3] with Me = methyl, PS3’ = P(C6H4-5-Me-2-S)−3

3 , PS3H

= P(C6H4-2-S)−3
3 , Im = imidazole, bpy = bipyridine. For these

complexes, COSMO is used with the default settings, i.e. a
permittivity approaching infinity.131,132 We use the snK ap-
proximation for the CPKS equations (grid size −1, medium)
and a coarse grid (grid size −2) for the SD term with the
UNO approach. Structures are taken from the literature.144,145
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Wall times are studied for [Mn(acac)3] with various integra-
tion grids for the seminumerical scheme at the PBE0/def2-
QZVPP142 level within the SNSO approach. SCF energies
are converged up to 10−8 Eh and a convergence threshold for
the CPKS residuum norm of 10−7 is chosen throughout.

Second, meta-GGA and local hybrid functionals are
studied for the three Ni144 and V complexes.145 Results are
compared to “pure” semilocal and (range-separated) hybrid
GGA functionals. We consider the BP86,138,139 PBE0,140,141

BH&HLYP,138,146,147
ωB97X-D,148 B97M,149

ωB97M,150

TPSS,151 TPSSh,151,152 TPSS0,151,153 r2SCAN,60,61

r2SCANh,60–62 r2SCAN0,60–62 r2SCAN50,60–62 M06-L,57

M06-2X,58 LH20t,154 TMHF,88 and LHJ1487 functionals
with medium grids (grid size 3).108,109 Inclusion of the
paramagnetic current density is indicated by the prefix “c”
for the functional, e.g., cTPSS. We use Libxc128–130 for all
functionals except BP86, PBE0, BH&HLYP, TPSS, TPSSh,
and LH20t. Other computational settings are the same as
for the SNSO study above and the SNSO approach is used.
A coarse grid (grid size −2) is employed for the SD term
with the UNO approach. For all non-LHFs, we use the snK
approximation for the CPKS part (grid size −1, medium).
Structures are taken from the literature.144,145

Third, we study impact of relativistic effects on 3d, 4d,
and 5d complexes, namely the Ni and V complexes as well
as [W(CN)7]3−, [ReF6]2−, [ReCl4(CN)2]2− [ReCl4(ox)]2−,
[ReBr4(ox)]2−, and [MoCl2(DAPBH)] with ox = ox-
alate, H2DABPBH = 1,1’-(pyridine-2,6-diyl)bis(ethan-1-yl-
1-ylidene))dibenzohydrazine. The DLU error for the X2C
transformation was previously assessed for various proper-
ties and always found to be negligible.52,98–102,116,117,122–124

Therefore, we only consider X2C in this local approxima-
tion. We use the PBE0 functional with medium grids (grid
size 3a).108–110 The non-relativistic and the scalar DLU-X2C
Hamiltonian in the finite nucleus model are applied for the
SCF procedure. For DLU-X2C, we always use the x2c-
TZVPall orbital basis and RI-J auxiliary basis set.155 For the
non-relativistic Hamiltonian, we use the def2-TZVP orbital142

and auxiliary bases143 for all elements except W, Re, and Mo.
For these elements, the TZVPalls2 basis is employed98,156

with the x2c-universal auxiliary basis.155,157 SCF and CPKS
equations are converged with thresholds of 10−8 Eh and 10−7,
respectively. A coarse grid is used for the SD term (grid size
−2) in combination with the UNO approach. The SNSO ap-
proach is used for the SO term. COSMO is applied with the
default parameters.131,132 Structures are taken from the litera-
ture, i.e. we use experimentally determined structures.158–162

Additionally, the impact of (m)SNSO and SOMF on the DLU-
X2C approach are studied for all 12 aforementioned com-
pounds. Furthermore, calculated ZFS parameters for the six
4d/5d compounds are compared to experimental values. For
this, we use both experimentally and computationally deter-
mined structures. The latter were optimized at the PBE0-
D4/def2-TZVP/COSMO level, D4 parameters are taken from
ref. 163. For the optimization, an ECP-28 is used for Mo and
an ECP-60 is used for Re and W respectively.164 We apply the
BP86,138,139 PBE0,140,141 BH&HLYP,138,146,147 and ωB97X-
D148 functionals and the mSNSO approach for the calculation

FIG. 1. Mean absolute percent-wise error and maximum percent-
wise error with coarse and medium-sized grids for the ZFS D pa-
rameter with 15 diatomic systems at different levels of theory. Both
the direct approach with the canonical SCF density and the UNO ap-
proach are considered. See Supporting Information for the individual
data points. The construction of the grids is described in ref. 41.

of the ZFS tensor. Note that the snK approximation is not used
for the assessment of relativistic effects, the different SO ap-
proaches and for comparison with experiment. The efficiency
and accuracy of the snK approach within the X2C framework
is assessed for [MoCl2(DAPBH)]. Therefore, the accuracy of
the snK approximation in the CPKS equations is explicitly
studied in the non-relativistic and the X2C framework.

V. RESULTS AND DISCUSSION

A. Assessment of Efficiency and Accuracy for the
Seminumerical Integration and SNSO

First, the accuracy of the seminumerical calculation of the
SD term is studied for a set of diatomic compounds and
[Mn(acac)3]. The statistical evaluation for the diatomic sys-
tems is shown in Fig. 1. Already with the coarse grids de-
scribed in ref. 41, the error introduced by the seminumerical
scheme is clearly negligible, as the mean errors amounts to
slightly more than 0.2% and the maximum error is less than
0.5%. The larger medium-sized grid only results in minor im-
provements for the mean error but maximum errors are almost
halved. The findings are virtually the same for the UNO ap-
proach and the direct computation of the SD term. The ex-
cellent performance of the seminumerical ansatz is confirmed
for [Mn(acac)3] in Tab. I. Here, the D and E parameters agree
up to 0.002 cm−1 and the medium-sized grid alters the results
by less than 0.001 cm−1, i.e. the coarse grid already leads to
converged results. Therefore, the seminumerical scheme can
be safely applied with very small grids.

Second, the SOMF and SNSO ansätze for the CPKS SO
part are compared in Tab. II. Both approaches lead to substan-
tially decreased ZFS parameters. Here, the decrease is some-
what larger for SOMF, yet SNSO and SOMF result in very
similar D and E values as well as E/D ratios. For instance, the
largest absolute change of the D and E parameters upon inclu-
sion of two-electron effects is found for [Ni(iPrtacn)(NCS)2].
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TABLE I. SD contributions to the ZFS parameters D and E in cm−1

for [Mn(acac)3] with the HF, BP86, and PBE0 method using the
def2-TZVP basis set. The SD term is computed with the direct and
the UNO approach. The latter is indicated explicitly. Analytical in-
tegration is done with ORCA, while the seminumerical (sn) scheme
with coarse and medium-sized grids is applied in TURBOMOLE.

Method SD Integrals D E D (UNO) E (UNO)

HF Analytical −0.529 −0.050 −0.521 −0.045
Coarse sn −0.527 −0.051 −0.519 −0.046
Medium sn −0.527 −0.051 −0.519 −0.046

BP86 Analytical −0.355 −0.035 −0.387 −0.036
Coarse sn −0.354 −0.035 −0.386 −0.036
Medium sn −0.354 −0.035 −0.386 −0.036

PBE0 Analytical −0.400 −0.038 −0.438 −0.039
Coarse sn −0.399 −0.039 −0.437 −0.039
Medium sn −0.399 −0.039 −0.437 −0.039

TABLE II. ZFS parameters D and E in cm−1 as well as their
absolute ratio |E/D| for V and Ni complexes at the PBE0/def2-
TZVP/COSMO level. The SD term is computed with the UNO ap-
proach. 1e-SO denotes the bare one-electron perturbation.

[Ni(iPrtacn)(NCS)2] [V(PS3’)(1-Me-Im)]

SO D E |E/D| D E |E/D|

1e-SO 20.392 6.433 0.315 3.694 0.138 0.037
SNSO 8.340 2.481 0.298 1.610 0.035 0.022
SOMF 6.797 1.977 0.291 1.409 0.025 0.018

[Ni(iPrtacn)(Cl)2] [V(PS3’)(2,2’-bpy)]

SO D E |E/D| D E |E/D|

1e-SO 15.510 4.070 0.262 4.480 0.275 0.062
SNSO 6.387 1.574 0.247 1.640 0.076 0.046
SOMF 5.210 1.242 0.239 1.341 0.062 0.047

[Ni(iPrtacn)(Br)2] V(PS3H)(1-Me-Im)3]

SO D E |E/D| D E |E/D|

1e-SO 15.525 3.441 0.222 2.092 0.366 0.175
SNSO 6.681 1.296 0.194 0.884 0.169 0.191
SOMF 5.438 1.032 0.190 0.757 0.150 0.198

Here, the D value changes from 20.392 (1e-SO) to 8.340
(SNSO) and 6.797 cm−1 (SOMF). This is a change of around
12.1 and 13.6 cm−1 respectively. For the E value, SNSO and
SOMF lead to a decrease of about 4.0 and 4.5 cm−1 respec-
tively. Thus, SNSO accurately models the two-electron con-
tribution of the spin–orbit interaction.

Third, the efficiency of the seminumerical ansatz for the
SD and SO contribution are assessed for [Mn(acac)3] at the
PBE0/def2-QZVPP level. Here, the complete ZFS calcu-
lation with SOMF (analytical integrals for all CPKS steps)
and the UNO approach for the SD term (coarse grid) takes
about 13.7 hours with a central processing unit (CPU) of type
AMD EPYC 7453 utilizing a total of 8 OpenMP threads,
while the corresponding SNSO ansatz only requires 7.3 hours.
The SCF procedure takes 2.5 hours for 44 iterations without
COSMO and 2.3 hours for 41 iterations with COSMO (ini-

FIG. 2. Wall times for the SD and SO contributions of [Mn(acac)3]
at the PBE0/def2-QZVPP level in hours. We use the UNO ansatz for
the SD term and SNSO approach for the SO term. Note that the an-
alytical integrals for HF exchange of the SO term lead to a SO com-
putation time of 7.3 hours. Calculations were carried out with a CPU
of type AMD EPYC 7453 utilizing a total of 8 OpenMP threads. The
code was compiled with the ifx (IFORT) compiler, version 2022.1.0.
See Supporting Information for details and the ZFS parameters.

tial guess from superposition of atomic densities with Hückel
orbitals and occupations165). Results for the ZFS parame-
ters are −2.6965 for D and −0.2656 cm−1 for E with SOMF
compared to −3.1766 and −0.3165 cm−1 with SNSO. Thus,
SNSO again yields similar results as SOMF at notably re-
duced costs. Further speedups are possible with the snK ap-
proximation for the SO term. Timings for the SD and SO
terms with all grids are shown in Fig. 2. Even with the largest
grid, ultrafine, the computation of the SD requires only around
22 minutes and is consequently cheap compared to the total
ZFS calculation. The computation time becomes completely
negligible with the tiny grid, i.e. it amounts to just 2 minutes.
Application of the snK approximation for the CPKS equations
of the SO contribution leads to drastic speedups of the compu-
tation time. Already the ultrafine grid results in a speedup for
the SO contribution by more than a factor of 3, i.e. the com-
putation time is reduced from around 7.3 to around 2.0 hours.
Up to the medium-sized grid the errors for D and E amount to
only 0.0001 and 0.0010 cm−1 respectively, but an acceleration
with a factor of more than 17 is observed for the SO part. The
total wall time is reduced from 7.3 to less than 0.5 hours while
introducing clearly negligible errors. This way, the SCF calcu-
lation is the time-determining step. As a final note, the impact
of the def2-QZVPP basis on the results in comparison with
the def2-TZVP basis is negligible as shown in the Supporting
Information. Therefore, it is sufficient here to use bases in
TZVP quality. Nevertheless, the results for the seminumerical
networks are valid in terms of efficiency and accuracy also for
smaller basis sets. However, the gain in computation time de-
creases compared to the analytical evaluation for smaller basis
sets.40
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TABLE III. ZFS parameters D and E in cm−1 as well as their absolute ratio |E/D| for three Ni complexes. The SNSO spin-orbit perturbation
operator is applied and the SD term is computed with the UNO approach. Experimental references (Expt.) based on frequency-domain
magnetic resonance spectroscopy are taken from ref. 144.

[Ni(iPrtacn)(NCS)2] [Ni(iPrtacn)(Cl)2] [Ni(iPrtacn)(Br)2]

D E |E/D| D E |E/D| D E |E/D|

Expt. 15.9 4.9 0.31 15.9 3.2 0.20 13.8 3.3 0.24
BP86 3.702 0.735 0.199 3.066 0.534 0.174 3.732 0.506 0.136
PBE0 8.340 2.481 0.298 6.387 1.574 0.247 6.681 1.296 0.194
BH&HLYP 14.885 4.834 0.325 11.404 2.969 0.260 10.338 2.511 0.243
ωB97X-D 9.873 3.145 0.319 7.745 2.141 0.277 8.065 1.756 0.218
B97M 0.845 0.067 0.079 0.551 0.022 0.040 0.754 0.102 0.136
cB97M 8.086 1.749 0.216 6.418 1.005 0.157 6.353 1.080 0.170
ωB97M 4.624 1.094 0.237 3.437 0.719 0.209 3.928 0.697 0.177
cωB97M 10.204 2.902 0.284 7.827 1.860 0.238 7.972 1.627 0.204
TPSS 2.167 0.347 0.160 1.633 0.210 0.129 2.104 0.240 0.114
cTPSS 3.964 0.851 0.215 3.172 0.552 0.174 3.642 0.473 0.130
TPSSh 2.914 0.596 0.205 2.136 0.356 0.166 2.636 0.297 0.113
cTPSSh 5.162 1.271 0.246 4.009 0.794 0.198 4.415 0.659 0.149
TPSS0 4.506 1.120 0.249 3.256 0.661 0.203 3.478 0.595 0.171
cTPSS0 7.501 2.069 0.276 5.678 1.249 0.220 5.634 1.089 0.193
r2SCAN 1.182 0.131 0.111 0.782 0.024 0.031 1.080 0.160 0.148
cr2SCAN 6.378 1.496 0.235 4.888 0.778 0.159 5.145 0.818 0.159
r2SCANh 1.512 0.204 0.135 1.009 0.060 0.059 1.302 0.122 0.094
cr2SCANh 7.343 1.810 0.247 5.551 0.941 0.169 5.602 0.965 0.172
r2SCAN0 2.307 0.409 0.177 1.569 0.172 0.110 1.739 0.236 0.136
cr2SCAN0 9.144 2.396 0.262 6.820 1.254 0.184 6.457 1.246 0.193
r2SCAN50 5.430 1.342 0.247 3.863 0.690 0.179 3.566 0.711 0.199
cr2SCAN50 13.892 4.073 0.293 10.420 2.199 0.211 9.149 2.030 0.222
M06-L 1.512 0.206 0.136 0.989 0.059 0.060 1.635 0.231 0.141
cM06-L 6.903 1.689 0.245 5.169 0.702 0.136 5.886 1.164 0.198
M06-2X 1550.294 211.068 0.136 −2410.015 −626.640 0.260 −2571.018 −268.028 0.104
cM06-2X −25.448 −5.703 0.224 −21.295 −5.832 0.274 7.137 0.959 0.134
LH20t −12.305 −4.100 0.333 10.217 2.907 0.285 9.848 2.050 0.208
cLH20t 11.045 3.608 0.327 9.139 2.548 0.279 8.860 1.808 0.204
TMHF 7.483 2.031 0.271 6.016 1.351 0.225 6.575 1.152 0.175
cTMHF 5.540 1.342 0.242 4.364 0.867 0.199 4.936 0.781 0.158
LHJ14 6.765 1.747 0.258 5.770 1.313 0.228 6.672 0.953 0.143
cLHJ14 3.247 0.541 0.167 2.579 0.405 0.157 3.370 0.297 0.088

In conclusion, the seminumerical integration techniques in-
troduce negligible errors already with coarse grids and lead to
substantial speedups of the computation time. This confirms
our previous studies with the snK approximation for various
magnetic properties and basis sets,49,52,102,124 and shows again
that small grids are generally sufficient for response proper-
ties. SNSO and SOMF lead to similar results but the compu-
tational demands differ significantly. The latter dominates the
computation time compared to the seminumerical schemes for
the other integrals, and therefore, the SNSO approach is com-
putationally advantageous.

B. Importance of the Current Density for Meta-GGAs and
Local Hybrids

Results for three nickel and vanadium complexes are shown
in Tab. III and IV, respectively. Here, the common hybrid
GGA functionals PBE0 and ωB97X-D perform reasonable

well for the D and E parameters. These hybrid functionals
are a notable improvement upon the semilocal GGA BP86. A
large amount of exchange with BH&HLYP (50%) yields ex-
cellent results for the three Ni complexes and also performs
well for the V complexes.

For the nickel complexes, most functionals underestimate
the ZFS parameters, i.e. only the results with BH&HLYP,
r2SCAN50, ωB97M, and LH20t substantially cross the
10 cm−1 mark. For [Ni(iPrtacn)(NCS)2], very good agree-
ment is found with BH&HLYP. Here, the D and E values are
very close to the experimental results. For [Ni(iPrtacn)(Cl)2]
and [Ni(iPrtacn)(Br)2], somewhat larger deviations of around
1 to 4.5 cm−1 for D are observed, however, the results for E are
again close to experimental results. Note that BH&HLYP al-
ready performed excellent for magnetizabilities.166,167 Thus,
the good performance is not completely unexpected.

For the meta-GGAs, TPSS leads to similar results as the
GGA BP86 and the admixture of exact exchange leads to an
increase of D and E. However, the amount of exact exchange
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TABLE IV. ZFS parameters D and E in cm−1 as well as their absolute ratio |E/D| for three V complexes. The SNSO spin-orbit perturbation
operator is applied and the SD term is computed with the UNO approach. Experimental references (Expt.) taken from ref. 145.

[V(PS3’)(1-Me-Im)] [V(PS3’)(2,2’-bpy)] [V(PS3H)(1-Me-Im)3]

D E |E/D| D E |E/D| D E |E/D|

Expt. 1.80 0.047 0.03 1.70 0.075 0.04 0.96 0.19 0.20
BP86 1.327 0.011 0.008 1.143 0.023 0.020 0.945 0.111 0.117
PBE0 1.610 0.035 0.022 1.640 0.076 0.046 0.884 0.169 0.191
BH&HLYP 1.963 0.064 0.033 1.902 0.068 0.036 0.815 0.220 0.270
ωB97X-D 1.779 0.038 0.022 1.720 0.068 0.040 0.934 0.175 0.188
B97M 1.164 0.006 0.005 0.828 0.041 0.050 0.567 0.097 0.171
cB97M 1.147 0.059 0.052 1.466 0.126 0.086 0.787 0.242 0.308
ωB97M 1.731 0.036 0.021 1.633 0.074 0.045 0.857 0.173 0.202
cωB97M 1.918 0.056 0.029 2.022 0.084 0.041 0.876 0.230 0.262
TPSS 1.160 0.008 0.007 0.939 0.021 0.022 0.758 0.091 0.120
cTPSS 1.100 0.017 0.016 1.004 0.034 0.034 0.777 0.120 0.155
TPSSh 1.247 0.012 0.010 1.036 0.037 0.036 0.744 0.105 0.141
cTPSSh 1.227 0.024 0.020 1.173 0.044 0.037 0.762 0.138 0.181
TPSS0 1.353 0.022 0.017 1.170 0.047 0.040 0.714 0.128 0.180
cTPSS0 1.398 0.038 0.027 1.400 0.054 0.039 0.735 0.166 0.226
r2SCAN 1.173 0.006 0.005 0.922 0.031 0.034 0.693 0.102 0.147
cr2SCAN 1.099 0.040 0.037 1.298 0.098 0.076 0.799 0.217 0.271
r2SCANh 1.245 0.010 0.008 0.997 0.043 0.043 0.697 0.114 0.163
cr2SCANh 1.292 0.050 0.039 1.537 0.096 0.063 0.805 0.234 0.291
r2SCAN0 1.343 0.018 0.014 1.113 0.051 0.046 0.694 0.134 0.193
cr2SCAN0 1.559 0.067 0.043 1.832 0.096 0.052 0.816 0.257 0.316
r2SCAN50 1.592 0.045 0.028 1.473 0.050 0.034 0.702 0.184 0.263
cr2SCAN50 1.959 0.097 0.050 2.239 0.100 0.045 −0.875 −0.285 0.326
M06-L 1.528 0.013 0.008 1.355 0.055 0.041 0.963 0.138 0.143
cM06-L 1.691 0.065 0.038 2.163 0.156 0.072 1.235 0.319 0.258
M06-2X 4.812 0.435 0.090 18.665 4.691 0.251 −3.273 −0.947 0.290
cM06-2X 2.246 0.019 0.008 1.935 0.316 0.163 1.215 0.130 0.107
LH20t 1.828 0.044 0.024 1.886 0.094 0.050 0.966 0.185 0.192
cLH20t 1.809 0.035 0.019 1.740 0.084 0.048 0.967 0.164 0.170
TMHF 1.901 0.036 0.019 1.891 0.095 0.050 1.096 0.177 0.162
cTMHF 1.890 0.022 0.011 1.667 0.083 0.050 1.100 0.137 0.125
LHJ14 1.746 0.024 0.014 1.637 0.068 0.041 1.084 0.148 0.137
cLHJ14 1.818 0.007 0.004 1.428 0.062 0.043 1.102 0.098 0.089

in TPSSh (10%) is too small for a substantial improvement,
e.g., the D values for [Ni(iPrtacn)(NCS)2] changes from 3.964
to 5.162 cm−1, while ωB97X-D yields D = 9.873 cm−1. In-
creasing the amount of exact exchange to 25% with TPSS0
further improves the results to 7.501 cm−1. To compare, the
experimental finding is 15.9 cm−1. A similar trend is observed
for the other complexes.

The current density notably affects the ZFS parameters as
shown by B97M, ωB97M, M06-L, and the r2SCAN function-
als. Here, the values for D increase by about 4 to 8 cm−1.
A dramatic case is M06-2X. Without the current density, the
results are completely unreasonable and off by orders of mag-
nitude, i.e. the absolute values of the D and E parameters
are larger than 1500 and 200 cm−1. This is entirely caused
by the SO contribution, as the result for the SD term is in
the usual range. Accounting for the current density leads to
drastic changes in the correct direction, but still the results
obtained with this functional are worse than most of the re-
sults of the other functionals. We note that grid sensitivities
and numerical instabilities may also be detrimental for some

functionals.168 Thus, we re-calculated the ZFS parameters for
[Ni(iPrtacn)(Cl)2] and M06-2X with the reference grid set-
tings165 and analytical HF exchange. The respective D and
E parameters are 2023.298 and 626.611 cm−1. |E/D| is close
to one third and the sign determination is consequently unre-
liable, as small changes in the actual tensor components can
lead to a sign flip. Thus, this functional is also very sensi-
tive towards the grid. Overall, the inclusion of the current
density for τ is clearly mandatory for almost all functional
families and the current density improves the results for all
meta-GGAs.

Local hybrid functionals such as LH20t, TMHF, and LHJ14
lead to increased computational costs49 and do not show ma-
jor improvements over conventional global hybrid or range-
separated functionals for the ZFS. Here, the current density
leads to a decrease of the D and E parameters and conse-
quently worsens the results. Without the current density,
TMHF performs similar to PBE0, while LH20t is clearly off
for one of the three complexes. This can again be rational-
ized by the E/D ratio being close to one third. When the
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current density is included, LH20t yields good results for all
three complexes. Note that LH20t is constructed with a so-
called t-LMF relying on the iso-orbital indicator. Only with
the proper generalization of τ , the von-Weizäcker inequality
and the iso-orbital constraint are restored. Therefore, the in-
clusion of the current density is formally required for LH20t
and related functionals such as, e.g., LH12ct-SsirPW92.90

For the vanadium complexes, the ZFS parameters are much
smaller and ωB97X-D results in an excellent agreement with
the experiment. Again, TPSS underestimates the D and E val-
ues and TPSSh leads to a minor increase in line with the small
amount of exact exchange added. The impact of the current
density is less pronounced for M06-L and r2SCAN, however,
it is still of major importance for M06-2X. The wrong sign of
the D parameter of [V(PS3H)(1-Me-Im)3] with r2SCAN50 is
again due to the E/D ratio being close to one third. The lo-
cal hybrids LH20t or TMHF are in good agreement with the
experimental results for D, considerably improving upon their
mediocre performance observed for the Ni complexes. How-
ever, the predicted E/D ratios are altogether worse than the
values obtained from the global hybrid PBE0 or the range-
separated hybrid ωB97X-D.

In conclusion, the results show that DFT can yield very
good results for the ZFS of 3d complexes when used with the
formalism of the van Wüllen group from ref. 9. The bad or un-
favorable performance of DFT discussed in refs. 145,169,170
may be at least partly attributed to the CP-SOC formalism.
BH&HLYP performs best for the studied complexes and leads
to excellent results compared to the experiment. ωB97X-D
and r2SCAN50 rank second, as they too give reasonable re-
sults for all the considered compounds. This confirms the ro-
bust performance of ωB97X-D found for EPR parameters in
previous studies.52,100,101 Further, the current density gener-
ally needs to be included for meta-GGAs, especially for the
Minnesota functionals and r2SCAN. Semilocal meta-GGAs
offer some improvements over BP86, however, hybrid func-
tionals are usually a better option. Here, the increased flexibil-
ity of local hybrids shows some potential but does not yet lead
to an overall better performance. The DFT framework could
formally be improved for the two-electron SD term, which is
currently evaluated as done for Hartree–Fock theory.9

C. Application to Heavy Elements with X2C

First, the impact of X2C is assessed with results shown in
Tab. V for 4d and 5d complexes. See Supporting Informa-
tion for results with the 3d complexes. As expected, DLU-
X2C and the non-relativistic framework lead to very similar
results for the 3d complexes. The deviations amount to less
than 0.1 cm−1 for the D parameters of both the Ni complexes
and V complexes. In contrast, somewhat larger changes are
observed for the heavier elements. Here, the non-relativistic
ansatz is clearly insufficient for [W(CN)7]3−. The small im-
pact of X2C for some complexes can be rationalized by the
two contributions to the ZFS, i.e. scalar effects on the SCF
density and the picture-change correction of the SO pertur-
bation. These effects can cancel each other to some extent.

TABLE V. ZFS parameters D and E in cm−1 as well as their abso-
lute ratio |E/D| for Mo, W, and Re complexes at the PBE0/COSMO
level using the non-relativistic Hamiltonian (NR) or the scalar DLU-
X2C Hamiltonian for the SCF procedure. DLU-X2C utilizes the x2c-
TZVPall bases, while the NR results are obtained with the TZVPalls2
(W, Re, Mo) and the def2-TZVP (other elements) basis sets. The SD
term is computed with the UNO approach and the SNSO approxima-
tion is applied. Inclusion of the relativistic picture-change correction
(pcc) is explicitly denoted. We do not use the snK approximation for
this study. See Supporting Information for the Ni and V complexes.

[W(CN)7]3−

Hamiltonian D E |E/D|

NR 253.290 0.047 0.000
DLU-X2C (no pcc) 237.319 0.052 0.000
DLU-X2C (pcc) 219.012 0.054 0.000

[ReF6]2−

Hamiltonian D E |E/D|

NR −15.524 −4.999 0.322
DLU-X2C (no pcc) −15.930 −5.156 0.324
DLU-X2C (pcc) −14.307 −4.623 0.323

[ReCl4(CN)2]2−

Hamiltonian D E |E/D|

NR −36.839 −0.905 0.025
DLU-X2C (no pcc) −37.474 −0.960 0.026
DLU-X2C (pcc) −34.177 −0.853 0.025

[ReCl4(ox)]2−

Hamiltonian D E |E/D|

NR −55.982 −17.062 0.305
DLU-X2C (no pcc) −56.474 −17.703 0.314
DLU-X2C (pcc) −51.058 −15.850 0.310

[ReBr4(ox)]2−

Hamiltonian D E |E/D|

NR −62.577 −16.438 0.263
DLU-X2C (no pcc) −68.601 −20.013 0.292
DLU-X2C (pcc) −62.259 −18.127 0.291

[MoCl2(DAPBH)]

Hamiltonian D E |E/D|

NR 42.596 0.489 0.012
DLU-X2C (no pcc) 40.266 0.434 0.011
DLU-X2C (pcc) 39.362 0.424 0.011

To illustrate this, we consider the D parameter of [ReF6]2−.
Here, the non-relativistic framework leads to −15.524 cm−1,
while DLU-X2C with and without the SO picture-change cor-
rection gives 14.307 cm−1 and 15.930 cm−1, respectively. In
fact, the NR approach benefits from error cancellation for all
Re complexes. Note that this finding is not restricted to the
ZFS but was already observed for NMR shifts.171,172 Overall,
the inclusion of scalar relativistic effects for the SCF density
and the relativistic picture-change correction for the SO per-
turbation are desirable for 5d complexes.

Second, results for the comparison of the SO approaches
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TABLE VI. ZFS parameters D and E in cm−1 as well as their absolute ratio |E/D| for six V, Ni, W, Re, and Mo complexes (PBE0/x2c-
TZVPall/DLU-X2C level). The SD term is computed with the UNO approach. 1e-SO denotes the bare one-electron perturbation. We include
the relativistic picture-change correction (DLU-X2C) for all one-electron terms and the SNSO and mSNSO approximation are applied.

[Ni(iPrtacn)(NCS)2] [Ni(iPrtacn)(Cl)2] [Ni(iPrtacn)(Br)2]

D E |E/D| D E |E/D| D E |E/D|

1e-SO 20.472 6.419 0.314 15.379 3.947 0.257 15.371 3.365 0.219
SNSO 8.361 2.471 0.296 6.331 1.523 0.241 6.624 1.265 0.191
mSNSO 7.450 2.178 0.292 5.647 1.342 0.238 5.946 1.110 0.187
SOMF 6.742 1.949 0.289 5.109 1.187 0.232 5.337 0.997 0.187

[V(PS3’)(1-Me-Im)] [V(PS3’)(2,2’-bpy)] [V(PS3H)(1-Me-Im)3]

D E |E/D| D E |E/D| D E |E/D|

1e-SO 3.649 0.134 0.037 4.391 0.265 0.060 2.105 0.355 0.169
SNSO 1.586 0.034 0.021 1.609 0.069 0.043 0.885 0.164 0.186
mSNSO 1.449 0.027 0.019 1.419 0.060 0.042 0.798 0.151 0.189
SOMF 1.382 0.024 0.017 1.309 0.056 0.042 0.751 0.145 0.193

[W(CN)7]3− [ReF6]2− [ReCl4(CN)2]2−

D E |E/D| D E |E/D| D E |E/D|

1e-SO 296.331 0.074 0.000 −19.135 −6.169 0.322 −45.205 −1.145 0.025
SNSO 219.012 0.054 0.000 −14.307 −4.623 0.323 −34.177 −0.853 0.025
mSNSO 211.940 0.052 0.000 −13.858 −4.481 0.323 −33.045 −0.827 0.025
SOMF 188.585 0.047 0.000 −12.468 −4.035 0.324 −29.730 −0.744 0.025

[ReCl4(ox)]2− [ReBr4(ox)]2− [MoCl2(DAPBH)]

D E |E/D| D E |E/D| D E |E/D|

1e-SO −68.523 −21.327 0.311 −84.032 −25.297 0.301 66.449 0.752 0.011
SNSO −51.058 −15.850 0.310 −62.259 −18.127 0.291 39.362 0.424 0.011
mSNSO −49.439 −15.359 0.311 −60.259 −17.501 0.290 36.999 0.398 0.011
SOMF −44.423 −13.801 0.311 −54.047 −15.650 0.290 33.177 0.360 0.011

TABLE VII. ZFS parameters D and E in cm−1 as well as their absolute ratio |E/D| for W, Re, and Mo complexes (x2c-TZVPall/DLU-
X2C/COSMO level). The mSNSO spin-orbit perturbation ansatz is applied, including the picture-change correction, and the SD term is
computed with the UNO approach. Experimental findings (Expt.) are taken from refs. 158–162. There are two experimental results for
[W(CN)7]3−.159 Further results with the computationally optimized structures are given in the Supporting Information. These results are qual-
itatively similar for all compounds except [ReF6]2−, where the computationally optimized structure is Oh symmetric and the ZFS parameters
are close to zero.

[W(CN)7]3− [ReF6]2− [ReCl4(CN)2]2−

D E |E/D| D E |E/D| D E |E/D|

Expt. 330, 430 110, 41 0.33, 0.10 23.6 2.6 0.11 −14.4 – –
BP86 218.663 0.031 0.000 −14.034 −4.493 0.320 −42.111 −0.840 0.020
PBE0 211.940 0.052 0.000 −13.858 −4.481 0.323 −33.045 −0.827 0.025
BH&HLYP 249.853 0.080 0.000 −15.647 −5.065 0.324 −30.624 −1.101 0.036
ωB97X-D 274.546 0.058 0.000 −15.792 −5.141 0.326 −36.155 −1.118 0.031

[ReCl4(ox)]2− [ReBr4(ox)]2− [MoCl2(DAPBH)]

D E |E/D| D E |E/D| D E |E/D|

Expt. −53 −14 0.26 −73 −15 0.205 50 0.025 0.00
BP86 −52.092 −15.265 0.293 −61.954 −13.010 0.210 35.759 0.280 0.008
PBE0 −49.439 −15.359 0.311 −60.259 −17.501 0.290 36.999 0.398 0.011
BH&HLYP −52.057 −17.251 0.331 66.834 21.296 0.319 40.976 0.495 0.012
ωB97X-D −54.461 −17.243 0.317 −67.443 −20.329 0.301 45.053 0.450 0.010

are listed in Tab. VI. A consideration of the two-electron
terms either effectively with SNSO/mSNSO or explicitly with

SOMF leads to a notable decrease of the ZFS parameters
for all complexes (in absolute numbers). For instance, the
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D parameter of [W(CN)7]3− decreases from 296 with the
bare one-electron SO approach (1e-SO) to 188 cm−1 with
SOMF. SNSO and mSNSO are intermediate cases with 219
and 212 cm−1. Generally, mSNSO leads to a better agreement
with SOMF than the original SNSO ansatz. However, the de-
viation between SNSO and mSNSO is relatively small. These
findings are in qualitative agreement with similar studies for
the EPR hyperfine coupling constants and g-tensors, where
the mSNSO/SNSO approaches also agreed well with two-
electron spin–orbit mean field ansätze173 and four-component
approaches.100,101 Compared to the impact of all other com-
putational parameters studied in the previous sections, the
mSNSO approximation is well balanced in terms of accuracy
and efficiency, as it does not increase the computational costs
compared to the 1e-SO formulation at all. Thus, we recom-
mend this approach for large-scale X2C calculations with den-
sity functional methods, while SOMF may be beneficial for
correlated wavefunction-based approaches.

Third, the mSNSO-DLU-X2C approach is assessed in com-
parison with the experimental findings in Tab. VII. As X2C
did not notably affect the results for the Ni and V com-
plexes, we only show results for the 4d and 5d complexes
in the main text. For [ReCl4(ox)]2−, [ReBr4(ox)]2−, and
[MoCl2(DAPBH)], we obtain good results with the consid-
ered density functionals. This holds for the D and E parame-
ters as well as their ratio with the exception of the BH&HLYP
results for [ReBr4(ox)]2−. Here, the E/D ratio is close to one
third and the sign of D and E is not correctly reproduced, sim-
ilar to previous observations in Sec. V B. In contrast to the
good performance for these three compounds, the results for
[W(CN)7]3−, [ReF6]2−, or [ReCl4(CN)2]2− show a notable
deviation towards the experiment. This is especially true for
[W(CN)7]3−, where none of the functionals yields a E param-
eter larger than 1 cm−1 and the ratio of D and E is essentially
zero. The two experimental approaches for this complex lead
to very different results, however, the E parameters are 110
and 38 cm−1 and consequently not zero. For [ReF6]2−, the ra-
tio |E/D| is again the main reason for the wrong signs of the
D and E parameters.

Fourth, we apply the snK approximation and study the
grid dependence for [MoCl2(DAPBH)]. Timings with differ-
ent grids for the seminumerical schemes of the SD and SO
contributions are shown in Fig. 3. Already the largest grid re-
sults in a slight speedup compared to the analytical integration
for the SO part, which dominates the computation time. In de-
tail, the analytical exchange integrals result in a computation
time for the SO contribution of 59.7 minutes and this time is
reduced to 41.7 minutes with the ultrafine grid. The next grid
(veryfine) already halves the computation time. Note that the
error amounts to less than 0.01 cm−1 for the SD term and less
than 0.1 cm−1 for the SO contribution (D parameter) up to the
coarse grid. The tiny grid leads to errors of 0.03 and 0.4 cm−1,
respectively. Therefore, the coarse grid can be safely used
with substantial speedups, i.e. wall times are reduced by a
factor of 7 compared to the ultrafine grid. Especially the time
needed to compute the SO contribution can be significantly
reduced by the seminumerical integration. This shows that
the seminumerical scheme performs excellently within a non-

FIG. 3. Wall times for the SD and SO contributions of
[MoCl2(DAPBH)] at the PBE0/x2c-TZVPall/DLU-X2C/COSMO
level of theory in minutes. To compare, the analytical integrals for
the SO contributions result in a wall time of 59.7 minutes. Calcula-
tions were carried out with a CPU of type AMD EPYC 7453 utiliz-
ing a total of 8 OpenMP threads. The code was compiled with the
ifx (IFORT) compiler, version 2022.1.0. See Supporting Information
for details and the ZFS parameters.

relativistic and a relativistic framework.
In conclusion, relativistic effects can be included with min-

imal computational costs at the DLU-X2C level. The seminu-
merical approaches require no special grids and coarse grids
are still sufficient for accurate results.

VI. SUMMARY AND CONCLUSIONS

We presented an efficient implementation of the zero-field
splitting (ZFS) tensor up to the class of meta-generalized gra-
dient approximations (meta-GGAs) and local hybrid function-
als including the paramagnetic current density for the kinetic-
energy density. Our work consequently generalizes the for-
malism discussed in ref. 9. The key ingredient for efficiency is
a seminumerical scheme for the two-electron integrals, which
leads to drastic speedups without introducing any notable er-
rors, even with very small integration grids. It is found that
the current density is of great importance for the ZFS parame-
ters with almost all meta-GGAs considered herein, namely the
B97M, SCAN, Minnesota, and TPSS functional families. To-
gether with previous studies for magnetic properties,49–54 this
shows that the inclusion of the current density becomes more
and more important with the number of unpaired electrons.

Furthermore, the spin–orbit perturbation is formulated with
an exact two-component (X2C) approach making use of the
screened nuclear spin–orbit (SNSO) correction. This leads to
similar results as the spin–orbit mean field (SOMF) ansatz,
while substantially reducing the computational costs. There-
fore, our work enables relativistic large-scale calculations
with low computational demands.
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Moreover, we have shown that common density functional
approximations can lead to a reasonable agreement with the
experiment for the ZFS parameters, in contrast to the studies
of refs. 145,169,170. However, larger deviations form experi-
ment were observed for some 5d compounds. Additionally, it
should be stressed that the calculated sign of the D parameter
becomes unreliable, if the |E/D| ratio is close to one third.

As an outlook, the ZFS developments herein can be com-
bined with our previous work on EPR hyperfine coupling
constants99,100 and g-tensors52,101 to compute the paramag-
netic NMR shielding tensor of systems with more than one
unpaired electron25–28 based on X2C and current-dependent
density functional approximations.

SUPPLEMENTARY MATERIAL

Supporting Information is available with the structures op-
timized in this work (txt file) and complete data (xlsx file).
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Appendix A: Spin–Orbit Perturbation Approaches

For light elements, the bare one-electron Pauli spin–orbit
operator on top of a non-relativistic SCF procedure reads

Ĥ SO = ∑
i

ĥSO(i) = ∑
i

ˆ⃗hSO(i) · ˆ⃗s(i)

=
i

2c2 ∑
i

[
ˆ⃗p(i) V̂ (i)××× ˆ⃗p(i)

]
· ˆ⃗s(i)

(A1)

with i denoting the electrons, i the imaginary unit number, V̂
the electron-nucleus potential, and ˆ⃗s the spin operator. In the

point-charge model, we may further simplify ˆ⃗hSO to

ˆ⃗hSO(i) =
1

2c2 ∑
N

ZNr−3
iN

[⃗
riN ××× ˆ⃗p(i)

]
(A2)

with the charge ZN of a nucleus N. The spin-dependent oper-
ator ĥSO(i) leads to the matrix elements

hSO
µν =

i
4c2 ⟨µ |⃗σ ·

(
ˆ⃗p V̂ ××× ˆ⃗p

)
|ν⟩ , (A3)

making use of the relation ˆ⃗s = 1/2σ⃗ with the vector σ⃗ collect-
ing the three Pauli spin matrices. The qth component of this
Hamiltonian is then given by

hSO,q
µν =

i
4c2 ⟨µ|

(
ˆ⃗p V̂ ××× ˆ⃗p

)
q
|ν⟩ , (A4)

To account for the effect of spin–orbit coupling on the two-
electron interaction, the nuclear charge Z for the poten-
tial V̂ may be replaced with an effective charge.111,112 Al-
ternatively, we may apply the screened-nuclear spin–orbit
(SNSO) approach.113 This was initially proposed for low-
order Douglas–Kroll–Hess theory174–176 but can also be ap-
plied within a non-relativistic framework. Then, the spin–
orbit perturbation matrix reads

hSNSO
µν =

i
4c2 ⟨µ |⃗σ ·

(
ˆ⃗p V̂ ××× ˆ⃗p

)
|ν⟩

− i
4c2 ⟨µ|

√
Q(lµ)

Zµ

(
ˆ⃗p V̂ ××× ˆ⃗p

)√Q(lν)
Zν

|ν⟩ , (A5)

where Zµ denotes the nuclear charge associated with the atom
center of the basis function χµ . Q(lµ) is a parameter depend-
ing on the angular momentum quantum number of the basis
function113

Q(l) = 0,2,10,28 for l = 0,1,2,3 (A6)

and for higher l quantum numbers120

Q(l ≥ 4) = l(l +1)(2l +1)/3. (A7)

Note that we apply the screening parameters directly to the
integrals as suggested in ref. 177.

A formally more sophisticated ansatz is the spin–orbit mean
field (SOMF) approach.114 Here, the two-electron spin–orbit
operator

ˆ⃗gSO(i, j) =− 1
2c2 r−3

i j

[⃗
ri j ××× ˆ⃗p(i)

]
(A8)

is explicitly included. i, j denote the two electrons. This
leads to the spin-same orbit (SSO) contributions of the form(

ˆ⃗gSO(i, j) · ˆ⃗s(i)
)

and to the spin-other orbit (SOO) contribu-

tions of the form 2
(

ˆ⃗gSO( j, i) · ˆ⃗s( j)
)

. In SOMF, an effective
one-electron operator

ĤSOMF = ∑
i

ˆ⃗z(i) · ˆ⃗s(i) (A9)
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is derived. The matrix representation of the operator ˆ⃗z is de-
fined as178

⟨µ| ˆ⃗z|ν⟩= ⟨µ| ˆ⃗hSO|ν⟩+∑
κλ

Pκλ (µν | ˆ⃗gSO|κλ )

− 3
2 ∑

κλ

Pκλ

[
(µκ| ˆ⃗gSO|λν)+(λν | ˆ⃗gSO|µκ)

]
.

(A10)

See refs. 114 and 178 for details on the derivation. Strategies
for the implementation are described in ref. 115.

Within the framework of exact two-component theory, the
picture-change correction is applied to the one-electron spin–
orbit perturbation52

hSO-X2C
µν =

i
4c2 ∑

κ,λ

USL,†
µκ ⟨κ |⃗σ ·

(
ˆ⃗p V̂ ××× ˆ⃗p

)
|λ ⟩USL

λν
(A11)

where USL
µν is a matrix element of the small-large block of

the unitary decoupling transformation. The large-large block
is not needed for the SO perturbation. In X2C, the matrix
U is obtained in one step by a diagonalization of the (one-
electron) Dirac matrix63–69 and closely related to the normal-
ized elimination of the small component (NESC).179–183 The
unitary decoupling transformation can be accelerated using
the diagonal local approximation to the unitary decoupling
transformation116,117

ULL =
⊕

A

ULL
AA, (A12)

USL =
⊕

A

USL
AA, (A13)

where the transformation matrix is approximated as a direct
sum of so-called atomic diagonal blocks, AA, which are de-
fined with the atom center of the basis functions. Application
of the SNSO approach for the X2C spin–orbit perturbation
is done analogously to eqs. A3 and A5. Two sets of param-
eters for the SNSO ansatz were applied to X2C, the origi-
nal ones of Boettger and reoptimized ones by the group of
Cremer.118–120 The latter approach is termed modified SNSO
(mSNSO). Here, the cases for the angular momentum are de-
fined as

Q′(l) =

{
Q(l) if Z > Q(l)
Q(l′) if Z ≤ Q(l)

(A14)

with l′ denoting the maximal orbital angular momentum num-
ber, l, so that Z >Q(l′). This improves the accuracy for virtual
spinor states.118 Further, some parameters were reoptimized
with the xenon and radon atom resulting in118

Q′(1) = 2.34 erf(34500/ζp) , (A15)
Q′(2) = 11.0, (A16)
Q′(3) = 28.84, (A17)

where ζp indicates the exponent of the p-type basis function.
We note that other spin–orbit perturbation approaches in X2C
were discussed in the literature184–189 but not yet applied to
ZFS parameters.
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