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Understanding the mechanisms underlying the emergence of giant spin splitting (GSS) is funda-
mental in the pursuit of more robust strategies for designing materials with desired spin splitting.
This drive for material innovation continues to captivate a burgeoning community of early-career
researchers with backgrounds in chemistry and material science. However, new to the field, they are
often equipped only with the insight provided by the original Bychkov-Rashba model. Furthermore,
daunted by the tight-binding perspective on the non-vanishing orbital angular momentum (OAM),
they struggle to accurately account for the atomic spin-orbit iteration (SOI) in the formation of
GSS. To address these challenges and equip young chemists with better-suited tools, this review
aims to provide a more intuitive perspective on atomic interactions (orbital hybridization), structure
symmetry, and atomic SOI in the formation of GSS. In pursuit of this goal, the review explores
the Bychkov-Rashba model, its advantages, and limitations. Subsequently, it introduces the orbital
framework, wherein GSS is modulated by atomic SOI and the interplay of OAM with the surface
electrostatic field. Given the explicit dependence of both these factors on OAM, the review examines
why OAM is typically quenched in crystal structures and how chemical bonds involving different
orbital types can lead to its non-zero values in the presence of inversion symmetry breaking. Finally,
with this chemistry-focused perspective, the review examines the rise of GSS in selected examples in
selected materials.

1 Why do we care?
The field of electronics is currently confronted with a multitude
of challenges that have necessitated the exploration of innovative
solutions capable of overcoming the limitations posed by tradi-
tional silicon-based technologies1–4. One such promising solu-
tion is spintronics. It represents a paradigm shift from traditional
electronics, as it hopes to harness not only the electronic charge
but also its spin angular momentum (SAM or simply spin) as
an additional degree of freedom5–8. This novel approach holds
profound implications for data storage and processing efficiency,
promising the development of significantly faster devices capable
of operating under minimal power consumption, provided its full
potential is harnessed. The pursuit of spintronics has led to sub-
stantial progress in both theoretical and experimental domains.
However, several critical technological challenges still remain un-
resolved. These obstacles must be addressed to fully realize the
transformative impact of spintronics on the future of electronics.

The successful integration of spintronics with current fabrica-
tion technology poses an ongoing challenge, necessitating the de-
velopment of semiconductor-based devices capable of generating
spin-polarized electrons at room temperature9,10. One promising
approach to address this problem involves the utilization of spin-
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polarized electrical injection from ferromagnets11,12. However,
the challenging obstacles of spin lifetime and electron diffusion
length still need to be addressed for the practical adoption of this
method. Alternatively, another avenue pursued for semiconduc-
tor devices is the implementation of spin filtering and the genera-
tion of spin-polarized currents based on the Rashba spin-splitting
effect13,14. For a spintronic application of the Rashba effect, three
requisites must be met:

(i) a large spin splitting of

(ii) a metallic surface band on

(iii) a semiconductor surface.

The importance of the first and second requisites lies in facilitat-
ing substantial spin transport, while the third requisite is neces-
sary due to the potential interference of large bulk currents in
metallic substrates, which could obscure surface spin signals.

The fulfillment of these requisites holds promise for the ad-
vancement of spintronics in semiconductor devices, generating
significant interest in materials exhibiting giant spin splitting
(GSS). However, while Rashba-like physics is currently thriving
among condensed matter physicists15–19, who are extensively
studying non-equilibrium mechanisms like spin-to-charge conver-
sion and nonlinear transport effects, chemists and material scien-
tists often encounter difficulties in predicting the effects of struc-
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Table 1 Glossary of key terms encountered in studies on spin splitting

Term Definition
GSS Giant spin splitting

Kramers’ In a time-reversal symmetric system with half-integer total spin, for each energy eigenstate, there is at least one more eigenstate
degeneracy with the same energy

2DEG Two-dimensional electron gas; it is a physical system employed in BR model

OAM Orbital angular momentum of an electron

ISB Inversion-symmetry breaking

spin/SAM Spin angular momentum of an electron

SOI/SOC Spin–orbit interaction/spin–orbit coupling; a relativistic interaction of a particle’s spin with its motion inside a potential

TRIM Time-reversal-invariant momenta; it refer to high-symmetry points within the Brillouin zone that remain unchanged under
the reversal of the system’s time

BR/RB model Bychkov-Rashba model; it describes the interaction of electron spins with an effective magnetic field arising from their relativistic
motion in the presence of an electric field, leading to spin splitting

Orbital/OAM An approach to the Rashba effect involving the separation of spin-orbit coupling and inversion symmetry breaking where
Rashba effect the formation of an orbital angular momentum is the precursor to spin splitting

tural functionalization or when describing the mechanisms be-
hind the induced spin splitting. This poses a pertinent challenge
for the development of spintronics due to an ever-growing de-
mand for a comprehensive understanding linking the chemical
modification of surfaces with the underlying physics, evident from
the continuously increasing number of studies focusing on mate-
rial modification for GSS modulation.

As such, this review hopes to bridge the gap between chemistry
and physics on GSS surfaces. By elucidating the role of surface in-
teractions in the emergence of spin splitting, it endeavors to equip
researchers with the necessary tools to address problems related
to material modification for spintronic applications. To further
help readers, Table 1 presents a glossary of terms commonly en-
countered in studies on spin splitting. The first instance of each
term used in the text is highlighted in bold for additional ease of
reference.

2 Bychkov–Rashba picture
Considering the common challenges associated with interpreting
and describing the mechanisms responsible for spin splitting in
surface systems, it is prudent to begin the discussion by review-
ing the original model proposed by Bychkov and Rashba20, com-
monly known as the Rashba, BR, or RB model. It has a prominent
presence in condensed-matter physics and spintronics courses,
serving for decades as the foundational framework for describing
the spin splitting of surface bands. One of its notable advantages
is its relative simplicity, requiring only a modest background in
quantum and relativistic physics, while still successfully predict-
ing aspects of the phenomenon such as spin-degeneracy lifting
with a chiral spin structure13,21–24. As a result, it often becomes
the primary tool for early-stage researchers or scientists transi-
tioning into the field from material science and chemistry-focused
backgrounds. However, it is important to acknowledge that this
simplicity also gives rise to limitations, leading to difficulties in
interpretation and potential confusion.

To gain insight into the microscopic origin of Rashba-type spin
splitting within the RB model, let us consider a fictitious system
in the form of an ideal two-dimensional electron gas (2DEG) con-
fined to the (x, y) plane (see Figure 1a). Since the 2DEG is free
from any crystal potential or electron-electron interactions, its
Hamiltonian (Ĥ2DEG) consists solely of the kinetic energy oper-
ator (T̂ ), which, in turn, involves the momentum operator ( p̂pp)
and the electron mass (me) as denoted by the formula

Ĥ2DEG = T̂ =
p̂pp2

2me
. (1)

In such a case, the electron energy in 2DEG (E2DEG) exhibits
a quadratic dispersion with respect to its momentum, and the
wavevector kkk (ppp = h̄kkk),

E2DEG(kkk) =
ppp2

2me
=

h̄2kkk2

2me
. (2)

As a result, the electronic bands of the 2DEG take on characteris-
tic parabolic shapes (see Figure 1b), often depicted undergoing a
splitting in illustrations of the Rashba effect. However, it is cru-
cial to note that at this stage, the bands of the 2DEG still remain
spin-degenerate (also known as Kramers’ degeneracy). This is
understandable since the model Hamiltonian does not yet incor-
porate the spin-orbit interaction (SOI),

ĤSOI =
h̄

4m2
ec2 (∇V × p̂pp) ·σσσ , (3)

where c is the speed of light, V is a potential, and σ represents
the set of Pauli matrices σσσ = (σx,σy,σz). Nevertheless, even if
the SOI is included, there is still no potential present in the sys-
tem, meaning that ĤSOI = 0. To address this, we will introduce
such a potential as done in the BR model. Therefore, to facili-
tate inversion symmetry breaking (ISB), let’s consider a 2DEG on
a crystalline surface characterized by a surface potential Vs (see
Figure 1c). In this case, the potential leads to a non-zero electric
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Fig. 1 (a) Schematic representation of 2DEG decoupled from structural asymmetry environment. (b) Spin-degenerated band of 2DEG without ISB.
(c) Schematic depiction of 2DEG in presence of a surface potential leading to ISB. (d) Momentum-dependent splitting of spin bands governed by the
BR model in presence of ISB.

field normal to the surface, given by ∇Vs = (0,0,Es). As the elec-
trons now move in this electric field, they experience an effective
magnetic field, BBB = ∇Vs × p̂pp, which couples with the electron spin
by BBB ·σσσ . It should be also noted that since the electron momen-
tum is parallel to the surface while the electric field is perpendic-
ular, the effective magnetic field can only be parallel to it. As a
consequence, the spin coupling can only occur for in-plane spin
vectors, resulting in the so-called ’locking’ of the electron’s spin
angular momentum and its linear momentum. Taken together,
the SOI Rashba Hamiltonian takes the form of

ĤR = αR(ẑ× kkk∥) ·σσσ∥, (4)

where kkk∥ = (kx,ky,0) is the in-plane wavevector, σσσ∥ = (σx,σy,0) is

the in-plane spin, αR = eh̄2Es
4m2

e c2 is the Rashba parameter (also known

as Rashba coupling). ĤR is both spin- and momentum-depended,
leading to a pair of split bands in the kkk-space

E2DEG+R(kkk∥) =
h̄2kkk2

∥
2me

±αR|kkk∥|. (5)

Consequently, within the RB model, the energy splitting between

the parabolic bands is given by ER = 2αR|kkk∥|, with kkkR representing
the offset by which the E(kkk∥) parabolas are shifted away from the
Γ point (kkk∥ = 0). Additionally, this model results in complete spin
polarization of the bands, such that the spin polarization vector in
the surface plane exhibits an opposite direction for the two bands
(see Figure 1d). This leads to a chiral spin structure characterized
by the (σσσ xkkky −σσσ ykkkx) spin–momentum locking.

Before addressing the common limitations of the RB model, it
is important to note that the preceding discussion serves as an
introductory-level overview of the model. As a result, extensive
derivation or overwhelming mathematical formalism has been in-
tentionally avoided, with the focus primarily on the fundamental
principles and central features of the model. Readers interested
in a more formal derivation are encouraged to explore the model
within the framework of ppp ·kkk perturbation theory25. Additionally,
it is worth mentioning that the crystal field does not significantly
contribute to the Rashba effect in a manner that is relevant to un-
derstanding the model. Consequently, the discussion has omitted
the crystal potential (Vbulk). However, if included, the main dif-
ference would be the utilization of the effective mass m∗, and the
split bands would be parabolic only in a local approximation.
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3 Limitations of Bychkov-Rashba picture
The BR model qualitatively captures the effects observed experi-
mentally, predicting both the spin splitting and the spin texture.
However, despite its achievements, the model still presents sev-
eral unresolved issues. First and foremost, the predicted energy
scale of the band splitting is significantly underestimated for sur-
faces with GSS. The theoretical approximations of the Rashba
coupling in the BR framework amount only to ∼ 10−3 meV Å,
which would result in spin splitting much smaller than kBT at
room temperature. Nevertheless, the experimentally observed ef-
fects on surfaces of Au21,26,27 or InSb28 demand values on the
order of ∼ 100 meV Å, while in more extreme cases, such as Bi
monolayers on Ag(001)29, the parameter can even exceed 3 eV
Å. Hence, the quantitative estimates of αR from the BR model
are orders of magnitude too small in the ideal 2DEG approach.
In addition, GSS is known to favor high-atomic-number materi-
als, which is not predicted by the BR model. For instance, αR for
Au(111) is ten times larger than for Ag(111)30, despite compa-
rable work functions between them, indicating that something is
missing in this picture.

Several arguments have been proposed to address these issues.
Notably, some researchers have highlighted the importance of the
product of charge density (ρ) and the potential gradient along the
surface normal (∂V/∂ z) as a critical factor governing the magni-
tude of Rashba spin splitting13,31

αR ∝

∫
ρ(rrr)

∂V
∂ z

drrr. (6)

This potential gradient is most prominent in the vicinity of the nu-
clei, making the charge density asymmetry along the z-direction
near the nuclei the decisive factor for the splitting (see Figure 2).
Consequently, this approach involves investigating charge density
profiles near surface atoms, wherein any asymmetric charge dis-
tribution is considered to explain the enhanced spin splitting.

On the other hand, some researchers argue that the splitting
energy arises from the strong in-plane gradient of the crystal field
in the surface layer24,32. Then, in cases with complex spin tex-
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Fig. 2 Schematic graph for potential gradient (blue) and charge density
(yellow) along surface normal. Dashed line indicates an nuclei position.

K                  M                    K'

Γ

Fig. 3 Schematic illustration of the spin texture in k-space of some
hexagonal system showing in-plane spin polarization around Γ and M
points (fuchsia), and out-of plane polarization near K (red) and K′ (blue).

tures, others have explored the concept of the "extended" Rashba
effect33,34, which can be represented as

ĤeR = ĤR +σσσ ·BBBe(kkk) (7)

The second term is not considered in the case of an ideal 2DEG.
However, in a real system, due to the 2D symmetry of the surface,
an effective magnetic field BBBe(kkk) can arise, leading to an abrupt
rotation of spin at low symmetry points (see Figure 3).

The above-mentioned arguments have proven helpful for cer-
tain systems. However, they remain somewhat speculative as they
alone cannot fully explain all aspects of Rashba-related phenom-
ena, nor do they support a quantitative analysis required for fur-
ther validation. Consequently, the predictive power of the BR pic-
ture remains limited, even when expanded. The BR model, repre-
sented by equation (4), significantly underestimates spin splitting
when the effect is substantial, and it does not allow for spin split-
tings exceeding a few meV. Thus, it does not provide valuable
insights to guide the search for materials with desirable GSS.

Equation (6) emphasizes the importance of charge asymme-
try. However, the asymmetry of charge is intrinsic to all surfaces,
while its interplay with potential gradient is not intuitively obvi-
ous based solely on the material composition or structure. As a
result, this approach is more suited to explain already observed
spin splittings rather than guiding the discovery of superior ma-
terials for spintronics.

Lastly, the extended Rashba model, given by equation (7), ex-
plores the role of the surface. Nonetheless, even if its impact is
acknowledged, the relationship between the effective magnetic
field and the material symmetry is not intuitive and proves rather
challenging to assess both qualitatively and quantitatively †.

Consequently, the BR picture has not been the driving force
behind material development. Instead, extensive experimental
work has demonstrated which types of structures are capable of
supporting GSS, with the BR model adjusted to fit the experimen-
tal results.

† BBBe(kkk)≈ h̄2

4m2e c2Ω

∫ 1
r

dV (rrr)
drrr [u∗nk(rrr)× L̂unk(rrr)]drrr; see Ref. 33 for details.
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4 What a chemist ought to do?
GSS was first observed on Au(111)21, and subsequently on sur-
faces of other high-atomic-number materials, including Bi35,
Gd36, and W37. Furthermore, when compared the results have
demonstrated a relation between the atomic number of the com-
prising elements and the magnitude of the splitting. Notably,
the surfaces of Bi, which is the heaviest of non-radioactive el-
ements, exhibit spin splittings as large as 300 meV, while on
Au it is only ∼100 meV. Consequently, these experimental stud-
ies have established that, apart from Rashba SOI, GSS is some-
how affected by atomic SOI, which contrasts the ideal 2DEG
picture. Further research has shown that Bi monolayers induce
even greater spin splitting on surfaces of Ag, on the order of 1
eV24,29. Subsequently, similar effects have been reported for Tl,
Pb, and Bi layers on semiconductor surfaces like Si(111)32,33,38

and Ge(111)13,39,40. Current research continues to explore the
development of surface modifications41–46. However, it also
delves into GSS induced in novel 2D layered materials, includ-
ing transition-metal dichalcogenides (TMDs)47–53, MXenes54–59,
and a variety of other sheets60–68.

To facilitate the ongoing efforts, it is crucial to develop more
robust strategies for enhancing spin splitting. Clear guiding prin-
ciples need to be established to design materials with desired
GSS. As a result, it becomes essential to thoroughly characterize
and understand spin splitting in novel cases, such as on van der
Waals (vdW) heterostructures, topological insulators, and Janus-
type 2D materials. Additionally, structural modification of these
novel platforms must be considered to unlock their full potential
for spintronics applications.

As such, it would seem that chemists could play a crucial role in
the search for new materials for spintronics due to their expertise
in understanding and manipulating the properties of materials at
the atomic and molecular levels. The chemical perspective could
be particularly insightful in:

(i) Materials Synthesis: Chemists are skilled in designing and
synthesizing various materials with specific properties. In
spintronics, they can create new compounds or modify ex-
isting materials to optimize their electronic and magnetic
properties, making them suitable for spintronic applications.

(ii) Thin-Film Deposition Techniques: Spintronic devices fre-
quently utilize thin films of materials with customized prop-
erties, and the understanding of chemical principles is piv-
otal in the effective use of dedicated techniques like chemical
vapor deposition (CVD) or atomic layer deposition (ALD).

(iii) Materials Design and Tailoring: By understanding the
principles of chemical bonding and electronic structure,
chemists can design and tailor materials with specific prop-
erties relevant to spintronics, such as strong spin-orbit cou-
pling, long spin relaxation times, and high spin polarization.

(iv) Quantum Chemistry and Computational Modeling:
Chemists can use quantum chemistry calculations and com-
putational modeling to predict the electronic and magnetic
properties of materials. These techniques help in screening

large databases of materials to identify promising candidates
for spintronic applications.

However, what about a comprehensive characterization and
deep insight into the mechanisms responsible for the arising spin
splitting? Even if it occurs in new materials, without a well-
described mechanism behind the splitting, the potential for devel-
oping more robust strategies for enhancing spin splitting will be
limited despite the clear need for guiding principles in GSS engi-
neering. Unfortunately, this is the aspect where many chemically-
oriented investigations fall short.

In such cases, researchers often resort to using the BR picture to
describe the effects of structural modification. Consequently, they
fail to recognize the role of atomic SOI. Instead, the observed
GSS is interpreted within the framework of a 2DEG model in ac-
cordance with equation (4). However, since this approach cannot
predict the energy scale of the band splitting, the model is usually
supplemented with experimental or computational data to fit the
model, i.e.,

αR =
2E(expt./calc.)

kR
. (8)

Unfortunately, this approach splits the Rashba coupling from its
theoretical framework, making it challenging to reasonably ex-
plain why certain chemical modifications induce desired effects
while others do not, especially since work functions themselves
were shown insufficient to explain variation in GSS.

While still working in the BR framework, researchers could
consider some of the proposed amendments. Consequently, the
role of the interplay between charge density and the potential
gradient along the surface normal could be highlighted. Still,
it should be noted that Nagano et al.31 formulated the relation,
given by equation (6), for surface systems where broken bonding
configuration results in asymmetric features of the surface state in
the nucleus region, i.e., within one Bohr around the surface atom.
Hence, when employed for the vdW interface, the argumentation
should be used with care. Interestingly, both Nagano et al.31 and
Sakamoto et al.33 have simultaneously discussed the abrupt ro-
tation of the spin vector within the BR picture, emphasizing the
role of the 2D hexagonal system of the surfaces on which it oc-
curs. Hence, a similar approach could be adopted for modified
TMDs as well as other p3m1 and p31m layers. Nevertheless, such
argumentation may prove difficult, since it was shown that GSS
for hexagonal systems can be enhanced or quenched for the same
surfaces and adsorption layers depending only on the adsorption
site of the the latter34,69.

Hence, what can a chemist do in this situation? The BR frame-
work is frequently used in material investigations, but it poses
challenges when trying to account for the effects of chemical en-
gineering. Additionally, it provides no guidance in the selection of
structures and modifications. As a result, many researchers find
themselves without the necessary tools to address the problems
at hand and meaningfully contribute to the search for optimal
materials for spintronic applications.

However, there exists an elegant and approachable solution to
most of the highlighted problems. That is, to recognize the role
of atomic SOI in the formation of GSS, and adopt the so-called
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orbital Rashba picture, where local orbital angular momentum
(OAM) plays a crucial role in the effect. The rise of unquenched
OAM via chemical functionalization can be easily understood, ex-
plored, and exploited. Therefore, it could be an optimal tool for
chemists to investigate materials with GSS.

5 Orbital Rashba picture
To address the aforementioned limitations and gain a clear under-
standing of the orbital Rashba picture, let us consider an effective
Hamiltonian of a bulk system, which includes three terms:

Ĥ =
p̂pp2

2me
+V +

h̄
4m2

ec2 (∇V × p̂pp) ·σσσ . (9)

Next, we will break the symmetry of the crystal field by introduc-
ing a surface (see Figure 4). In the presence of ISB, we need to
consider an extra electric potential in addition to the atomic field.
Let’s assume that this external potential has only a z component,
and thus, we replace V with Vbulk +Vsurface, where Vsurface can be
approximated as Esz. Under these conditions, the expression for
equation 9 takes on the form

Ĥ =
p̂pp2

2me
+Vbulk+

h̄
4m2

ec2 (∇Vbulk× p̂pp) ·σσσ +
eh̄Es

4m2
ec2 (∇ẑ× p̂pp) ·σσσ +eEsz

(10)
The first two terms, representing the kinetic and potential ener-
gies in the bulk, give rise to the usual band energy. The third term
describes the atomic SOI and can be expressed as:

ĤSOI = ξ L̂LL · ŜSS, (11)

where ξ is the coupling constant, while L̂LL and ŜSS are the angular
momentum and spin angular momentum operators, respectively.
The fourth term is the Rashba Hamiltonian, ĤR, as given in equa-
tions (3) and (4). Finally, the fifth term accounts for the interac-
tion between the asymmetric charge distribution and the surface

∇Vsurface = (0,0,Es)

Vbulk

e

(surface electric field)

(asymmetric charge distribution)

p = ℏk 
(momentum)

(atomic field)

electron

S

L

Fig. 4 Schematic of the model system in the orbital picture of the spin
splitting of surface bands. Electron (blue) has non-zero spin (fuchsia)
and orbital angular momentum (lime) while moving in the presence of
crystal and surface potentials.

~2αL⋅S

~2αL⋅S

kx 

ky 

E(k)

kx 

ky 

E(k)

~2β(k × Es)⋅L

~2β(k × Es)⋅L

ml = −1

J = 1/2

J = 3/2

ml = 0
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(a) (b)

Fig. 5 Schematic of energy levels with Rashba-type splitting for p states
in the case of (a) strong and (b) very strong SOI. Red and blue arrows
symbolize spin, while lime-colored arrows represent OAM.

electrostatic field, which can be approximately expressed as70–72:

ĤES = p̂pp ·EEEs = β (kkk×EEEs) · L̂LL, (12)

where β is a proportionality constant dependent on the overlap of
atomic orbitals70. However, it should be noted that, this descrip-
tion of the electrostatic energy remains valid when kkk is sufficiently
close to any time-reversal-invariant momentum (TRIM) points72.

In this system, three terms from equation 10 could potentially
contribute to lifting spin degeneracy: ĤR, ĤSOI, and ĤEs. The
influence of the Rashba SOI, as mentioned earlier, is generally
negligible, leading to energy splittings of only a few meV. Con-
versely, atomic SOI for high-atomic-number elements can easily
be on the order of 1 eV. Similarly, the electrostatic Hamiltonian
can also facilitate the experimentally observed energy splitting
scale, as ppp ·EEEs ∼ eÅ×V/Å ∼ eV70–72. Therefore, both new terms
may contribute to the generation of GSS in the presence of non-
vanishing OAM.

As a result, the orbital picture attributes the band splitting to
the rise of unfurnished OAM via atomic SOI and the interaction
between the electrostatic field due to ISB and the asymmetric
charge distribution. However, which term is dominant depends
on the material, with those having strong SOI, such as Au(111),
experiencing spin degeneracy predominantly lifted by ĤSOI (see
Figure 5a), while those with very strong coupling, like Bi2Te2Se,
exhibiting splitting dominated by ĤEs (see Figure 5b). Further-
more, as kkk is confined to the surface plane while EEEs is normal
to it, ĤEs naturally couples in-plane OAM, resulting in a Rashba-
type spin splitting. This leads to lifting the degeneracy by off-
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Fig. 6 Schematic depiction of the band structure and spin-texture of
systems featuring the (a) Rashba and (b) Zeeman effects. The red and
blue arrows indicate the orientation of spin polarization.

setting the bands in the momentum space around a TRIM point
and complete spin polarization of the bands, with the spin polar-
ization vectors exhibiting opposite directions for the two bands
(see Figure 6a). On the other hand, ĤSOI can couple both in-
plane and out-of-plane spin. Consequently, it can also facilitate a
Zeeman-type splitting (LLL ·SSS ∼ σ ·BBBSOI), where at a low-symmetry
point bands are shifted on the energy scale depending on the spin
polarization (see Figure 6b).

Taken together, it is clear that optimizing GSS requires a keen
understanding of the interplay between the atomic SOI, locking
the SAM on the OAM direction, and the crystal field, which lifts
the degeneracy of the OAM. That being said, it becomes impera-
tive to delve into the mechanisms driving the emergence of non-

vanishing orbital momentum in surface systems. Furthermore,
we should explore the intricate connection between this phe-
nomenon and the underlying chemical structure of materials.

6 Non-vanishing orbital momentum

Before delving into the intricacies of non-zero OAM in crystal
structures, it’s essential to first examine the behavior of OAM
within isolated atoms and understand how it becomes suppressed
within bulk materials. In free atoms, the OAM of electrons is well-
defined and able to contribute significantly to the total angular
momentum of the atom. Its non-zero values arise from the spher-
ical potential generated by the atomic nuclei, i.e., Vatom ∼ 1/r,
since the symmetry of this potential leads to constant values for
the square of the OAM, as well as for one of its components (often
represented as Lz), i.e.,

L2, Lz = const. (13)

Hence, given the well-known characteristics of atomic orbitals
(described in Box 1), we can express the relation between the
magnitude of OAM and the orbital quantum number

L2 = h̄2 l(l +1), (14)

while the projection of the orbital angular momentum along a
specified axis we can quantified by using the the magnetic quan-
tum number of specific orbital

Lz = ml h̄. (15)

However, it’s crucial to bear in mind that the equations (14–13)
have been derived for central fields. Consequently, their applica-
bility is not universal and they lose validity when confronted with
symmetry-breaking situations. In the presence of a non-central
field the constancy of the OAM components becomes compro-
mised, potentially resulting in an averaging out to zero. This phe-
nomenon is particularly evident in crystals where the OAM tends
to be suppressed. This occurs due to the facilitation of wave-
function mixing by the crystal’s field, leading to the creation of
electronic states characterized by an effective OAM close to zero.
Consequently, in the context of most bulk materials, the magnetic
properties are predominantly attributed to spin, rather than the
overall angular momentum, precisely due to this effect.

So, how can we induce non-vanishing OAM within crystals?
The short answer is: by mixing orthogonal orbitals, such that the

Box 1: Atomic orbitals and quantum numbers

Atomic orbitals refer to one-electron wavefunctions that serve as quantum-mechanical solutions to the Schrödinger equation.
They give distinct atomic energy levels for electrons to occupy, and they can be intuitively understood as electron clouds. Each
orbital in an atom is characterized by a set of values, resulting in distinct electronic states. The principal quantum number (n)
designates the main energy level of an atomic orbital, dictating its size and distance from the nucleus. The orbital (azimuthal)
quantum number (l) delineates the orbital angular momentum and shape, resulting in different types of orbitals such as s, p, d,
and f orbitals. The magnetic quantum number (ml) specifies the orientation of an orbital within a given energy level and shape,
enabling differentiation of individual orbitals of the same type. The spin quantum number (ms) indicates the intrinsic spin of
an electron within an orbital, highlighting its fundamental quantum property.
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panels (a) and (d), interatomic hopping energy between orbitals is zero owing to the presence of a mirror plane parallel to the xz plane. In panels (c),
(c), (e), and (f), there is no mirror plane parallel to the xz plane, resulting in non-zero interatomic hopping between orbitals of differing parity.

hybrid is antisymmetric in momentum space. However, to delve
deeper into this concept, let’s once again consider a fictitious sys-
tem. In Figure 7a, an atomic chain is aligned along the x-axis,
with each atomic site comprising px and py orbitals. Due to the
chain’s mirror symmetry plane running parallel to the xz plane,
the px and py orbitals remain orthogonal to each other and de-
coupled,

⟨px|Ĥ|py⟩= ⟨py|Ĥ|px⟩= 0. (16)

As a consequence, the orbitals give rise to two bands character-
ized by zero OAM

⟨px|L̂LL|py⟩= ⟨py|L̂LL|px⟩= 0. (17)

However, if we introduce a perturbation that disrupts the xz
symmetry plane, such as by applying an external field along the
y-axis (as depicted in Figure 7b) or through the presence of neigh-
boring atoms (as illustrated in Figure 7c), the initially uncoupled
px and py orbitals will mix. This interaction aims to minimize
the overall energy of the system, leading to the emergence of a
non-zero nearest-neighbor hopping energy t

⟨px|Ĥ|py⟩=−2itpxpy
sin(ka). (18)

where a the lattice constant. This effect facilitates the formation
of bands exhibiting non-zero OAM, characterized by the expecta-
tion value LLL= ⟨L̂LL⟩= ⟨pi|L̂LL|p j⟩. Therefore, for the chosen geometry,
the values of OAM at each atomic site will give

⟨L̂LLx⟩= ⟨L̂LLy⟩= 0, (19)

⟨L̂LLz⟩ ∼ tpxpy
sin(ka). (20)

Furthermore, due to the different parities of the orbitals relative
to the xz plane‡, the hopping energy from px to y along the x direc-
tion carries an opposing sign to that in the −x direction. There-
fore, the resulting OAM will be k-antisymmetric

LLL(k) =−LLL(−k). (21)

The very same mechanism applies seamlessly when transition-
ing from p-type to d-type orbitals. In the case of an atomic chain
aligned along the x-axis with each atomic site comprising dx2-y2

and dxy orbitals (see Figure 7d), the orbitals will be decoupled
from each other, and they will form two bands with zero OAM.
However, if this symmetry plane is broken (see Figures 7e and 7f),
the orbitals will become coupled, and ⟨L̂LLz⟩ will be proportional to
the interatomic hopping energy between dx2-y2 and dxy.

Naturally, these model examples are simple, providing only
a glimpse into the myriad scenarios for inducing non-vanishing
OAM. GSS has been observed in a wide range of materials. Hence,
it would be prudent to delve into a selection of real examples.
This endeavor will provide a more nuanced perspective, demon-
strating how the aforementioned methodology can be applied ef-
fectively in practical situations.

7 Examples
In order to address a diverse range of relevant scenarios, this
section examines GSS formation using real-world materials, in-
cluding Au(111), Pb/Si(111)-1×1, and MoS2. These examples

‡ Parity, also known as inversion, indicates whether an orbital exhibits symmetry or
antisymmetry when subjected to an inversion operation.
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embody distinct material classes featuring GSS: a high-atomic-
number metal surface, a semiconductor surface decorated with
high-atomic-number elements, and a 2D sheet. Each of these se-
lected materials holds significance in spintronics and presents a
characteristic case of GSS formation that is representative of a
specific class of structures.

7.1 Au(111)
First, let’s delve into the well-known Rashba-type splitting of
Au(111), utilizing the orbital framework to elucidate the forma-
tion of the GSS. The surface states in this material encompass 6s,
6p, and 5d orbitals. At the Γ point, where symmetry dictates zero
OAM and spin splitting, the states comprise decoupled s, pz, and
dz2 orbitals. However, as we move from this high-symmetry point,
surface effects come into play, leading to momentum-dependent
intra-atomic orbital coupling. This interplay along the kkkx direc-
tion gives rise to mixing between pz/px and dz2 /dzx orbitals. Con-
versely, coupling along kkky involves pz/py and dz2 /dzy orbitals, re-
sulting in intermediate mixing at wavevectors in between. The
differing parity of these coupled orbitals facilitates non-zero inter-
atomic hopping energies between pz and px(py) orbitals (Figure
8a), as well as between dz2 and dx(dzy) orbitals (Figure 8b).

+
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Fig. 8 Au(111) surface. Panels (a) and (b) illustrations depicting the
interatomic hopping interactions between (a) pz and py orbitals, as well
as (b) dz2 and dxy orbitals of the outermost layer of Au atoms on the
surface. (c) shows spin degenerated surface bands near Γ in the absence
of SOI, with a notable chiral texture characterized by lime-colored ar-
rows. (d) illustrates the impact of SOI on the surface bands near the
Γ point, showcasing Rashba-type splitting (blue and red colors indicate
spin polarization).

As we now know, the non-zero hopping energy gives rise
to bands possessing non-zero OAM. Moreover, due to the
momentum-dependent mixing, these interorbital hoppings in-
duce a non-zero ⟨L̂LLy⟩ along kkkx, and ⟨L̂LLx⟩ along kkky. Consequently,
a chiral OAM structure emerges around the Γ point (depicted
in Figure 8c). This chiral OAM couples with a spin via atomic
SOI, causing the spin to adopt in-plane polarization and circulate
within momentum space around Γ (illustrated in Figure 8d). In
terms of the splitting magnitude, it is worth noting that the atomic
SOI strength of the 6p orbitals is considerably smaller than that
of the 5d orbitals in Au. Hence, the 5d orbitals will have a signifi-
cant contribution to GSS. However, the splitting will not reach the
same magnitude as the atomic SOI for 5d orbitals in Au, due to
the surface states not being exclusively composed of 5d orbitals.

The described mechanisms driving GSS formation remain ap-
plicable to various other transition metals, albeit with some vari-
ation. In practical terms, the same fundamental principles un-
derpinning the emergence of unquenched OAM are observed in
Cu(111) and Ag(111), owing to the shared face-centered cubic
(FCC) crystal structure and their membership in group 11. Nev-
ertheless, due to substantial variations in their atomic SOI, only
the surface of gold will exhibit GSS. In other cases, distinct crys-
tal structures and electronic configurations of elements will yield
diverse band structures, but still, a similar interplay between or-
bitals will govern the Rashba-type splitting on pristine surfaces of
d-block elements.

7.2 Pb/Si(111)-1×1

Now, let’s delve into the influence of surface bonding on GSS for-
mation, which should hold particular relevance for chemists or
individuals aiming to utilize chemical modifications of surfaces
to facilitate GSS. To explore this, we will examine the intriguing
case of Pb/Si(111)-1×1. In this structure, GSS at the K-point of
its surface Brillouin zone can either be suppressed or enhanced,
depending upon the specific adsorption site of Pb atoms.

Silicon possesses a face-centered diamond-cubic crystal struc-
ture. Hence, when cleaved along the (111) plane, the resul-
tant surface—assuming the absence of reconstruction (i.e., a 1×1
cell)—exhibits atoms arranged in a hexagonal symmetry. Within
this arrangement, each double layer of silicon forms a buckled
honeycomb structure, which is stacked with an AB–BC–CA se-
quence along the surface’s normal direction. This stacking gives
rise to three distinct adsorption sites within the 1×1 cell: T1, T4,
and H3. These sites correspond to atoms adsorbed on top of the
topmost, second, and fourth layer of silicon atoms, respectively.
When Pb is adsorbed at site T1, it leads to a quenched spin split-
ting at the K-point. On the other hand, adsorption at sites T4, and
H3 results in a GSS of ≈ 800 meV. As a result, for our discussion,
we will focus on the T1 configuration (see Figures 9a and 9b) and
the H3 configuration (see Figures 9d and 9e).

At first glance, the disparity in spin splitting between these con-
figurations might appear puzzling, considering they occur on the
same surface, decorated with the same elements arranged in iden-
tical patterns. Consequently, we are confronted with cases in-
volving comparable surface potentials and identical atomic SOI.
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Fig. 9 Pb/Si(111)-1×1 surface configurations and electronic bands. Panels (a) and (b) Showcase side and top views of the T1 configuration, where
Pb atoms reside above the topmost Si atoms. (c) depicts the surface bands in the T1 configuration, featuring the px and py orbitals of Pb near the
K-point. Notably, despite the substantial atomic SOI of Pb, the bands remain spin-degenerate, with predominantly in-plane orientation of the spin
vector (there is no circular rotation of spin around K as it is not a TRIM point). (d) and (e) present side and top views of the H3 configuration, with
Pb atoms positioned above the fourth-layer Si atoms. (f) illustrates the surface bands in the H3 configuration, again involving the px and py orbitals
of Pb near the K point. Changing the adsorption site results in an abrupt rotation of the spin vector and a GSS of ≈ 800 meV. Panels (a) and (d)
include a schematic representation of the Pb-Si bonding hybridization, while panels (b) and (e) highlight the px and py orbitals of Pb contributing to
bonding in the adsorption layer, along with the mirror symmetry planes of the in-plane Pb hybrids (dashed lines).

This, in itself, could pose a challenge when attempting to rec-
oncile within the framework of the original Rashba model. How-
ever, given our understanding that orbital hybridization of surface
states leads to non-vanishing OAM, it is reasonable to suspect that
surface bonds affect the splitting depending on the orbitals they
mix.

Upon closer examination, it becomes apparent that the bonding
between Pb and Si in the T1 configuration involves the pz orbitals
of both Pb and Si (see Figure 9a). This leaves the px-py hybrids in
the Pb layers mostly unaffected, effectively decoupling them from
the structural asymmetry of the environment. As a result, despite
the three-fold symmetry of the Si substrate, the six-fold symme-
try of the px-py states of Pb remains intact. This, in turn, allows
the monolayer to maintain mirror symmetry in the xz plane, pre-
serving the relative parity of the px-py orbitals (see Figure 9b).
Consequently, the interatomic hopping energy between these or-
bitals along the x direction approximates zero. As a result, the

px and py orbitals do not contribute to a non-zero ⟨L̂LLz⟩ along the
Γ−K path, leading to the absence of GSS at the K point (depicted
in Figure 9c).

In contrast, the bonding between Pb and Si in the H3 configu-
ration once again involves the pz orbitals of Si, but this time, it
includes the px and py orbitals of Pb (refer to Figure 9d). This
effectively breaks the six-fold symmetry within the px-py hybrids
in the Pb layer, resulting in their loss of mirror symmetry in the
xz plane (shown in Figure 9e). Consequently, as these orbitals
exhibit different parities with respect to the xz plane, the inter-
atomic hopping energy between the px and py orbitals along the
x direction assumes a non-zero value. This, in turn, gives rise
to an unquenched ⟨L̂LLz⟩ along the Γ−K path, which couples spin
via LLL ·SSS, facilitating Zeeman-type splitting centered at the K point
(as depicted in Figure 9f). Given, that the bands predominantly
comprise Pb 6p orbitals, which are characterized by strong atomic
SOI, this results in a significant GSS of ≈ 0.8 eV. Also, it is note-
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Fig. 10 MoS2 structure and electronic bands. Panel (a) illustrates the side view of the MoS2 monolayer with the xy mirror-symmetry plane indicated
on the Mo layer. Panel (b) depicts the top views of MoS2, including three mirror-symmetry pains and schematics for an interatomic hopping between
dxy and dx2-y2 orbitals of Mo along the x direction. Due to the lack of symmetry, the latter results in a Zeeman-type splitting at the K-point depicted
in (c). Panels (d–f) showcase ISB of the xy mirror-symmetry plane via an external (d) electric field, (e) adsorption, and (f) Janus-type substitution,
which can result in Rashba-type splitting near Γ-point as depicted in (g).

worthy that, since the hopping energy from px to py along the x
direction carries an opposing sign compared to that in the −x di-
rection, the polarization of spin is opposite between the K and K′

points.

The outlined mechanisms driving the formation of GSS can be
considered as somewhat characteristic of p3m1 surfaces with dec-
orations comprising high-atomic-number elements from the p-
block. This is rooted in the fact that all px-pz and py-pz bonds
disrupt the inherent six-fold symmetry of in-plane hybrids re-
gardless of the elements comprising the surface. Consequently,
if such bonds are formed, the resulting loss of symmetry en-
ables px-py coupling to generate non-vanishing ⟨L̂LLz⟩, with the
extent of splitting predominantly contingent on the atomic SOI
of the adsorbate. Consequently, this relationship between sym-
metry, surface bonding, and SOI has facilitated the same type of
GSS in materials such as Tl/Si(111)-1×133, Pb/Ge(111)-1×169,
Pb/germanene61, and X/silicene (X = Tl, Pb, Bi)62.

7.3 MoS2

Turning to our final example, let’s shift our focus to the class of
2D layered materials, an area that has recently garnered signif-

icant attention within spintronics research. In this context, we
will delve into hexagonal-phase transition-metal dichalcogenides
(TMDs), which have piqued interest due to their novel properties.
Notably, these materials stand out as semiconductors featuring
GSS at the top of their valence band. Prominent examples of such
TMDs encompass molybdenum disulfide (MoS2), molybdenum
diselenide (MoSe2), molybdenum ditelluride (MoTe2), tungsten
disulfide (WS2), and tungsten diselenide (WSe2). For our cur-
rent purpose, we will focus on MoS2, given its status as one of
the most extensively studied TMD sheets. Nevertheless, it is cru-
cial to acknowledge that the same underlying mechanisms gov-
ern GSS within the other monolayers of this group. The MoS2

monolayer consists of three atomic layers, with a central layer of
Mo sandwiched between two layers of S. Within the monolayer,
Mo atoms favor sd5 hybridization, yielding a trigonal-prismatic
bonding geometry. This arrangement imparts mirror symmetry to
MoS2 monolayers at the plane containing Mo atoms—let’s denote
it as the xy plane (refer to Figure 10a). Consequently, both ⟨L̂LLx⟩
and ⟨L̂LLy⟩ remain quenched, thereby precluding the formation of
Rashba-type splitting around the Γ point despite the presence of
the surface.
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Nonetheless, a Zeeman-type splitting does manifest at the K
and K′ points, a phenomenon attributed to the lack of in-plane
symmetry. To grasp this concept more comprehensively, let’s in-
spect the structure of MoS2 in more detail. Upon examining
the monolayer from a top-down perspective, an additional mirror
plane emerges parallel to the yz plane (see Figure 10b). Conse-
quently, along the Γ−M line, ⟨L̂LLz⟩ equates to zero, thus preventing
any occurrence of spin splitting. However, as we move away from
this line and explore kkk vectors that deviate from it, the absence of
additional mirror symmetry becomes evident, allowing for ⟨L̂LLz⟩ to
exhibit non-zero values.

The split states at the valence band maximum are predomi-
nantly composed of dxy and dx2-y2 orbitals of Mo. Therefore, when
we investigate the valence-band states with kkk directed along the
Γ−K path in the kkkx direction, it becomes evident that ⟨L̂LLz⟩ will
be directly proportional to the interatomic hopping energy be-
tween these orbitals along the x direction, which is non-zero due
to the presence of S ions. Subsequently, the non-zero OAM cou-
ples with spin via the strong atomic SOI of Mo’s 4d orbitals, result-
ing in splitting governed by LLL ·SSS, and spin polarization along the
z direction (see Figure 10c). Notably, these features of GSS con-
cur with computational predictions and experimental findings for
TMDs47–53. Furthermore, owing to the distinct parities of these
orbitals relative to the yz plane, the hopping energy from dxy to
dx2-y2 along the x direction carries an opposing sign to that in the
−x direction. Thus, as a natural consequence, the observed split-
ting along the Γ−K′ path exhibits reverse spin polarization—a
characteristic feature inherent to hexagonal structures.

In the pursuit of material functionalization, it is important to
recognize that Rashba-type splitting can also be induced in TMDs.
Achieving this necessitates breaking the inherent xy mirror sym-
metry of the monolayer. This can be achieved through various
means, such as applying an external electric field (depicted in
Figure 10d), adsorbing high-atomic-number elements (as illus-
trated in Figure 10e), or utilizing Janus TMDs—monolayers com-
posed of a transition metal layer sandwiched between two distinct
chalcogen atomic layers, for example, MoSSe (see Figure 10f). In
such cases, the absence of xy symmetry permits non-zero values
for ⟨L̂LLx⟩ and ⟨L̂LLy⟩, which can have a significant impact on the GSS.
In particular, electronic states of the highest valence band near the
Γ point are known to be notably affected. With the xy symmetry
intact, the band consists mostly of dz2 orbitals of Mo. However,
in the presence of ISB, dz2 orbitals couple with dxz along the kkkx

direction and with dyz along the kkky direction. Notably, due to the
distinct parity of the coupled orbitals in relation to the xy plane,
the interatomic hopping energy between them becomes non-zero.
This leads to the emergence of non-vanishing orbital OAM, char-
acterized by ⟨L̂LLx⟩ and ⟨L̂LLy⟩, which in the presence of atomic SOI
induces a Rashba-type splitting (see Figure 10g).

8 Conclusions
To facilitate the ongoing efforts in the field of spintronics, it is cru-
cial to devise more robust strategies for enhancing spin splitting.
Clear guiding principles need to be established to design materials
with desired GSS. As a result, it becomes essential to thoroughly
characterize and understand spin splitting in new materials. Fur-

thermore, structural modification of these novel platforms must
be considered to unlock their full potential for spintronics appli-
cations. This endeavor, in turn, captures the interest of numerous
young chemists, who, due to the lack of necessary tools, often
struggle to accurately account for the atomic SOI in the forma-
tion of GSS. This is often facilitated by the interpretation of the
spin splitting derived from the original Bychkov-Rashba picture.
The model predicts, among other things, spin-degeneracy lifting
with a chiral spin structure. However, it fails the predicted energy
scale of the band splitting, since it does not consider contributions
from atomic SOI.

The role of atomic SOI in the formation of GSS has been well
established, paving the way for a more informed exploration of
materials with desired spin properties. This exploration often in-
volves taking into consideration the effects of OAM and account-
ing for its generation. However, since non-vanishing OAM is fre-
quently elucidated within tight-bonding models, its emergence
may seem sometimes perplexing or even daunting to grasp for
many young researchers interested in spintronics and material re-
search.

Nevertheless, this complexity can be demystified. The most
straightforward method to generate an atomic orbital moment
involves mixing orthogonal orbitals in the presence of ISB, ensur-
ing that the hybrid is anti-symmetric in momentum space. Con-
sequently, by understanding the nature of chemical bonding in
the materials, coupled with consideration for the symmetry of the
system, and orbital parity, ample insight can be gained into the
mechanisms underlying the formation of non-vanishing OAM.

Furthermore, this perspective distinctly highlights that surface
interactions hold a substantial significance in facilitating spin
splitting. Depending on the specific orbitals involved, these inter-
actions can either suppress or enhance GSS. This insight proves
particularly useful for new materials and chemical modification,
as it establishes an intuitive connection between GSS and chem-
ical bonding in the presence of ISB, sufficient to understand the
mechanism behind non-zero OAM, without the explicit reliance
on the tight-binding Hamiltonian. Consequently, this approach
can render it more approachable to understand, explore, and ex-
ploit the effects of atomic SOI when designing novel materials for
spintronics.
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