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ABSTRACT:	Aromaticity,	most	commonly	defined	as	the	ability	to	sustain	a	diatropic	ring	current,	is	typically	regarded	as	an	
intrinsic	property	of	a	molecule.	It	is	often	correlated	with	electron	delocalization,	stability,	and	other	properties.	Small	vari-
ations	in	the	molecular	geometry	usually	result	in	small	changes	in	aromaticity,	in	line	with	Hammond’s	postulate:	for	exam-
ple,	introducing	bond-length	alternation	in	benzene	and	square	cyclobutadiene	gradually	decreases	the	magnitude	of	their	
ring	currents,	making	them	less	aromatic	and	less	antiaromatic,	respectively.	A	sign	change	in	the	ring	current,	corresponding	
to	a	reversal	of	aromaticity,	typically	requires	a	significant	perturbation	such	as	electronic	excitation,	addition	or	removal	of	
two	electrons,	or	a	dramatic	change	in	the	molecular	geometry.	Here,	we	use	multireference	calculations	to	show	how	small	
changes	in	bond-length	alternation	induce	a	sudden	reversal	in	the	ring	current	of	cyclo[16]carbon,	C16.	This	reversal	occurs	
when	the	two	orthogonal	π	systems	of	C16	sustain	opposing	currents.	These	results	are	rationalized	by	a	Hückel	model	which	
includes	bond-length	alternation	combined	with	a	minimal	model	accounting	for	orbital	contributions	to	the	ring	current.		
Finally,	we	successfully	describe	the	electronic	structure	of	C16	with	a	divide-and-conquer	approach	suitable	for	execution	on	
a	quantum	computer.	

Introduction 
Aromaticity	is	one	of	the	most	debated	concepts	in	chem-
istry,	 and	 its	definition	has	undergone	 several	 revisions	
over	 the	 last	 few	decades.1-5	Today,	 the	most	commonly	
used	criterion	for	aromaticity	 is	magnetic,2	equating	the	
presence	of	 a	diatropic	 or	paratropic	 ring	 in	 an	 applied	
magnetic	 field	 with	 aromaticity	 or	 antiaromaticity,	 re-
spectively.	 In	 molecules	 with	 several	 π	 systems,	 local	
and/or	global	currents	may	be	present	simultaneously,6,	7	
reinforcing	or	opposing	each	other.	Aromaticity	is	a	defin-
ing	characteristic	of	a	molecule,	linked	with	reactivity,	sta-
bility,	HOMO-LUMO8	 and	 singlet-triplet	 gaps,9	 feasibility	
for	 singlet	 fission,10	 diradical	 character,11	 wavefunction	
coherence,12	and	other	properties.	
Cyclo[N]carbons	are	small	all-carbon	rings	with	 two	or-
thogonal	π	systems	with	N	electrons	in	each.13	In	an	anal-
ogy	to	annulenes,	cyclocarbons	with	N	=	4n+2	electrons	
can	be	hypothesized	to	be	doubly	aromatic	(with	both	π	
systems	sustaining	a	diatropic	ring	current),	while	N	=	4n	
cyclocarbons	 are	 expected	 to	 be	 doubly	 antiaromatic.	
Many	cyclocarbons	have	been	found	in	the	gas	phase,	but	
only	 C10,14	 C14,14	 C16,15	 and	 C1816	 have	 been	 structurally	
characterized	using	scanning	probe	microscopy.		

A	 recent	on-surface	 investigation	of	C16	 revealed	 the	
presence	 of	 strong	 bond-length	 alternation	 (BLA)	 and	
confirmed	that	its	ground	state	is	doubly	antiaromatic.15	
Here,	we	investigate	the	variation	of	aromaticity	with	ge-
ometry	in	the	two	lowest	singlets	(S0	and	S1),	the	lowest	

triplet	(T1)	and	quintet	(Q1)	state	of	C16.	We	find	that	the	
total	ring	current	in	the	S1	and	T1	states	can	be	reversed	
from	aromatic	to	antiaromatic	by	movement	along	the	Ke-
kulé	vibration	(~2300	cm–1),	i.e.	by	changing	the	amount	
of	bond-length	alternation.17	These	aromaticity	reversals	
require	 a	 relatively	 small	 amount	of	 energy,	 in	 contrast	
with	previous	reports	which	require	a	change	in	the	elec-
tronic	state,18-21	molecular	charge22-24	or	composition,25,	26	
or	 involve	 a	 high-lying	 transition	 state27,	 28	 or	 a	 highly	
strained	geometry.29	

The	 unique	 electronic	 structure	 of	 cyclocarbons	
makes	them	an	interesting	testing	ground	for	various	the-
oretical	methods.13	Quantum	algorithms,	which	strongly	
benefit	 from	 execution	 on	 a	 quantum	 computer,	 are	 a	
promising	avenue	 for	 further	development	of	 electronic	
structure	methods,	but	are	currently	limited	by	noise	and	
coherence	time.30,	31	Here,	we	exploit	the	orthogonality	be-
tween	the	two	π	systems	of	C16	to	effectively	increase	the	
active	space	of	the	quantum	unitary	coupled	clusters	sin-
gles	doubles	(q-UCCSD)	method,32	which	we	solve	varia-
tionally.33	 This	divide-and-conquer	 approach	 enables	us	
to	obtain	highly	accurate	results	which	would	otherwise	
not	be	feasible	to	compute	using	near-term	quantum	de-
vices.	 
Ipsocentric	 approach.	 Before	 discussing	 the	 electronic	
structure	 and	 ring	 current	 in	C16,	we	briefly	 summarize	
the	rules	for	evaluating	orbital	contributions	to	magnetic	
properties	 in	 the	 ipsocentric	approach,	 as	developed	by	
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Steiner	and	Fowler:34-36	
1. The	current	density	JTOT	induced	by	a	magnetic	field	

(which,	when	integrated	over	the	ring,	gives	the	ring	
current	strength,	usually	measured	 in	nA/T)	can	be	
expressed	as	a	sum	of	spin-allowed	transitions	from	
occupied	(ψs)	to	unoccupied	(ψt)	orbitals.	The	contri-
bution	of	each	transition	(Jst)	can	be	written	as	a	sum	
of	a	diatropic	term	(𝐽!"#$%),	which	is	positive	and	asso-
ciated	 with	 aromaticity,	 and	 a	 negative	 paratropic	
term	(𝐽!"&%'%)	associated	with	antiaromaticity:	

	 (1)	
2. The	diatropic	(aromatic)	contribution	of	a	transition	

from	ψs	 to	ψt	 to	 the	 current	density	 (𝐽!"#$%)	 is	deter-
mined	by	 the	 orbital	 energy	difference	Δest	 and	 the	
translational	matrix	element	𝑀!"

( ,	which	reflects	 the	
orbital	coupling	under	the	linear	momentum	opera-
tor	𝑝̂:35		

	 	 	 (2)	
In	general,	𝑀!"

( 	will	be	large	for	spatially	similar	orbitals	
differing	in	the	number	of	nodes	by	two,34	corresponding	
(in	planar	monocyclic	molecules)	to	a	change	in	the	angu-
lar	momentum	k	by	one.	For	example,	the	purely	diatropic	
ring	current	in	benzene	can	wholly	be	attributed	to	trans-
lational	transitions	from	k	=	1	to	k	=	2	(Figure	1a	left).36	
The	contribution	of	an	orbital	pair	to	the	paratropic	cur-
rent	(𝐽!"&%'%)	is	also	modulated	by	Δest	and	depends	on	the	
magnitude	 of	 the	 rotational	 matrix	 element	𝑀!"

' ,	 which	
couples	the	orbitals	under	the	angular	momentum	opera-
tor	𝑙':35		

	 	 	 (3)	
For	planar	monocyclic	molecules	without	BLA,	𝑀!"

' 	will	
approach	unity	for	orbital	pairs	related	by	a	rotation,	such	
as	A2	and	B2	 in	D8h	cyclooctatetraene	(COT,	Figure	1b;	A	
and	 B	 correspond	 to	 sine	 and	 cosine	 density	 patterns).	
Such	 systems	will	 have	 open-shell	 character19,	 37,	 38	 and	
very	large	paratropic	currents.	Introducing	BLA	in	planar	
COT	(Figure	1c)	 lifts	the	degeneracy	between	A2	and	B2,	
producing	a	closed-shell	singlet,	lowering	the	total	energy,	
and	decreasing	antiaromaticity.		
3. From	equations	(2)	and	(3)	we	can	deduce	that	very	

few	orbitals	around	the	HOMO	and	LUMO	will	mean-
ingfully	contribute	to	the	ring	current.	In	aromatic	an-
nulenes,	 it	 is	 generally	 sufficient	 to	 consider	 only	
translational	 transitions	 with	 Δk	 =	 1,	 i.e.	 HOMO	®	
LUMO.	 In	antiaromatic	annulenes,	 rotational	 transi-
tions	with	Δk	=	0	(A2	↔	B2	 in	Figure	1b	and	1c)	are	
responsible	 for	most	of	 the	ring	current,	with	weak	
contributions	 from	 occupied	 orbitals	 below	 the	
HOMO.36	

The	 ipsocentric	 approach	 provides	 an	 orbital-based	 ra-
tionalization	of	Baird’s	rule,	which	predicts	an	aromaticity	

reversal	in	the	lowest	triplet	(T1)	state	of	annulenes	com-
pared	 to	 the	 S0	 ground	 state.39	 In	 benzene	 (Figure	 1a	
right),	promoting	one	electron	to	either	A2	or	B2	produces	
a	very	strong	paratropic	current,	resulting	in	an	aromatic-
ity	reversal	in	T1	(and	S1).	On	the	other	hand,	in	planar	COT	
(Figure	1b	and	1c)	flipping	an	electron	renders	the	rota-
tional	A2	↔	B2	transitions	forbidden,	leading	to	a	Baird	ar-
omatic	T1	 state.	 Finally,	 the	evaluation	of	 aromaticity	 in	
the	 S1	 (and	other	 excited	 states)	 is	 less	 straightforward	
due	to	a	combination	of	diatropic	and	paratropic	contri-
butions,	in	agreement	with	the	experimental	observation	
that	Baird’s	rule	is	weaker	for	S1	than	for	T1.40	

In	the	ground	state	(S0)	of	C16,	the	configuration	of	both	
π	systems	 is	similar	 to	 that	 in	planar	COT	(Figure	1b,c).	
Flipping	 a	 single	 electron	 in	C16	will	 result	 in	 a	T1	 state	
with	mixed	aromaticity,	where	one	π	system	will	be	Baird	
aromatic	and	the	other	will	remain	antiaromatic	(norcor-
role	is	a	similar	example41).	Flipping	an	electron	in	both	π	
systems	of	C16	will	result	in	a	doubly	Baird	aromatic	quin-
tet	(Q1)	state,	as	shown	by	Fowler.42	We	also	investigate	
the	S1	state,	in	which	an	electron	moves	from	one	π	system	
to	the	other,	resulting	in	a	pair	of	oppositely	charged	dou-
blets.		

	

Figure	 1.	 Translational	 (green,	 labelled	 T)	 and	 rotational	
(purple,	labelled	R)	transitions	in	the	lowest	singlet	(S0,	left)	
and	triplet	 (T1,	 right)	state	 for	 (a)	benzene,	 (b)	planar	COT	
with	no	BLA,	and	(c)	planar	COT	with	BLA.	Full	and	dashed	
lines	show	relatively	larger	and	smaller	contributions	to	the	
ring	current,	respectively.		
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Results and discussion 
To	understand	how	the	electronic	structure	and	magnetic	
properties	of	C16	change	with	BLA,	we	use	three	different	
approaches:	 (1)	 a	 complete	 active	 space	 self-consistent	
field	 (CASSCF)	 method,	 (2)	 density	 functional	 theory	
(DFT),	and	(3)	a	minimal	tight-binding	model	model,	de-
scribed	in	the	next	section.	In	CASSCF	calculations,	all	or-
bitals	in	a	pre-defined	active	space	are	optimized,	and	the	
wavefunction	 can	be	written	 as	 a	 linear	 combination	of	
many	configurations,	all	of	which	contribute	 to	 the	 final	
magnetic	properties.	In	contrast,	the	DFT	wavefunction	is	
only	a	single	determinant,	with	strictly	defined	orbital	oc-
cupations.	
Hückel-Heilbronner	model.	To	gain	more	qualitative	in-
sight	in	the	electronic	structure	of	C16,	we	employ	a	sem-
iempirical	Hückel-Heilbronner	model	 (HHM).43	HHM	ex-
tends	 the	simple	Hückel	model	by	replacing	 the	nearest	
neighbour	 interaction	 energy	β	with	 an	 alternating	pat-
tern	of	β(1	+	δ)	and	β(1	–	δ):	

	 (4)	
At	δ	=	0,	HHM	reduces	to	a	simple	Hückel	model.	At	0	

<	δ	<	1	it	describes	a	system	in	which	the	interaction	be-
tween	 shorter	 bonds	 is	 given	 by	β(1	 +	 δ),	while	 longer	
bonds	are	coupled	by	β(1	–	δ),	which	was	shown	to	be	a	
good	approximation	by	Stanger.44	Using	HHM,	we	can	find	
the	π	orbital	energies	of	C16	by	solving	(4)	twice	(allowing	
for	β''	≠	β')	and	offsetting	the	in-plane	orbitals	by	γ	to	ac-
count	for	their	slightly	higher	energies	(Figure	2a).	The	to-
tal	energy	𝐸))*(+( 	can	be	obtained	by	adding	the	sigma	con-
tribution	aσδ2	(approximated	as	a	parabola	with	the	mini-
mum	at	BLA	=	0),43	to	the	energies	of	the	two	π	systems	
(𝐸,--	and	𝐸,′):		

	 (5)	
In	C16	without	BLA,	the	frontier	out-of-plane	orbitals	

(A4''	 and	B4'';	Figure	2a	 top)	are	energy	degenerate	and	
slightly	 (γ	=	0.1	eV)	 lower	 in	energy	 than	 their	 in-plane	
counterparts	(A4'	and	B4'),	resulting	in	an	unstable	double	
open	shell	singlet,15	in	analogy	to	D4h	cyclobutadiene45	or	
D8h	COT.19,	21,	38		

Introducing	BLA	lowers	the	energies	of	A4''	and	A4'	by	
2β''d	and	2β'd	(and	raises	the	energies	of	B4''	and	B4'	by	
the	same	value),	resulting	in	a	closed-shell	doubly	antiaro-
matic	 configuration.	More	 generally,	 HHM	 predicts	 that	
the	 introduction	of	BLA	 lowers	 the	π	energy	of	both	4n	
and	4n+2	systems,	with	the	effect	being	smaller	in	4n+2	
than	4n	systems	with	equal	n,	and	increasing	with	n	(de-
tails	in	SI).	Therefore,	a	π-conjugated	molecule	will	have	
no	BLA	if	its	σ	contribution	outweighs	the	π	contribution,	
which	usually	occurs	in	4n+2	molecules	with	small	n	(e.g.	
benzene),	in	agreement	with	Shaik’s	interpretation	based	
on	valence-bond	theory.46	

We	 extend	 the	 HHM	 to	 excited	 states	 by	 promoting	
electrons	to	unoccupied	orbitals	and	adding	a	state-spe-
cific	offset	Exc	to	the	energy	of	the	newly	occupied	orbitals,	
in	 order	 to	 account	 for	 orbital	 relaxation	 and	 exchange	
coupling;	in	state-averaged	fashion,	aσ,	β''	and	β'	are	kept	
equal	in	all	states	(and	at	all	values	of	BLA).		
Minimal	ipsocentric	model	for	C16.	To	provide	a	direct	
relation	between	aromaticity	and	orbital	energies,	we	em-
ploy	 a	 minimal	 ipsocentric	 model	 in	 which	 matrix	 ele-
ments	in	equations	(2)	and	(3)	are	replaced	by	orbital-in-
dependent	 parameters,	 and	 only	 few	 transitions	 are	
counted.	In	this	approach,	the	total	ring	current	of	C16	 is	
calculated	as	the	sum	of	its	out-of-plane	and	in-plane	com-
ponents,	which	are	given	by:		

	 	 	 (6)	

	 	 	 (7)	

	

Figure	2.	(a)	Frost-Musulin	diagrams	for	C16	in	the	presence	
(top)	and	absence	(bottom)	of	BLA,	with	the	dominant	para-
tropic	contributions	in	the	ground	state	shown	in	purple.	Off-
set	between	the	out-of-plane	(blue)	and	in-plane	(orange)	π	
systems	is	denoted	by	γ.	(b)	Possible	translational	(T,	green)	
and	rotational	(R	purple)	transitions	associated	with	k	=	4–5	
orbitals	in	low-lying	electronic	states	of	C16.	
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In	 (6)	and	 (7),	𝑐!"#$%	 has	a	 constant	positive	value	 for	all	
transitions	with	Δk	=	1	(e.g.	A4''	→	A5''),	while		𝑐!"&%'%	has	a	
constant	positive	value	for	all	Δk	=	0	transitions;	both	are	
zero	for	all	other	transitions.	The	third	parameter	in	the	
model,	c',	relates	the	in-plane	and	the	out-of-plane	matrix	
elements	 (more	 generally,	 it	 relates	 the	 currents	 pro-
duced	in	different	π	systems	by	an	orbital	pair	with	the	
same	Δest).	𝑐!"#$%,	𝑐!"&%'%,	and	c'	are	assumed	to	be	independ-
ent	 of	 BLA	 and	 electronic	 state;	 for	 a	 specific	molecule,	
they	reflect	how	much	current	is	induced	by	a	single	tran-
sition	between	orbitals	separated	by	one	unit	of	energy.	

Within	this	minimal	model,	only	orbitals	with	k	=	3–5	
contribute	to	the	ring	current	of	C16	(as	only	Δk	=	0	and	Δk	
=	1	transitions	are	counted).	For	simplicity,	we	will	focus	
on	transitions	involving	k	=	4	and	k	=	5	orbitals	shown	in	
Figure	2b,	as	the	diatropic	contribution	of	k	=	3	®	k	=	4	
transitions	changes	in	the	same	manner	as	the	contribu-
tion	from	k	=	4	®	k	=	5	transitions.	 
CASSCF	and	HMM	results.	We	now	investigate	the	varia-
tion	of	the	ring	current	with	BLA	in	the	S0,	Q1,	T1,	and	S1	
states	of	C16	at	a	series	of	eleven	D8h	geometries	with	dif-
ferent	values	of	BLA.	The	considered	geometries	are	inter-
polated	 between	 the	 ground-state	 minimum	 previously	
found	by	NEVPT215	(BLA	=	11.4	pm,	ring	radius	r	=	3.33	
Å)	 and	 the	minimum-energy	D16h	 geometry	 at	 the	 same	
level	of	theory	(BLA	=	0	pm,	r	=	3.32	Å);	results	for	geom-
etries	extended	to	BLA	up	to	16	pm,	which	roughly	corre-
sponds	to	the	CASSCF	minimum	at	r	=	3.32	Å,	are	given	in	
Figure	7.	
CASSCF	calculations	include	twelve	electrons	in	twelve	or-
bitals	with	k	=	3–5	in	the	active	space	,	capturing	all	Δk	=	0	
and	 Δk	=	1	 transitions.	 These	 CASSCF(12,12)	 energies	
(ECAS)	and	ring	curents	(JCAS),	calculated	from	nucleus	in-
dependent	chemical	shifts	(NICS(2)zz)	are	used	to	obtain	
the	optimal	parameters	for	the	HHM	and	the	minimal	ip-
socentric	model	(EHHM,	JHHM).	In	both	cases,	J	is	expressed	
relative	to	the	benzene	ring	current	(Jref	=	12	nA/T).		
Different	configurations	are	named	according	to	the	occu-
pancies	of	their	four	k	=	4	orbitals15	(Figure	2b	bottom),	
e.g.	S0	at	large	BLA	(Figure	2a	bottom)	can	be	written	as	
|20	20>.	For	each	electronic	state,	the	magnetic	couplings	
in	the	most	relevant	configuration	are	described.		
The	effect	of	dynamic	correlation	is	evaluated	by	compar-
ing	the	CASSCF	and	QD-NEVPT247	wavefunction	composi-
tion,	as	well	as	by	density	functional	theory	(DFT)	calcula-
tions	(ωB97XD/def2-TZVP,	Figure	S1	in	SI).	
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S0	state.	In	the	ground	state,	the	dominant	configuration	
at	virtually	all	nonzero	BLA	values	is	the	doubly	antiaro-
matic	|20	20>	(Figure	3a,d).	In	this	configuration,	A4	orbit-
als	 in	 both	π	 systems	 are	 doubly	 occupied	 and	 their	 B4	
counterparts	are	doubly	unoccupied,	leading	to	A4''→	B4''	
and	A4'	→	B4'	rotational	transitions	(Figure	3b).		
Decreasing	BLA	reduces	the	energy	difference	between	A4	
and	B4,	which	rapidly	increases	antiaromaticity	and	elec-
tronic	energy	(Figure	3c;	we	define	Erel	=	0	for	BLA	=	11.4	
pm).	Despite	a	strong	multireference	character	at	low	BLA	

(Figure	 3a),	 HHM	 reproduces	 the	 CASSCF	 results	 well	
(Figure	 3c),	with	mean	 absolute	 errors	MAEE	 =	 0.05	 eV	
and	MAEJ	=	1.0.		

Finally,	due	to	the	small	separation	γ	between	the	two		
π	systems,15	there	is	a	complete	absence	of	the	doubly	ar-
omatic	|22	00>	configuration,	even	at	zero	BLA.	This	is	in	
contrast	with	single-reference	methods	and	HHM,	which	
incorrectly	predict	a	|2200>	ground	state	for	the	BLA	=	0	
configuration.	

	

Figure	3.	Aromaticity	of	C16	in	the	ground	(S0)	state.	(a)	Wavefunction	composition	at	different	BLA,	as	calculated	by	QD-NEVPT2	
(top)	and	CASSCF	(bottom).	(b)	Translational	(green)	and	rotational	(purple)	transitions	in	k	=	4–5	orbitals	at	large	and	zero	BLA	in	
the	|20	20>	configuration.	Full	and	dashed	lines	show	larger	and	smaller	contributions	to	the	ring	current.	(c)	Total	ring	current	and	
relative	energy	at	different	BLA	calculated	by	CASSCF	(circles)	and	the	HHM	(dashed	lines).	(d)	In-plane	(J’)	and	out-of-plane	(J’’)	
contributions	to	the	total	ring	current.	
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Q1	state.	The	major	configuration	in	the	lowest	quintet	state	
is	5|11	11>,	in	which	the	four	k	=	4	orbitals	are	singly	occu-
pied	by	four	same-spin	electrons.	This	wavefunction	com-
position	remains	largely	unaffected	by	changes	in	BLA	(Fig-
ure	 4a).	 No	 rotational	 transitions	 are	 allowed,	 leading	 to	
double	aromaticity	(Figure	4b,d).42		
The	 Q1	 ring	 current	 does	 not	 change	much	 (~10%)	with	
BLA,	as	the	increase	in	the	energy	of	A4	orbitals	is	offset	by	
a	 decrease	 in	 B4	 energies.	 At	 BLA	 =	 0,	 the	 energy	 is	

minimized	and	the	ring	current	 is	maximized	(Figure	4c),	
which	is	a	complete	reversal	of	the	result	obtained	for	the	
doubly	antiaromatic	S0	(cf.	Figure	3c	and	4c).	A	very	similar	
result	is	obtained	with	DFT	(Figure	S1b).		
HHM	 reproduces	 the	 electronic	 energies	 obtained	 by	
CASSSCF	well	(Figure	4b;	MAEE	=	0.12	eV).	The	ring	current	
fit	is	of	similar	accuracy	to	S0	(MAEJ	=	0.9),	but	it	is	limited	
by	the	inability	of	the	minimal	ipsocentric	model	to	describe	
variation	not	driven	by	changes	in	orbital	energies.

	

Figure	4.	Aromaticity	of	C16	in	the	lowest	quintet	(Q1)	state.	(a)	Wavefunction	composition	at	different	BLA,	as	calculated	by	QD-
NEVPT2	(top)	and	CASSCF	(bottom).	(b)	Translational	(green)	and	rotational	(purple)	transitions	in	k	=	4–5	orbitals	at	large	and	
zero	BLA	in	the	|11	11>	configuration.	Full	and	dashed	lines	show	larger	and	smaller	contributions	to	the	ring	current.	(c)	Total	ring	
current	and	relative	energy	at	different	BLA	calculated	by	CASSCF	(circles)	and	the	HHM	(dashed	lines).	(d)	In-plane	(J’)	and	out-of-
plane	(J’’)	contributions	to	the	total	ring	current.
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T1	state.	In	a	naïve	single-reference	picture,	the	lowest	lying	
triplet	state	(T1)	might	be	obtained	by	changing	the	spin	of	
a	single	electron	in	the	S0	|20	20>	configuration.	For	exam-
ple,	flipping	an	electron	in	the	out-of-plane	π	system	results	
in	 the	 |11	 20>	 configuration,	 which	 is	 predicted	 by	 both	
CASSCF	and	NEVPT2	to	have	the	largest	contribution	to	the	
multireference	wavefunction	(Figure	5a).		
In		|11	20>,	the	out-of-plane	|11>	π	system	produces	a	dia-
tropic	 current	 which	 does	 not	 depend	much	 on	 the	 BLA	
(analogously	to	Q1;	Figure	5b	left),	while	the	paratropic	cur-
rent	produced	by	 the	 in-plane	 |20>	π	 system	strongly	 in-
creases	with	decreasing	BLA	(analogously	to	S0;	Figure	5b	
right).	As	a	result,	at	large	BLA	the	total	current	is	diatropic,	
quickly	reversing	as	BLA	is	decreased.	CASSCF	predicts	the	

crossing	point	at	BLA	=	8	pm	and	coinciding	with	the	local	
minimum	(Figure	5b).	At	this	point,	very	small	changes	in	
energy	 (e.g.	 50	meV	 in	 either	 direction)	 result	 in	 drastic	
changes	 in	 the	 ring	 current	 (from	+0.8	 to	–2.2	 relative	 to	
benzene).		
HHM	 qualitatively	 recovers	 the	 variation	 of	 energy	 with	
BLA,	 and	 reproduces	 the	 ring	 current	 changes	with	 rela-
tively	high	accuracy	(Figure	5c;	MAEE	=	0.09	eV;	MAEJ	=	0.3).	
The	 contribution	 of	 other	 notable	 configurations,	 such	 as	
|20	11>	(in	which	an	in-plane	electron	was	flipped),	is	anal-
ogous	to	|11	20>,	with	a	combination	of	paratropic	and	dia-
tropic	 contributions.	This	 is	 demonstrated	by	DFT,	which	
predicts	similar	variation	J	with	BLA	for	both	cases	(Figure	
S1c),	in	qualitative	agreement	with	CASSCF.		

	

Figure	5.	Aromaticity	of	C16	 in	the	 lowest	triplet	(T1)	state.	(a)	Wavefunction	composition	at	different	BLA,	as	calculated	by	QD-
NEVPT2	(top)	and	CASSCF	(bottom).	(b)	Translational	(green)	and	rotational	(purple)	transitions	in	k	=	4–5	orbitals	at	large	and	
zero	BLA	in	the	|11	20>	configuration.	Full	and	dashed	lines	show	larger	and	smaller	contributions	to	the	ring	current.	(c)	Total	ring	
current	and	relative	energy	at	different	BLA	calculated	by	CASSCF	(circles)	and	the	HHM	(dashed	lines).	(d)	In-plane	(J’)	and	out-of-
plane	(J’’)	contributions	to	the	total	ring	current.	
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S1	state.	Unlike	all	previously	considered	states,	the	first	ex-
cited	singlet	(S1)	is	antisymmetric	with	respect	to	the	reflec-
tion	 about	 the	molecular	 plane.	 This	means	 it	 consists	 of	
configurations	with	an	odd	number	of	electrons	in	both	π	
systems,	and	can	be	described	as	a	pair	of	doublets,	with	e.g.	
17''+15'	or	15''+17'	electrons.			
At	nonzero	BLA,	both	CASSCF	and	NEVPT2	predict	|21	10>,	
which	has	17''+15'	electrons,	as	the	dominant	configuration	
(Figure	 6a).	 In	 |21	 10>,	 a	 combination	 of	 rotational	 and	
translational	transitions	is	present	both	π	systems	(Figure	
6b),	 resulting	 in	mixed	 aromaticity	 (Figure	 6d).	 	 At	 large	
BLA	(>	9.1	pm),	translational	contributions	are	stronger,	re-
sulting	in	an	overall	diatropic	current.	At	smaller	(<	9.1	pm)	
BLA,	the	energy	difference	between	A4	and	B4	orbitals	suffi-
ciently	shrinks	to	induce	a	reversal	of	the	ring	current	(Fig-
ure	6c).			

The	similarity	in	the	variation	of	energy	and	ring	current	
in	the	T1	(Figure	5)	and	S1	(Figure	6)	states	can	be	rational-
ized	by	noting	that	their	energies	are	approximately	related	
by	ES1	=	ET1	+	γ	–	EEX,	where	γ	is	the	offset	between	the	in-
plane	and	out-of-plane	orbitals	and	EEX	is	the	exchange	in-
teraction.	Analogously,	ring	currents	in	T1	and	S1	are	similar	
because	the	number	of	diatropic	and	paratropic	transitions	
in	both	is	equal	(cf.	Figure	5b	and	6b).	At	BLA	=	9.1,	the	ring	
current	in	S1	 is	slightly	more	sensitive	to	small	changes	in	
energy,	with	a	50	meV	variation	in	either	direction	changing	
J	from	+0.8	to	–2.5.	
The	HHM	fit	to	CASSCF	energies	and	ring	current	is	compa-
rable	to	other	states	(MAEE	=	0.06	eV;	MAEJ	=	0.6),	indicating	
that	the	HHM	and	the	minimal	ipsocentric	approach	can	be	
extended	to	excited	states.	

	

Figure	6.	Aromaticity	of	C16	in	the	first	excited	singlet	(S1)	state.	(a)	Wavefunction	composition	at	different	BLA,	as	calculated	by	
QD-NEVPT2	(top)	and	CASSCF	(bottom).	(b)	Translational	(green)	and	rotational	(purple)	transitions	in	k	=	4–5	orbitals	at	large	and	
zero	BLA	in	the	|21	10>	configuration.	Full	and	dashed	lines	show	larger	and	smaller	contributions	to	the	ring	current.	(c)	Total	ring	
current	and	relative	energy	at	different	BLA	calculated	by	CASSCF	(circles)	and	the	HHM	(dashed	lines).	(d)	In-plane	(J’)	and	out-of-
plane	(J’’)	contributions	to	the	total	ring	current.	
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Qualitative	 modelling.	 The	 state-averaged	 HHM	 is	 suc-
cessful	in	describing	the	variation	of	energy	with	BLA	in	the	
four	lowest-lying	electronic	states	of	C16	(Figure	7a),	with	a	
mean	absolute	error	(MAE)	of	0.09	eV.	The	HHM	orbital	sep-
aration	γ	 is	0.2	eV,	 in	good	agreement	with	the	γ	=	0.1	eV	
value	previously	 found	by	DFT.15	We	also	obtain	a	~38%	
stronger	Hückel	coupling	between	the	out-of-plane	(β''	=	6.1	
eV)	 than	 the	 in-plane	 (β''	 =	 4.4	 eV)	 orbitals,	 indicating	
stronger	overlap	in	the	out-of-plane	π	system.		

	

Figure	7.	Comparison	between	(a)	energies	and	(b)	ring	current	
strengths	 (b)	 predicted	 by	 CASSCF	 (large	 symbols)	 and	 the	
HHM	(dotted	lines).	Circles	correspond	to	the	S0	state,	hollow	
triangles	 to	S1,	 full	 triangles	 to	T1,	 and	pentagons	 to	Q1.	Aro-
matic	and	antiaromatic	ring	currents	are	shown	in	green	and	
purple,	respectively.		

The	frontier	orbital	ipsocentric	approach	accurately	repro-
duces	 the	 aromaticity	 switching	predicted	by	CASSCF,	 re-
maining	 remarkably	 robust	 through	 a	 large	 range	 of	 ring	
current	strengths	(Figure	7b),	with	a	mean	relative	error	of	
11.9%.	 Its	 success	 validates	 the	 approximation	 that	 the	

variation	in	the	magnetic	response	can	be	recovered	purely	
through	 the	 change	 in	 frontier	 orbital	 energies.	 The	 cou-
pling	constants	we	obtain	are	cDIA	=	6.05	Jref/eV	and	cPARA	=	
8.05	Jref/eV,	providing	a	simple,	direct	link	between	orbital	
energy	and	aromaticity	 through	equations	 (6)	 and	 (7).	 In	
agreement	with	previous	work,18,	42,	48	our	minimal	ipsocen-
tric	approach	 finds	a	weaker	magnetic	coupling	 in	 the	 in-
plane	π	system	(c’	=	0.55)	relative	to	the	out-of-plane	sys-
tem.	Further	details	on	the	HHM	and	the	minimal	ipsocen-
tric	approach	are	given	in	the	SI.		
While	we	have	only	been	focused	on	the	effect	of	BLA,	aro-
maticity	 reversals	 may	 occur	 with	 any	 distortion	 which	
causes	a	stronger	response	 in	the	orbital	energies	than	in	
their	spatial	overlap.	For	example,	bond-angle	alternation	
(BAA)	could	be	described	by	adding	a	βBAA(1	±	δBAA)	term	to	
the	 in-plane	π	 system.	Also,	 in	 cases	where	no	 significant	
open-shell	character	is	present,	the	minimal	ipsocentric	ap-
proach	could	employ	orbital	energies	calculated	by	DFT.		
The	addition	of	dynamic	correlation	does	not	seem	to	have	
a	significant	effect	on	the	ring	currents:	DFT	also	predicts	an	
aromaticity	reversal	in	T1	(Figure	S1c),	and	perturbatively	
including	coupling	with	unoccupied	orbitals	outside	the	ac-
tive	space	(QD-NEVPT2)	does	not	significantly	change	the	
composition	(Figures	3a-6a)	of	the	CASSCF	wavefunction.		
Divide-and-conquer	approach.	Due	 to	 their	orthogonal-
ity,	the	two	π		systems	in	cyclocarbons	are	usually	consid-
ered	separately.18,	42,	48	This	suggests	that	one	could	approx-
imate	a	12,12	active	space,	which	 is	used	 throughout	 this	
work,	with	a	combination	of	in-plane	and	out-of-plane	6,6	
active	spaces.	Here,	we	compute	the	energy	of	the	two	6,6	
subspaces	 (E'qUCCSD	 and	 E''qUCCSD)	 using	 the	 q-UCCSD*	
method,	which	includes	all	single	and	double	excitations	be-
tween	all	 spin-orbitals	 in	 the	active	space	(further	details	
are	given	in	the	SI).	The	total	energy	is	calculated	according	
to:	

	 	(8)	
where	Einactive(12,12)	 is	 the	 complete	 active	 space	 configura-
tion	interaction	inactive	energy,	which	can	be	obtained	effi-
ciently	without	solving	the	entire	active	space.	It	should	be	
noted	that	in	each	of	the	two	q-UCCSD(6,6)	calculations,	the	
correlated	π-system	feels	the	static	orbitals	of	the	noncor-
related	π-system,	i.e.	the	two	π-system	systems	remain	cou-
pled	at	a	mean-field	level.		
In	the	S0	state,	this	divide-and-conquer	q-UCCSD	approach	
works	well	for	a	wide	range	of	nonzero	BLA	(Figure	8,	MAE	
=	0.16	eV	relative	to	CASSCF),	producing	results	very	similar	
to	canonical	CCSD	and	CCSD(T)	methods.	Around	zero	BLA,	
both	q-UCCSD	and	canonical	coupled	clusters	are	limited	by	
the	poor	quality	of	the	underlying	HF	determinant,	although	
q-UCCSD	appears	to	be	more	robust	in	case	of	BLA	≈	1	pm.	
In	these	cases,	the	performance	of	q-UCCSD	may	be	further	
improved	by	starting	from	a	better	reference	(e.g.	CASSCF)	
or	by	using	a	flavour	which	includes	orbital	optimisation.49	
q-UCCSD	calculations	for	the	T1	and	Q1	states	are	of	similar	
quality	to	S0	(see	SI),	illustrating	a	way	for	applying	the	q-
UCCSD	method	for	systems	with	many	strongly	correlated	
electrons	(other	possible	use	cases	may	be	a	complex	with	
two	weakly	 coupled	 transition	metals,	 or	 a	 dye	with	 two	
chromophores	connected	with	sigma	bonds).	

total
qUCCSD inactive(12,12) qUCCSD(6,6) qUCCSD(6,6)' ''E E E E= + +
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Figure	8.	Energies	of	ground-state	C16	at	different	amounts	of	
BLA	calculated	using	CASSCF	(grey	circles),	CCSD	(blue	hollow	
triangles),	CCSD(T)	 (green	hollow	 triangles),	 and	divide-and-
conquer	 q-UCCSD	 (red	 rectangles),	 all	 obtained	with	 the	 cc-
pVDZ	basis	set.	Note	the	two	breaks	on	the	y	axis.		

	

Conclusion 
Using	 CASSCF,	 qualitative	 modelling,	 and	 DFT,	 we	 have	
demonstrated	that	the	ring	current	in	C16	can	be	reversed	
with	small	changes	in	bond-length	alternation.	This	reversal	
of	aromaticity	(according	to	the	ring-current	criterion2)	 is	
unique	as	it	is	not	associated	by	any	notable	change	in	the	
electronic	structure,	but	only	with	a	small	change	in	energy.	
It	occurs	in	electronic	states	displaying	mixed	aromaticity,	
which	 can	 be	 characterized	 by	 the	 presence	 of	 both	 dia-
tropic	and	paratropic	currents	(Table	1).		
Table	 1.	 Ring	 Current	 of	 C16	 in	 Low-lying	 Electronic	
States	at	Different	Amounts	of	Bond-length	Alternation.	

	
Magnetic	 couplings	 between	 the	 C16	 orbitals	 are	 success-
fully	 described	 using	 a	 minimal	 ipsocentric	 model.	 This	
model	provides	a	direct	 link	between	aromaticity	and	or-
bital	energy,	thus	offering	a	simple	avenue	for	rationalizing	
commonly	observed	correlations	between	aromaticity	and	
various	molecular	properties.8,9	10,11		
Aromaticity	reversals	may	also	be	 interpreted	 in	terms	of	
antiaromaticity	 relief.28,	 50	 The	 doubly	 aromatic	 Q1	 state	
maximizes	its	aromaticity,	while	the	doubly	antiaromatic	S0	

minimizes	 its	antiaromaticity	as	much	as	the	σ	system	al-
lows.	 The	mixed	 aromatic	 T1	 and	 S1	 states	 have	 approxi-
mately	 nonaromatic	D8h	minima,	 revealing	 their	 aromatic	
and	antiaromatic	nature	by	movement	 along	one	 and	 the	
other	direction	of	the	Kekulé	vibration.		
We	also	demonstrate	that	the	applicability	of	quantum	algo-
rithms	 such	 as	 q-UCCSD	 can	be	 improved	by	partitioning	
the	 active	 space	and	 calculating	 the	 correlation	energy	of	
each	 subspace	 separately.	 In	 case	 of	 C16,	 this	 divide-and-
conquer	 approach	 is	 particularly	 successful,	 approaching	
the	accuracy	of	fully	self-consistent	multireference	calcula-
tions.	Finally,	as	quantum	devices	have	direct	access	to	the	
wavefunction,	it	is	straightforward	to	compute	the	expecta-
tion	value	of	any	observable.	This	suggests	that	the	ipsocen-
tric	approach	could	be	combined	with	virtually	any	quan-
tum	ansatz.		
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