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Abstract
In enzyme mechanistic studies and mutant design, it is highly desir-
able to know the individual residue contributions to the reaction free
energy barrier. In this work, we show that such free energy contribu-
tions from each residue can be readily obtained by post-processing
ab initio quantum mechanical molecular mechanical (ai-QM/MM)
free energy simulation trajectories. Specifically, through a mean
force integration along the minimum free energy pathway, one can
obtain the electrostatic, polarization, and van der Waals contribu-
tions from each residue to the free energy barrier. Separately, a
similar analysis procedure allows us to assess the contribution from
different collective variables along the reaction coordinate. The
chorismate mutase reaction is used to demonstrate the utilization of
these two trajectory analysis tools.

1 Introduction
Enzymes acquire their catalytic power by lowering the reaction free
energy barrier either through stabilizing the transition state or desta-
bilizing the reactant.1–3 Accordingly, the natural and laboratory-
directed evolutions of enzymes capitalize on the mutation of enzyme
residues to further lower the free energy barrier and thereby increase
the enzyme activity. In enzyme mechanism studies and design, it
is clearly desirable to assess various components of free energy
changes. 4–7 Over the years, many schemes have been developed to
quantify the detailed contribution from individual residues to the
enzyme reaction energy barriers. 8–15 In general, these schemes fall
into several categories:

Successive residue charge deletion. A first-order perturbation es-
timate for the residue (electrostatic) contributions to the energy along
a reaction pathway was developed in the early 1990s by Karplus
and coworkers.8 In particular, residue molecular mechanical (MM)
charges were successively set to zero starting from those further-
most from the active site to the closest ones, while monitoring the
energy change within a combined quantum mechanical molecular
mechanical (QM/MM) description of the enzyme system. This anal-
ysis technique was employed by Karplus and coworkers to identify
key residues of the triosephosphate isomerase8–10 and by Gao and
coworkers to interpret the role of various dihydrofolate reductase
residues on its catalysis.11

Single residue charge deletion. It was first proposed by Mul-
holland and coworkers in the early 2000s to explore the effects
of individual residues along a QM/MM minimum energy pathway

(MEP) of chorismate mutase reaction.12 Within the approach, the
charges of a single residue of interest was deleted from a MEP
structure, while leaving all other residues intact, yielding the residue
contribution to the QM/MM electrostatic energy. Relatedly, Jaña
and coworkers assessed the stabilization effects of the lysine and
arginine residues in different conformations of acetohydroxyacid
synthase by turning off the partial charges on these residues. 16 They
also estimated the polarization effects of an arginine residue by
calculating the change in the natural bond orbital charges on the
carbonyl group of the ligand after switching off the partial charges
on the arginine residue.

Energy decomposition analysis. It is, in its spirit, related to
the single residue charge deletion methods above and to the linear
response approximation (LRA) method from Warshel and cowork-
ers17,18 and the electrostatic free energy response (EFER) method
from Florian and coworkers. 19 In this particular analysis, Cisneros
and coworkers averaged the electrostatic contribution from the i-th
residue to the QM/MM interaction energy at both the transition state
and the reactant. The residue contribution difference was examined
in the study of DNA polymerase I, glutamine-dependent amidotrans-
ferase, CRISPR-Cas9 catalyzed DNA target strand cleavage, and
many other enzyme systems.20–23

Catalytic field analysis. Szefczyk et al. defined the static cat-
alytic field as the difference of the QM/MM electrostatic potentials
of the reactant and transition states. 13,24 A map of the static catalytic
field onto an isodensity surface around the substrate was shown to
be helpful for understanding whether each charged residue (near the
isodensity surface) increases or decreases the activation barrier.

Local electrostatic potential analysis. The local electrostatic
environment, which includes the local electrostatic potential and
the local electric field, of the active site has been studied for
decades,3,25–30 underlying the general notion that electrostatic pre-
organization by the enzyme reduces the free energy barrier and
provides the enzyme catalytic power. 1 The electrostatic potential on
key active site atoms has been explored by Moliner and coworkers to
explain the effect of enzyme conformations on the catalytic rate con-
stants of Kemp eliminase, 31 to test the hypotheses for the catalytic
mechanism of glycine N-Methyltransferase,32 and to enhance the
secondary amidase activity of Candida antarctica lipase B variants
(by adopting electrostatically more favorable residues from Bacillus
subtilis esterase Bs2).33

Local electric field analysis. The local electric field in the ac-
tive site has been studied for many enzymes, such as ketosteroid
isomerase, 34–37 liver alcohol dehydrogenase, 38,39 dihydrofolate re-
ductase,40 Kemp eliminase,14,15 cytochrome P450,41 heme-iron
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oxidoreductase, 42 acid phosphatases, 43 tyrosine hydroxylase, 44 and
uracil-DNA glycosylase.45 Experimentally, the local electric field,
such as that on the C O bond of ketosteroid isomerase,34–36,38

can be measured using calibrated vibrational Stark probes. Com-
putationally, the local electric field on a key chemical bond in the
active site can be readily evaluated using a fixed-charge or polar-
izable MM14,15 description of the enzyme environment, by taking
the mean of the field values at the atomic sites14,46 or calculating
the field at the bond midpoint or critical point.37 A decomposition
of the local electric field change from the reactant to the transition
also leads to individual residue contributions to the reaction energy
barrier, which is key to the understanding of enzyme activities and
the development of potent enzyme variants. Relatedly, the local
electrostatic force along breaking bonds (i.e. difference between
the product of local electric potential and atomic charges on the
endpoints) provided insight into the catalytic mechanism of HIV-1
Protease47 and Candida antarctica lipase B.48

Inspired by and building upon all these efforts, here we introduce
two new trajectory analysis tools for ab initio QM/MM free energy
simulations of enzyme reactions. Using these tools, the QM/MM
free energy profile of the simulated system (such as a wild-type en-
zyme) can be readily decomposed into contributions from individual
residues or from key reaction coordinates. We expect these tools to
be helpful to enhance our mechanistic understandings of enzyme
functions and facilitate the development of enzyme variants.

Compared to the analysis techniques mentioned above, our new
tools differ in a number of ways. First, they provide the free en-
ergy contributions (instead of enthalpic ones) from each residue or
reaction coordinate. Second, we account for not only electrostatic
contributions from each residue, but also polarization and vdW ef-
fects. Third, unlike the first-order perturbation estimate, our analysis
results do not depend on the particular order of the residues consid-
ered. Lastly, a heat map will also be generated from our analysis,
but it is a 3-d map instead of a surface map (like the 2-d catalytic
field map).

2 Theory

2.A Free Energy Profile by Mean Force Integration
Free energy profile, which is defined as the free energy change along
a reaction coordinate ξ , can be expressed as

A(ξ ) =− 1
β

lnP(ξ )+A0, (1)

where P(ξ ) is the probability density to find the system at ξ and A0
is a constant. For a particular value of ξ , one can regard A(ξ ) as the
free energy of the state corresponding to an iso-ξ hypersurface in
the phase space.

To efficiently compute the free energy profile, one often resorts to
umbrella sampling. 49 Here, the one-dimensional reaction coordinate
ξ is divided into a series of windows, and a biasing potential

V b
i (ξ ) =

1
2

ki(ξ −ξi)
2 (2)

is added to the unbiased system energy, Eu, for the window i, i.e.,

Eb
i = Eu +V b

i (ξ ). (3)

Similar to the umbrella integration,50 the free energy profile is
calculated by integrating the unbiased free energy gradient over the
reaction coordinate ξ ,

Au(ξ ′) =
∫

ξ ′

ξ0

∂Au(ξ )

∂ξ
dξ +C. (4)

In practice, it can be computed discretely as

Au
i =

i−1

∑
m=0

1
2

(
∂Au

m
∂ξ

+
∂Au

m+1
∂ξ

)
(ξm+1 −ξm), (5)

where the free energy gradient along the pathway is

∂Au
m

∂ξ
=

〈
∂Eu

∂ξ

〉b

ξ=ξm

, (6)

and the energy gradient for each configuration is51–54

∂Eu

∂ξ
=

∂Eu

∂x
· ∂x

∂ξ
+β

−1 ∂ ln|J|
∂ξ

, (7)

where x represents the Cartesian coordinates involved in ξ and J
is the Jacobian. By using Eqs. 6 and 7, we can decompose the
total energy into different energy terms and calculate the free energy
profile contributions from each of them.

2.B Decomposition by QM/MM Energy Term
In QM/MM calculations, the system is divided into a quantum me-
chanical (QM) subsystem and a MM subsystem. The total potential
energy of the system can be expressed as

E = EQM +EQM−MM +EMM, (8)

where EQM is the potential energy of the isolated QM subsystem,
EQM−MM is the interaction energy between the QM and MM sub-
systems, and EMM is the potential energy within the MM subsystem.

For simplicity, here we shall focus on cases where there are no
covalent bonds linking the QM and MM regions. For those cases,
the interaction energy, EQM−MM, is the sum of contributions from
the electrostatic and van der Waals (vdW) interactions,

EQM−MM = Eelec
QM−MM +EvdW

QM−MM. (9)

The QM-MM electrostatic interaction can be further divided into
permanent electrostatics and polarization terms,4

Eelec
QM−MM = Eperm

QM−MM +Epol
QM−MM, (10)

where the permanent electrostatics term, Eperm
QM−MM, is the interaction

energy between the “unpolarized” QM subsystem (its wave function
remains at the reference state, e.g., gas-phase) and the MM sub-
system. The polarization term, Epol

QM−MM, accounts for the energy
change of “relaxing” the QM wave function to accommodate the
MM environment.

2.C Decomposition of QM/MM Interaction Ener-
gies by Residue

It should be noted that decomposing potential of mean force (PMF)
by the mean force contributions has been done previously by several
groups to analyze the MM simulations.55,56 Following those work,
here we shall try to decompose PMF in the context of QM/MM
simulations.

As stated in the introduction, our goal is to estimate the contribu-
tions from difference parts of the MM subsystems to the chemical
transformation in the QM subsystem. This can be achieved by de-
composing the total QM-MM interaction energy into terms that
interact the QM subsystem with each MM atom and then grouping
them together by residue or protein domain.

For the QM-MM electrostatic interaction, the permanent electro-
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statics term can be easily decomposed as

Eperm
QM−MM = ∑

B
φ

0
BqB, (11)

where φ 0
B is the electrostatic potential on the MM atomic site B from

the “unpolarized” QM subsystem, and qB is the partial charge of the
MM atom B. To obtain the corresponding nuclear gradients in Eq.
7 for each configuration, the derivatives of the QM electrostatic po-
tential, ∂φ 0

B
∂x , need to be computed either via finite difference (by dis-

placing those QM atoms that are involved in the reaction coordinate
ξ ) or analytically (by solving the coupled-perturbed Kohn-Sham
equations for QM orbital responses). The finite-difference approach
is adopted in our implementation.

Strictly speaking, the polarization term cannot be decomposed
into contributions by the MM atoms since they are not additive.
However, the polarization term can be written as4

Epol
QM−MM = Edist

QM−MM +∆EQM−MM, (12)

where both Edist
QM−MM and ∆EQM−MM are both due to the polar-

ization/distortion of the QM wavefunction. But Edist
QM−MM, the

electron distortion energy, is the net increase in EQM, whereas
∆EQM−MM is the net decrease in Eelec

QM−MM. The classical linear
response theory 4,57,58 implies that, to first order, Edist

QM−MM is equal
to − 1

2 ∆EQM−MM. Thus in this work, the QM/MM polarization
energy is approximately decomposed as

Ẽpol
QM−MM =

1
2

∆EQM−MM =
1
2 ∑

B
(φB −φ

0
B)qB, (13)

where φB is the electrostatic potential on the MM atomic site B from
the polarized QM subsystem. To obtain the the nuclear gradient of
the QM-MM polarization energy, the finite-difference approach was
also used to compute ∂φB

∂x .
In Eq. 9, the QM-MM vdW interaction is rather straightforward

to decompose by MM atoms, since it is typically calculated as a
pair-wise additive potential at the MM level, i.e.,

EvdW
QM−MM = ∑

B∈MM
∑

A∈QM
4εA,B

[(
σA,B

rA,B

)12
−
(

σA,B

rA,B

)6
]
. (14)

The nuclear gradient of this energy, which is purely classical, is
rather straightforward to evaluate.

2.D Decomposition by Collective Variables
Let us consider the case where the reaction coordinate is a linear
combination of K collective variables (CVs),

ξ =
K−1

∑
k=0

ckzk. (15)

Following the umbrella sampling simulation,49 one can compute
the average collective variables, zk,m, for the m-th sampling window.
The corresponding gradient with respect to the reaction coordinate
can be obtained either through finite-difference,

∂ zk,m

∂ξ
=

zk,m+1 − zk,m

ξm+1 −ξm
, (16)

or analytically through fitting each zk with cubic spline, namely
zk = zk(ξ ). From Eq. 15, it is clear that

K−1

∑
k=0

ck
∂ zk,m

∂ξ
= 1, (17)

which applies to each window. This provides a convenient way
to decompose the free energy gradient with respect to the reaction
coordinate into contributions from each CV

∂Au
m

∂ξ
=

K−1

∑
k=0

ck
∂Au

m
∂ξ

∂ zk,m

∂ξ
, (18)

where the integration of ck
∂Au

m
∂ξ

∂ zk,m
∂ξ

along the pathway captures the
effect of each CV on the free energy profile.

3 Computational Details
The trajectories for the analysis were taken from our previous
study,59 where a detailed simulation protocol can be found. In
brief, the initial structure was built upon the X-ray crystal structure
(PDB ID: 2CHT60) of Bacillus subtilis chorismate mutase com-
plexed with a transition state analog, which was modified to the
substrate chorismate manually. The resulting structure was solvated
in a cubic box of TIP3P 61 water molecules, and sodium counterions
were added to neutralize the system. The system was first equili-
brated at 300 K and 1 atm using Langevin dynamics with a friction
coefficient of 5 ps−1 and Berendsen barostat with a relaxation time
of 1 ps under the periodic boundary conditions, where the substrate
and the enzyme were modeled using GAFF62 and the AMBER
ff14SB force field,63 respectively.

After the equilibration, QM/MM umbrella sampling49 simula-
tions were conducted at 300 K and constant volume to simulate the
bond breaking/forming process. The substrate was described by
density functional theory (DFT) with the B3LYP functional64–66

and 6-31G* basis set,67 while the rest of the system (protein and
solvent) was described by the force fields used in the classical simu-
lations. For both the classical and QM/MM simulations, the particle
mesh Ewald (PME) method68,69 was used to treat the MM-MM
electrostatic interactions, while the van der Waals interactions were
truncated at the cutoff of 10 Å. The QM/MM-AC method70 was
used to capture the long-range QM-MM electrostatic interactions.
The SHAKE algorithm71 was used to constrain all bonds involv-
ing hydrogen atoms except for those in the QM region during the
QM/MM simulations, and time steps of 2 fs and 1 fs were used for
MD integration using the leapfrog integrator for the classical and
QM/MM simulations, respectively. The classical MD simulations
were performed using the PMEMD program from the Amber20
package.72 The QM/MM MD simulations were performed using
our QM/MM interface QMHub (https://github.com/panxl/qmhub)
and a modified version of the SANDER program from the Amber-
Tools20 package.72 All DFT/MM energy/force calculations were
performed using Q-Chem 5.2.73

CO2
-

O
OH

CO2
-

OH

-O2C CO2
-

O

Figure 1: Scheme for the chorismate mutase reaction.
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For umbrella sampling simulations of the chorismate mutase
reaction (Fig. 1), the reaction coordinates were defined as ξ =
dC–O − dC–C, where dC–O and dC–C were the bond lengths of the
breaking and forming bonds, respectively. A total of 80 windows
were evenly distributed with an interval of 0.05 Å to cover ξ ranged
from −1.975 to 1.975 Å, and the force constants were set to be
150 kcal/mol/Å2 for all the windows. The Hamiltonian replica
exchange molecular dynamics (HREMD)74 technique was used to
accelerate the convergence of the free energy simulations, in which
the exchanges of the biasing potentials between the neighboring
windows were attempted every 100 steps. For each window, 50 ps
simulation was conducted, and the configurations were saved every
0.1 ps, which resulted in 500 configurations. The pymbar package
(https://github.com/choderalab/pymbar) was used for the calculation
of the free energy profile using the multistate Bennett acceptance
ratio (MBAR)75 method.

4 Results and Discussion

4.A Validation of the Mean Force Integration
For our analysis of chorismate mutase reaction free energy, the
trajectories were generated in our previous study59 and included
80 windows of replica–exchange umbrella sampling simulations. 76

Each of the trajectories was 50 ps in length, where 300 configurations
from the last 30 ps were used to calculate the mean forces along
the reaction coordinate. The trapezoidal rule (Eq. 5) was used in
thermodynamic integration (TI) to estimate the free energy profile
and its uncertainties. We also calculated the free energy profile using
the MBAR method for comparison. These two analyses produced
nearly the same free energy profiles within statistical uncertainty
(Fig. 2), and the free energy barriers and reaction free energies
calculated from the two methods were almost identical (Table 1),
even though larger uncertainties were associated with the TI analysis.
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Figure 2: Comparison of the free energy profiles of the chorismate
mutase reaction calculated from MBAR and TI.

It should be noted that, strictly speaking, only the result from
MBAR was the free energy profile, while TI yielded the poten-
tial of mean force. The difference between them was the Jacobian
term (also shown in Table 1) that originated from the use of non-
Cartesian reaction coordinates. In the context of enzymatic reactions,
distance-based reaction coordinates are often adopted. In this case,
the Jacobian term accounted for the fact that a larger distance for
the reaction coordinate corresponded to a larger volume in the phase
space. However, in practice, the increased phase space at larger
distances was hardly ever sampled during umbrella sampling sim-
ulations of enzymatic reactions, since the presence of the enzyme
hindered the sampling of the rotational degrees of freedom. Since
the Jacobian term is often small (see Table 1) and does not directly

depend on the potential energy of the system, we did not include its
contribution in our subsequent analyses.

Table 1: Free Energy Barriers (∆A‡) and Reaction Free Energies (∆A)
for the Chorismate Mutase Reaction using MBAR and TI

Free Energy Barrier Reaction Free Energy

(kcal/mol) (kcal/mol)

MBAR 13.6±0.1 −16.8±0.1

TI 13.6±0.6 −16.7±0.8

Jacobiana 0.2±0.0 0.0±0.0

a The Jacobian contributions were not included in the TI results.
The standard deviations are ∼0.001 kcal/mol.

4.B Decomposition by the QM/MM Energy Compo-
nents

The TI-integrated QM/MM free energy profile (orange curve in Fig.
2 and purple curve in Fig. 3) was divided into contributions from
QM/MM energy terms, namely, gas-phase, permanent electrostatic,
polarization, and QM/MM vdW energies according to Eqs. 8, 9, and
10, with the results shown in Fig. 3. The corresponding free energy
barrier and reaction free energy components were collected in Table
2. As expected, the gas-phase free energy barrier was much higher
(20.3 - 13.6 = 6.7 kcal/mol) than the QM/MM free energy barrier.
In other words, the free energy barrier was reduced by 6.7 kcal/mol
because of the substrate-enzyme (QM-MM) interactions.
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Figure 3: Decomposition of the free energy profile of the chorismate
mutase reaction by the QM/MM energy components.

As shown in Table 2, such a lowering of the barrier height
arose mainly from the QM-MM electrostatics, which was around
-7.0 kcal/mol. In contrast, the QM-MM van der Waals raised the bar-
rier by 0.3 kcal/mol. A further analysis of the QM-MM electrostatic
interactions suggested that 90% of the corresponding free energy
change (∼−6.3 kcal/mol) was caused by the QM/MM permanent
electrostatics, with the remaining 10% (∼−0.7 kcal/mol) coming
from the polarization/distortion of the QM wavefunction.

For the reaction free energy, the difference between gas-phase
and QM/MM values was much smaller. The reduction due to
the QM-MM permanent+polarizaton electrostatics changed from
-7.0 kcal/mol (barrier) to -2.0 kcal/mol (reaction). It was further off-
set by a slightly larger free energy increase due to the QM-MM vdW
interactions from 0.3 kcal/mol (barrier) to 0.7 kcal/mol (reaction).
Overall, the QM/MM reaction free energy was only -16.7 - (-15.3)
= -1.4 kcal/mol lower than the gas-phase value, which suggests that
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Table 2: Decomposition of the Free Energy Barriers and Reaction Free
Energies for the Chorismate Mutase Reaction by QM/MM Energy
Components

Free Energy Barrier Reaction Free Energy

(kcal/mol) (kcal/mol)

Gas 20.3±0.5 −15.3±0.8

Perm. −6.3±0.1 −3.0±0.1

Pol. −0.7±0.0 1.0±0.0

VdW 0.3±0.1 0.7±0.1

Total 13.6±0.6 −16.7±0.8

the binding free energy difference between the reactant and product
was relatively small.

It should be noted that in our work the QM-MM vdW interaction
was calculated at the MM level, and the same set of Lennard-Jones
parameters were used throughout the entire reaction. So the contri-
bution from the QM-MM vdW interactions might not be optimally
estimated, especially towards the product side since the parameters
were modeled based on the atom types of the reactant. Density-
dependent QM/MM vdW interactions77–80 will be explored in our
future work.

4.C Decomposition of the QM/MM Interactions by
Residues
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Figure 4: The free energy profile contributions from selected residues
of chorismate mutase.

The free energy profile contributions from the total QM/MM
interaction energy and its components were further decomposed
by the interaction between the QM region and each of the MM
atoms according to Eqs. 11 and 13. The atomic contributions
from the enzyme were then grouped together by residues, while
the ones from the solvent and counterions were grouped together
by their distances to the QM region into near- and far-field solvent
contributions. The residues that changed the free energy barrier
by at least 0.3 kcal/mol were listed in Table 3, and the free energy
profile contributions for some of these residues were presented in
Fig. 4. The residues that have the most influence on the barrier are
several charged residues near the substrate, namely, Arg90, Arg7,
Glu78, and Arg116 and a polar residue Tyr108, which are consistent
with the mutagenesis studies.81,82 While most of the effects from
the residues are dominated by the permanent electrostatics which are
followed by polarization effect, the non-polar residue Leu115 reduce
the barrier by 0.4 kcalmol through the vdW interaction (Table 3).

Overall, our results are consistent with previous computational
studies, where Arg90 and Arg7 have been highlighted as important
residues for the enzyme activity.12,13,83–87 We note that less con-
sistent results have been reported for the effects of Glu78 12,13,83–87

and Tyr108.13,84,85 The catalytic importance of Leu115 has also
been reported.87

Since most of the studies that analyze the residue contributions
to the barrier changes used the difference of interaction energies
between the residues in the MM subsystem and the QM subsys-
tem for the reactant and transition state configurations, instead of
integrating the mean forces of the interaction energies along the
reaction coordinate as in this work, we wanted to compare the two
approaches. We used Eqs. 11, 13, and 14 to calculate the different
components of the interaction energies between the residues in the
MM subsystem (the protein and solvent) and the QM subsystem (the
substrate) (Table S1). In general, the residues that showed the largest
contributions from these energy-based calculations are consistent
with the mean force based analysis (Table 3), namely, Arg90, Arg7,
Glu78, Arg116, and Lys60. But the energy-based analysis showed
much larger absolute contributions to the barrier and uncertainties,
which makes the mean force-based analysis more reliable.

To visualize the effects of the residues in the enzyme in the 3D
space, we defined a free energy barrier potential for each atom in the
enzyme as the free energy barrier contribution from the particular
atom divided by its partial charge, i.e., for the atom i in the enzyme,
its free energy barrier potential φ

‡
i can be calculated as

φ
‡
i =

∆∆G‡
i

qi
, (19)

where ∆∆G‡
i is the free energy barrier contribution from the atom

i and qi its partial charge. Then we can visualize the free energy
barrier potentials by mapping them onto the atoms of the enzyme
in its crystal structure (Fig. 5). Such a free energy barrier potential
provides a 3D “heatmap” for suggesting mutations to modulate the
activity of the enzyme.

4.D Decomposition by Collective Variable
The total free energy profile was also divided into contributions from
individual collective variables according to Eq. 18. As shown in
Fig. 6, the reaction falls into four stages. In stage I of the reaction
(with the reaction coordinate within −2.0 Å to −0.9 Å), the pro-
gressing of the reaction coordinate mainly arose from the reducing
of the C–C distance (Fig. 6A). Correspondingly, the free energy
increase mainly came from the dC−C component (Fig. 6B). This
is reversed in stage II (−0.9 Å to −0.5 Å), where the C–O bond
broke while the C–C distance changed only marginally. During that
stage, it was the C–O bond breaking that caused a further free energy
increase. By the end of stage II, the reaction reached the transition
state.

As the reaction continued in stage III (−0.5 Å to 0.5 Å), the free
energy of the system started to decrease, which was mainly due to
the formation of the C–C bond. In stage IV (0.5 Å to 2.0 Å), the
dC−O distance continued to increase, which further decreased the
free energy of the system to a plateau for the product by the end of
stage IV.

4.E Decomposition by Residue and Collective Vari-
ables

The free energy contributions from individual residues in Section 4.C
can be further decomposed by collective variables, leading to Fig. 7.
It was clear that, out of the key residues, Arg90 reduced the free
energy barrier through both C–O and C–C distances during stage I,
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Table 3: Decomposition of Free Energy Barrier Change for the Chorismate Mutase Reaction by Residues.

Residue Perm. Pol. VdW Total

(kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

B-Arg90 −5.60±0.01 −0.47±0.00 0.84±0.04 −5.22±0.04

B-Arg7 −1.42±0.01 −0.11±0.00 −0.00±0.00 −1.52±0.03

B-Glu78 −0.93±0.01 −0.54±0.00 −0.01±0.00 −1.48±0.04

B-Arg116 −0.64±0.00 −0.14±0.00 0.02±0.00 −0.76±0.02

B-Tyr108 −0.57±0.00 −0.08±0.00 0.01±0.00 −0.63±0.01

B-Leu115 −0.03±0.00 0.05±0.00 −0.40±0.03 −0.38±0.04

B-Lys111 −0.26±0.00 −0.06±0.00 0.00±0.00 −0.32±0.00

A-Glu78 −0.21±0.00 −0.09±0.00 0.00±0.00 −0.30±0.00

B-Asp118 0.24±0.00 0.09±0.00 0.00±0.00 0.33±0.01

A-Thr74 0.24±0.00 0.12±0.00 −0.00±0.00 0.36±0.01

B-Glu110 0.29±0.00 0.07±0.00 0.00±0.00 0.36±0.00

A-Lys60 0.58±0.00 0.06±0.00 0.01±0.00 0.65±0.01

Near Solventsa 0.84±0.08 −0.04±0.01 −0.01±0.01 0.84±0.08

a Solvent molecules and counter-ions that are within 10 Å of the QM region.

Figure 5: A) Free energy barrier potentials mapped onto the crystal structure of chorismate mutase, B) and the close-up version with only the
selected residues shown.
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Figure 6: (A) Changes of the individual collective variables (dC−O
and dC−C) with respect to the reaction coordinate (dC−O −dC−C) in
the sampled pathway. (B) Decomposition of the free energy profile
by collective variable.

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Reaction Coordinate (Å)

2.0

1.5

1.0

0.5

0.0

0.5

1.0

Fr
ee

 E
ne

rg
y 

(k
ca

l/m
ol

)

A dC O

B-Arg90
B-Arg7
B-Glu78
B-Arg116
B-Tyr108
B-Leu115
B-Asp118
A-Thr74
B-Glu110
A-Lys60

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Reaction Coordinate (Å)

3.5

3.0

2.5

2.0

1.5

1.0

0.5

0.0

0.5

Fr
ee

 E
ne

rg
y 

(k
ca

l/m
ol

)

B dC C

B-Arg90
B-Arg7
B-Glu78
B-Arg116
B-Tyr108
B-Leu115
B-Asp118
A-Thr74
B-Glu110
A-Lys60

Figure 7: The free energy profiles of residue interaction from (A) the
C–O bond breaking and (B) the C–C bond forming.

and through the C–O distance during stage II. Glu78 lowered the
free energy barrier through the C–C distance shortening during stage
I but increased the free energy barrier through C–O bond increase in
stage II. In contrast, other key residues mainly contributed during
stage I.

5 Conclusions
While QM/MM free energy simulations have become a valuable
approach to studying enzymatic reactions, limited physical insights
are gained by examining the resulting free energy profile alone.
In this work, we presented an analysis tool that can decompose
a free energy profile from QM/MM free energy simulations into
physically meaningful components (such as different types of inter-
actions, residue-by-residue contributions, and individual collective
variable contributions) that can help us understand the functions of
the enzyme and guide us to make rational decisions in designing
enzymes.

However, precautions need to be taken when interpreting the re-
sults from this analysis for a number of reasons. First, like most
decomposition schemes, the way the energy/force decomposition
can be made is not unique. Second, the residue contributions to the
total barrier should be considered as in situ contributions, i.e., the
contribution of the residue with everything else fixed. It can deviate
substantially from the actual barrier change with a residue removed
or mutated, which will be accompanied by structural relaxations
around the residue. The perturbed free energy profile due to a muta-
tion of particular interest should be assessed by another QM/MM
free energy simulation. Lastly, this work focuses entirely on the
chemical step, where the bond breaking/formation takes place. For
many enzyme complexes, a proposed mutation based on the 3D
heatmap should also be subjected to binding free energy or confor-
mational free energy simulations for a complete assessment of the
mutation effect.
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(32) Świderek, K.; Tuñón, I.; Williams, I. H.; Moliner, V. Insights
on the Origin of Catalysis on Glycine N -Methyltransferase
from Computational Modeling. J. Am. Chem. Soc. 2018, 140,
4327–4334.

(33) Galmés, M. A.; Nödling, A. R.; He, K.; Luk, L. Y. P.;
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trostatic Effects on the Reaction Catalyzed by HIV-1 Protease.
J. Am. Chem. Soc. 2016, 138, 16283–16298.

(48) Galmés, M. A.; Nödling, A. R.; Luk, L.; Świderek, K.; Mo-
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